
Chapter 1  
Introduction 

 
 

In the deep-submicron era, the power dissipation is becoming a major 
design requirement, not only in portable application, but also in high 
performance VLSI systems. In a highly synchronous system, the power 
consumption of the clock network contributes 20% ~ 45% of overall system 
power dissipation. And the clocked storage elements consume 90% power 
dissipation of the clock network. If we can design a low power clocked storage 
element ( ex: reduce 20% power ), then the total power of the system will 
reduced 4% ~9% power consumption. 
 

The clocked storage elements also have a great effect on the 
performance of a system. In a 2 GHz processor, there is only 500 psec in a 
clock cycle time. But the typical clocked storage element D to Q delay is in the 
order of 100ps ~ 150ps, it occupies 20% ~ 30% operation time of a cycle. If we 
can design a faster clocked storage element ( ex: with 80ps ~ 100ps D to Q 
delay ), we can get 10% ~ 15% performance improvement. As the result, a 
high performance and low power clocked storage element is the important 
concept in the digital circuit design. In this thesis, I will focus on the low power 
and high performance clocked storage elements design and propose some 
new designed circuit. 
 
 In chapter 2, the low power digital circuit design concepts are discussed. It 
is emphasized on the device characteristic and the circuit design concepts. 
Some device parameters: channel length, area, speed, leakage, wire delay, 
and MTCMOS technique, will be discussed. And some circuit design concepts 
will also be mentioned. 
 
 The pulsed latches are discussed and designed in chapter 3. A single 
edge-triggered pulsed latch (LSCCFF) is proposed. This flip-flop using low 
swing voltage technique, conditional capture technique, and stacked technique 
to improve the delay chain in the pulsed latch. It could reduce both the 
dynamic power and static power efficiently. A double edge-triggered latch 
(CPDFF) is also presented. This flip-flop use the conditional precharged 
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technique to reduce the dynamic power consumption. It could be used to 
reduce half of the clock power without a loss in throughput. 
 
 The clock gating techniques are discussed in chapter 4. A new gating 
circuit is presented. This circuit uses clock gating technique, signal gating 
technique, and pipeline gating technique, to form a new gating circuit. The 
scan-retention mechanism is also discussed in chapter 4. The scan 
mechanism is used for testing the function of a chip. The data retention 
mechanism is used to preserve the stored value in the sleep mode. The 
CPDFF is redesigned with scan-retention mechanism and simulated. 
 
 In chapter 5, a reconfigurable FIFO cell is designed. This FIFO cell is 
designed for low power and high performance. It could reconfigure the memory 
size for different input data length to reduce the redundant power. It is also 
implemented with the size expansion feature. 
 

Finally, the overall investigation results will be presented in chapter 6. 
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Chapter 2  
Low Power Digital Circuit Design 

Concepts and Overview of Flip-Flop 
and First-In-First-Out Register Files 

 
 

2.1  Introduction 
 

Even the analog IC, RF IC, and wireless applications, have become the 
hot research topics in the recent year. But the digital circuit is still contributed 
the major part of a chip. In a conventional IC, 90% area of which is contributed 
by the digital circuit. To be a good IC designer, the basic digital circuit design 
concepts have to be studied in the beginning. 
 
 In this chapter, some digital circuit design concepts will be discussed. 
There are several layers, system layer, algorithm layer, architecture layer, 
circuit layer, and device layer that could be discussed for digital circuit design. 
But I will only emphasize on the circuit layer and device layer in the chapter. 
 

In the section 2.2, some device characteristic will be presented. The basic 
concepts in size, power, and performance of the device will be discussed [1]. In 
the section 2.3, some circuit design technique is studied. These design 
technique will be used in the later chapter. 
 
 Flip-flop is the most conventional clocked element used in the 
synchronous system. It is used to sample data and store data at the clock 
edges. It could make the system to work in order and increase the throughput 
of system by using the pipeline skills. The overview of flip-flops will be studied 
in the section 2.4, and the new flip-flop circuit will be designed in the chapter 3. 
 
 First-in-first-out register file (FIFO) is a special type memory. The major 
difference between the FIFO and conventional random access memory (RAM) 
is the access order. In a FIFO cell, the data is stored into memory in order and 
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the data is read out in order too. The earlier stored data are also read out 
earlier. The special access method increases the access time and reduces the 
complexity of the decoder block. In section 2.5, the overview of FIFO cell will 
be discussed. And a new reconfigurable FIFO will be designed in the chapter 
5. 
 
 

2.2  Device Characteristic 

 
2.2.1  Basic device characteristics 
 
 As the technology scaling in modern VLSI design, more and more 
transistors are integrated into a chip. It is possible to embed more and more 
function blocks in a system. The Moor’s Law made a prediction that the 
semiconductor technology will double its effectiveness every 18 months and it 
still comes into effect.  
 
 The figure 2.1 shows the transistor counts of Intel Pentium series. It gets a 
exponential growth in the transistor counts and proves the Moor’s law 
indirectly. 

 
 

 The figure 2.2 plots the integration density of memory as the function of 
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time. As shown in the figure, the integration complexity doubles approximately 
every 1 to 2 years. As a result, memory density has increased by more than a 
thousandfold since 1970. 
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The figure 2.3 shows the evolution in speed. The clock frequency double 
every three years and still in increasing. An observation is that, as of now, 
these trends still meet the Moor’s Law and have not shown any signs of a slow 
down. 
 
2.2.2  Power issue 
 
 In the deep-submicron era, it brings out the power problem when the more 
and more transistors are integrated into one chip. The figure 2.4 shows the 
trends in power consumption of each processor. The power consumption is 
increasing exponentially and may be achieved to 18KW in 2008. The high 
power consumption will reduce the life of the battery in a portable application 
and cause the problem to cool down the system. In order to resolve the 
thermal problem, more and more low power techniques and technologies are 
proposed. Some of which will be introduced in the section 2.3. 
 

 
 
 The figure 2.5 shows the leakage power problem in the deep-submicron 
era. The leakage current is increased as the technology scaled down and 
wasted the significant amount of power. In order to suppress the sub-threshold 
leakage, the reverse body-bias technique, power gating technique, and 
MTCMOS technique are proposed to reduce the standby power. 
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2.2.3  Wire delay 
 
 As the technology scaled down, the gate delay is reduced every 
generation and approximated to the wire delay. So the wire delay is becoming 
the dominant one that couldn’t be neglected. The interconnect problem will 
reduce the reliability and affect the performance and power consumption. The 
figure 2.6 shows the wire model composed with resistance, capacitance, and 
inductance. This model could be used to estimate the interconnect effects in 
the circuit. 
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 The Elmore model is the more accurate model than lumped model, and it 
is spotted in the figure 2.7. The equivalent resistance and delay could be 
described as below: 
 
 
 
 
 
 
 A long wire with no branch is modeled in the figure 2.8. The wire could be 
separated into N equal-length segments and use an equivalent model to 
compute the equivalent delay. The delay is also shown in the figure 2.8. 
 

 
 

The step responses of different N are simulated. The result is listed in the 
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table 2.1 and illustrated in the figure 2.9. It is shown that the result of 
distributed RC model is more close to the real condition. The lumped RC 
model could reduce the error by multiplying a weight value. 
 

 
 

 
 
 

2.3  Circuit Design Concepts and techniques 

 
2.3.1  Buffering  
 
 In the digital circuit design, it is necessary to drive a loading with large 
capacitance. It usually consumes more power and spend lots of time if we 
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drive the loading directly. The buffer technique is introduced in this section. It 
uses an inverter chain as the buffer to provide a larger driving current. It could 
reduce both the power and delay time. 
 

 
 The figure 2.10 shows the buffer chain diagram. It uses N stages buffer to 
drive an output loading with capacitance CL. The propagation delay of each 
inverter stage is described below. The tpN is the N-th stage’s propagation delay. 
The tp is the total propagation delay. 
 tp = tp1 + tp2 + …+ tpN
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The delay equation has N-1 unknown, Cgin,2 – Cgin,N. In order to minimize 

the delay, we should find out the N - 1 partial derivatives. The related results of 
the partial derivatives are Cgin,j+1/Cgin,j = Cgin,j/Cgin,j-1. The result shows the size 
of each stage is the geometric mean of two neighbors as shown below. The 
result also indicates that each stage has the same effective fanout (Cout/Cin) 
and the same propagation delay. 
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 Assume that each stage is sized by f and has same effective fanout f. The 
effective fanout of each stage is shown. 
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 For a given load, CL and given input capacitance Cin. The optimal sizing f 
could be expressed as below. 

f
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Combining these equations, the delay formula is obtained. 
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 The figure 2.11 shows the relation between effective fanout and the 
function f/ln(f) when γ=0. It shows the optimum fanout is e. Furthermore, the 
optimum fanout equals 3.6 whenγ=1. 

 
 
 The figure 2.12 shows an example to decide the numbers of stage and the 
effective fanout. 
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2.3.2  Stack Effect  
 

The stack technique uses the NMOS or PMOS to gate the combinational 
logic from the vdd or ground, which is illustrated in the figure 2.13. The figure 
2.13 uses a simple inverter as the combinational logic. The figure 2.13(1) 
shows the typical inverter; figure 2.13 (2) shows the p-type stack transistor; 
figure 2.13(3) shows the n-type stack transistor; and figure 2.13(4) shows the 
np-type stack transistor. The simulation result of the stack technique is shown 
in the table 2.2, and illustrated in the figure 2.14. The data is simulated by 
Hspice tool with TSMC 0.1um technology. 
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As the results shown in the table 2.2, the stack technique can reduce 82% 

- 93% of the leakage power with a little performance penalty. It is an efficient 
way to suppress the sub-threshold leakage current. 
 
2.3.3  MTCMOS design and Power gating 
 

The leakage current is increased because the threshold voltage is lowed 
down to increase the operation speed. In order to retain the high performance 
and reduce the sub-threshold leakage current in the same time, the MTCMOS 
technique is proposed [2][3][4]. The MTCMOS technique uses two kinds of 
transistors: high Vt transistor and low Vt transistor. The low Vt transistor could 
be used in the critical path of the circuit to retain the operation speed, and the 

 13



high Vt transistor is used in the non-critical path to reduce the leakage current. 

 

Table 2.3 shows the threshold voltage in the single Vt technology and dual 
Vt technology. The results are simulated with TSMC 100nm technology. The 
threshold voltage of the standard Vt device is close to the threshold voltage of 
the low Vt device.  

 

 The power gating technique is used popularly in modern digital circuit 
design [5][6]. The power gating technique is illustrated in the figure 2.15. It 
uses the stacked transistors to gate the leakage current of the logic circuit. The 
circuit could be operated in two kinds of operation mode active mode and 
sleep mode. In the active mode, the SL signal is biased at high level to activate 
the logic function. In the sleep mode, the SL signal is disabled and the leakage 
current is reduced since the stacked effect. 
 
2.3.4  Transistor size optimum 
 

In a digital circuit design, the size of each transistor could affect the 
performance and power consumption greatly. Therefore, how to decide the 
optimum transistor size is an important concept.  
 
 We could increase the width of transistor in the critical path. It could 
increase the operation speed but also the power penalty. It is possible to 
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decrease the width of transistor to reduce the parasitic capacitance. It could 
reduce the switched time for charging and discharging. But it also reduces the 
operation current and slow down the circuit. To select a most efficient way to 
optimize the circuit is not a easy thing. 
 

The hspice tool could be also used to find out the optimal point. We could 
set a requirement, and constrain the optimal range of transistor width and 
other restrictions. Then the CAD tool could find out the optimal value that we 
wanted automatically. 
 
2.3.5  Unbalanced latch 
 
 In digital circuit design, the latch is widely used to store data or keep the 
value of the node stable. The latch cell is composed with two inverse inverters 
and illustrated in the figure 2.16.  

 

This structure can keep the data and steady the value to against the glitch 
signals. But the loop type structure also forms a feedback path to the origin. It 
will slow down the operation speed and increase the power consumption. An 
unbalanced latch could be used to resolve the problem. It uses a larger size 
inverter in the forward direction and a smaller one in the backward direction. 
The stronger inverter could increase the operation speed in charging and 
discharging the nodes. 
 
2.3.6  Reducing effective capacitance technique 
 
 The dynamic power consumption is proportioned to the effective 
capacitance. To reduce the effective capacitance is also an efficient way to 
reduce the dynamic power. For example, the clock tree usually possesses a 
great deal of parasitic capacitance. If we could separate the clock tree into 
global clock and local clock, we could save lots power in switching the clock 
signal. This method is used as the clock gating technique [7][8]. Another 
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example is the separated bitline, and it is used in the memory cell [9][10]. The 
separated bitline technique is used to separate the whole bitline into several 
ones, and use the decoder to select which one to be activated. It could reduce 
the effective bitline capacitance and save the read/write power. 
 
 
 

2.4  Overview of Flip-Flops 

 
 In a digital circuit design, flip-flops are widely used as the clock tree 
branch elements. They are used to sample and store the branch data and 
send to the next stage combinational circuit when the next clock edge is 
arrived. In a high performance application, pipeline technique is widely used to 
increase the clock frequency and throughput rate. Therefore, the flip-flop 
consumes great part of power and occupies a larger area in a digital system.  
 
 The traditional flip-flop is master-slave flip-flop[11][12][13][14]. It is 
composed with two latches which are triggered at opposite clock edge. When 
the master latch is activated in the sample data state, the slave latch keeps the 
data and sends data to the stage. Similarly, when the slave latch is activated in 
the sample data state, the master latch keeps data and sends data to the slave 
latch. 
 
 The pulsed latch is proposed to replace master-slave flip-flop to increase 
the system performance [15][16][17][18][19]. It uses a pulse generator to 
generate a short pulse and activates the latch with the pulse. It could make the 
latch to work as a flip-flop. The advantage of pulsed latch is the faster setup 
time and soft-clock edge property. 
 

In recent years, there has been an increasing demand for high-speed 
digital circuits at low power consumption. The double edge triggered (DET) 
flip-flop has been paid much attention. The DET could maintain the same 
throughput rate at half clock frequency comparing with conventional single 
edge triggered flip-flop. Therefore, it could save half of clock tree power 
efficiently by using a double edge triggered flip-flop. [20][21][22][23][24][25] 
 
 The flip-flop could also be used in many applications. For examples, clock 

 16



gating technique; and scan chain for test mechanism. Clock gating technique 
is also a convenient circuit skill to reduce the clock tree power [26][27][28]. In 
the SoC era, how to test the function of a system has become a serious 
problem. The scan chain is the one methodology to resolve the testing 
problem [29][30][31][32][33].  
 

As the result, flip-flop has become a significant element in the digital 
circuit. To design an efficient flip-flop is an important issue in modern IC 
design. 
 
 
 

2.5  Overview of First-In-First-Out Register File 

 
 In recent years, first-in-first-out (FIFO) data storages are in great demand 
for many applications, especially in telecommunication LSIs. FIFO is usually 
performed by using a shift register or register file when a small storage 
capacity is required. When a larger storage capacity is needed, SRAM-like 
FIFO could be used to reduce the area efficient and power consumption. FIFO 
works as a special serial access memory. It uses the sequential read/write 
access instead of random read/write access to attain a faster response time. In 
a communication system, the transmission data is always transferred 
sequentially. Therefore, FIFO could be used to increase the performance 
efficiently. [34][35][36][37][38][39][40][41] 
 
 FIFO is widely used to buffer data in many applications. The buffer 
memory could provide a delay time to make the function units work 
successfully. 
 
 In the asynchronous-transfer-mode (ATM) switch, a high speed and low 
power FIFO chip is required [36][42]. The FIFO chip could be used to buffer 
the packet data. Furthermore, it could also be used as a serial to parallel 
converter. The LAN controller is a similar application of FIFO [43]. 
 

In communication system, the FIFO chip plays an important role in the 
transmission function unit. The excess of transmission data/received data 
should be buffered with a FIFO chip. It could increase the performance 
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efficiently by using a proper storage capacity FIFO chip. [44][45] 
 

In the network-on-chip (NoC) era, many function blocks could be 
integrated into a chip and the function blocks are connected by bus. But each 
function block may operate in the different clock rate. It causes the 
communication problems between the function blocks that are working in 
different clock frequency. An asynchronous FIFO chip could be inserted and 
resolve these problems [38][39][46]. The asynchronous FIFO provides a 
interface between different clock rate function blocks and it could save the 
unnecessary block power. 
 
 As the result, a low power high performance FIFO chip is required in the 
modern IC design. A size reconfigurable FIFO cell could decrease the area 
cost and reduce power consumption efficiently. 
 
 
 

2.6  Conclusion 

 
In the chapter, some circuit design concepts have been discussed. These 

concepts will be used as the basic formulas in the later design. The cell area, 
performance, and power consumption are the competitive points in digital IC 
design. The wire delay issue will be concerned as the key point in a circuit 
layout. 

 
Some circuit techniques are also discussed in this chapter. The buffering 

technique is used to reduce the propagation delay in the circuit with a large 
loading capacitance. The MTCMOS technique could be used to suppress the 
leakage current and increase the performance. The stack effect and power 
gating technique are used to reduce the leakage current to save the static 
power. The transistor optimum method is applied in the circuit level design. 
The unbalance latch is used as a storage element that could be used in the 
flip-flop design. The reducing effective capacitance technique is used to 
reduce the effective capacitance to save the dynamic power. 
 
 Low power circuit design has become the most important research topic in 
the IC design era. Low power flip-flop and low power FIFO will play important 
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roles in the SoC generation. In this thesis, two new low power flip-flops will be 
developed in chapter 3, and a low power reconfigurable FIFO will be presented 
in chapter 5. 
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Chapter 3  
Low Power Pulsed Latch Design 

 
 

3.1  Introduction 
 

As the technology scaling in modern VLSI design, it is possible to build 
chips consisting of hundreds of millions of transistors. The demand for 
System-on-Chip ( SoC ) design is addressed by achieving higher performance 
and integrating more component into a chip. As the increasing the clock 
frequency and the numbers of transistors, the higher and higher power 
consumption has become a handicap to realize a high performance design. 
Recently, the portable applications such as notebook PCs, PDAs, mobile 
phones, are widely used in modern society. The higher power consumption 
also shortens the battery lifetime in this application. Power dissipation is 
becoming a limiting factor in both high performance and mobile application. 
 

2)( TVVdd
Vdd
−

One way to achieve low power consumption is to lower the supply voltage. 
Lower the supply voltage can reduce the power consumption efficiently. 
Because the power dissipation is proportional to the square of the supply 
voltage, however the penalty of reduced voltage is increased propagation 
delay proportional to      . This makes the performance of the system 
degrade greatly. It can compensate for the lost performance by using the 
pipeline and parallelism technique, but the pipeline will increase the latency 
cycle, and the parallelism will need additional hardware. 
 

Another way to realize low power consumption is to lower the operation 
frequency. The power dissipation is proportional to the operation frequency. 
The lower frequency decreases the performance and throughput. 
 

In highly synchronous system, the 20% - 45% of overall power dissipation 
is contributed by the clocking network, 90% of which is consumed by the 
flip-flops and the last branches of the clock distribution network [1]. Latches 
and flip-flop have all pervasive applications in sequential circuit design, 
especially in pipelined circuit, signal processing and communication system. 
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High performance, low power consumption, and robustness are the basic 
principles to design these storage elements. 
 

The transparent latches are usually fast and small, but it causes some 
problem. The race condition is caused by the feedback circuit from the latch 
output to the latch input or the overlap of clock and opposite clock, the output 
data of the latch is influenced by the input data directly in race condition [2]. 
 

One way to avoid a race condition is to use the edge-triggered flip-flop. It 
only samples the data at the clock edges. However the classical master – 
slave flip-flop is composed by two cascaded transparent latches control by true 
and inverse clocks. Because of this, the master-lave flip-flop consumes more 
power dissipation and decreases the speed than transparent latches [3]. 
 

Recently, edge triggered pulse latches have been designed to reduce the 
latency caused by flip-flop. The edge-triggered latches use a narrow pulse 
signal that is generated locally to trigger the transparent latch instead of using 
the normal clock signal with half duty cycle. The transparent latch is active only 
in the narrow pulse clock, so it works as an edge-triggered flip-flop. 
 

In this chapter, I will propose a new pulse latch, and compare the power 
and performance with other flip-flop. 
 
 
 

3.2  Flip-flop Characterization Metrics 
 
3.2.1  Timing Metrics 
 

Flip-flops and latches are crucial elements of a design from both a delay 
and energy standpoint. The basic flip-flop timing parameters are setup time, 
hold time, and clock to Q delay. These are the indexes to judge the 
performance of the flip-flop.  
 
 Setup time is the stable required time ( before the clock edge ) for data 
input correctly latched by the flip-flop. Hold time is the stable required time 
( after the clock edge ) for data input correctly latched by the flip-flop. The clock 
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to Q delay is the delay time from the active clock edge to the output.  
 
 In a digital system, it has to satisfy the equation (1) and (2) to avoid timing 
violation. The equation (1) shows the hold time margin, the sum of clock to Q 
delay and logic delay must be greater or equal to the sum of hold time and 
relative clock skew. The equation (2) shows the setup time margin, the sum of 
clock cycle time and relative clock skew must be greater or equal to the sum of 
setup time and clock to Q delay and logic delay. I use a simple example to 
examine the hold time and setup time margin in the Fig 2.1. 
 

(Tq1 + Td2) – (Tc2 – Tc1) ≧ Thold⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯( 1 ) 
(Tcycle + Tc2 – Tc1 ) – ( Tq1 + Td2 ) ≧ Tsetup ⋯⋯⋯⋯⋯⋯⋯( 2 ) 

 
• Tq : clock to Q delay time 
• Td : combinational logic delay time 
• Tc : clock delay time 
• Thold: hold time 
• Tsetup : setup time 
• Tcycle : cycle period time 
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3.2.2  Energy Metrics 
 

Another key point of flip-flop design is the power consumption. The 
flip-flop usually consumes different power with different input patterns ( 0-0, 0-1, 
1-0, 1-1). So I define the flip-flop switching probability as “ switching activityα”. 
I have applied some different input pattern to test the power efficiency of 
flip-flop. The pattern, ⋯0101010101⋯ ( α=1 ) , means the input data is 
always switching, reflects the maximum active power consumption. The 
pattern ⋯0000000000⋯ and ⋯1111111111⋯ ( α=0 ), means the static 
power consumption, reflects the precharged power of the internal nodes, 
leakage power consumption, and the clock power in process. The other 
patterns ⋯0000100000⋯ ( α=0.2 ) or ⋯0001000100⋯ ( α=0.4 ) or ⋯
0010010010⋯  ( α=0.6 ) reflects the different power consumption with 
several switch rates based various applications. The switch activity of flip-flop 
is different in various applications. For example: the switch activity of a 4-bit 
counter is about 0.53; the flip-flop used in the clock gating has a switch rate 
about 1 ( non-blocked ) or 0 ( blocked ); the flip-flop shift array used in the FIFO 
( First-In-First-Out Register ) has a low switching rate less than 0.1; a typical 
switching factor for the instruction fetch in a RISC microprocessor is about 
0.35. So use an applicable flip-flop to conform to the application is one way to 
meet low power target. 
 
3.2.3  Other Design Issue 
 

There are some other important metrics for the flip-flop design, ex: the 
circuit robustness, clock skew problem and the immunity to race condition. The 
robustness is the ability of the flip-flop to reduce the effects of the noise. The 
noise may cause the data glitch, clock glitch or clock jitter. About the race 
condition problem, I have described in the chapter 3.1. In general, the pulse 
latch has a better ability to minimum the effects of the clock skew on cycle time 
and to immune to the race condition. 
 
 

3.3  Conventional edge-triggered latch 
 

The flip-flops are widely used in the synchronous and high performance 
system design. There are many kinds of flip-flop had designed to meet the 
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different system requirements. I will give an overview about each conventional 
flip-flop and illustrate the advantage and disadvantage of the flip-flop in this 
chapter. [4] [5] 
 
3.3.1  Master – Slave Flip - Flop 
 
 Master-slave flip-flop is the typical edge-triggered flip-flop that is designed 
to immune the race condition. The master-slave flip-flop is composed of two 
latches, the master one is sensitive to the logic level 0, and the slave one is 
sensitive to the logic level 0. When the clock is low, the master one is active 
and restores the input data, and the slave one keeps the previous data in the 
feedback loop circuit. When the clock is high, the master one is frozen the 
state by clock, and the slave one is active and sensitive the data from the 
master latch in a short time. Due to the cascaded structure, the flip-flop works 
as the edge-triggered flip-flop. 
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The figure 2.2 (a) shows the transmission-gate type master-slave flip-flop 
(TGFF), the flip-flop is used in PowerPC 603. [6] The TGFF uses the 
transmission gates to isolate the master part and slave part, and the 
transmission gates are driven by opposite clock level. And it also speeds up 
the data pass-through time and reduces the power consumption by using the 
transmission gates. The other feature is that the TGFF adds the input gate 
isolation, and it can get better noise immunity. The advantages of the TGFF 
are short direct path and a low power feedback, but it has a big clock load 
which effects the power consumption of the clock tree. 
 
 Using the transmission gates as the isolation circuit has several merits, 
but it also causes some problem. The TGFF flip-flop may cause the race 
condition when the true clock and inverse clock have the overlapping range, 
and it is illustrated in the figure 2.3. If these two control clocks have a 1 - 1 
overlapping condition, the data may pass through the NMOS gates from input 
to output. Similarly the data may pass through the PMOS gates from input to 
output when the 0 - 0 overlapping condition.  

 
 

In order to overcome the race problem, the TGFF is improved to the 
C2MOS flip-flop [7]. It replaces the transmission gates and inverter circuit by 
the C2MOS circuit. Compared with TGFF, the C2MOS has slower operation 
speed, but a better robustness. There are some other improved circuits of 
TGFF, ex: [8] [9]. They improve the performance or reduce the power 
consumption, but they are usually less robust. 
 

 25



3.3.2  Pulse Triggered Latch 
 

Compared with latches, the master-slave flip-flop has the larger clock load 
and larger latency. The larger clock load increases the capacitance in the clock 
tree, and increases the power consumption in overall system. The larger 
latency reduces the performance. In order to resolve these problems in high 
performance system, the pulsed triggered latch is proposed. 
 
 The pulsed latch works as the edge triggered flip-flop based on generating 
an explicit window where the transition is allowed instead of the master-slave 
structure. There are two ways to generate an explicit window used in pulsed 
latch in general. One is generating a real pulse by using a delay inverter chain 
and a NAND logic gate, and another is generating a virtual pulse that works as 
a real pulse by using a delay inverter chain and a stack NMOS gates. They are 
illustrated in figure 2.4. 

 

It greatly reduces the complexity of the locking mechanism by using the 
transparency windows, and strengthens the robustness to the uncertainty of 
the clock arrival. And the negative setup time of the pulsed latch allows the 
critical circuit to borrow time from the next cycle. This feature is known as 
soft-clock edge property. 
 

The Hybrid latch flip-flop (HLFF) [10] is the one of the fastest flip-flops in 
the world, is shown in the figure 2.5 (a). It is the first one latch to construct the 
pulse latch mechanism to achieve high performance design. The HLFF is 
constructed of two stages, the first stage is a 3-input NAND gate coupled to 
clock, input, and delay clock, and the second stage is a static latch works as a 
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C2MOS latch. The node X of HLFF is always precharged except the time in 
the transparency window. If the input D is high in the evaluation phase, the 
node X is discharged through the pull-down path, and the PNOS of the second 
stage charges the output to level high. If the input D is low in the evaluation 
phase, the NAND gate keeps the node X in high level, and the output is pulled 
down to level 0 through the pull-down path in the second stage. The features of 
the HLFF are described above. 
 

The semi-dynamic flip-flop (SDFF) [11] [12] is proposed to improve from 
the HLFF, is shown in the figure 2.5(b). The HLFF samples the data from input 
when both the clock and delay clock is on high level. The SDFF samples the 
data when the clock is high and the delay clock is low. It uses a NAND gate 
coupled to node X and delay clock to generate a sampling window when the 
clock is in positive edge. This structure reduces the time of the sampling 
window about one inverter delay time. It meads a shorter hold time and a 
better input noise rejection of the flip-flop. 

 

However, HLFF and SDFF had achieved to high performance flip-flop, but 
the penalty of them is higher power consumption. The node X of these two 

 27



flip-flops is always pre-charged even if the logic level of the output is same as 
the logic level of the input. The unnecessary switch power makes the larger 
power consumption than master-slave flip-flop. There are several proposed 
circuits are designed to reduce the unnecessary switch power, such as [13] [14] 
[18] [22]. They use the conditional capture technique to reduce the power of 
HLFF. The conditional capture skill will describe in the later section. 
 

The K-6 dual rail edge triggered latch [15] is designed based on the HLFF, 
is shown in the figure 2.6. This latch acts as a buffer stage static and dynamic 
logic, and converts the single-ended signal to dual rail signals suitable for the 
dynamic application. Further, it acts as a flip-flop for a brief period determined 
by the reset path. It is very fast but has very high power consumption. 

 
 
3.3.3  Low Power Flip - Flop 
 

In the modern VLSI design, the low power design is more and more 
important in every application especially for the mobile application. The clock 
power usually occupies large part of the total power in the synchronous system. 
The flip-flop acts as the clocked element and uses in each pipelining stage. 
The clock load of the flip-flop will effect on the power of the clock tree, and the 
internal power of the flip-flop will effect on the system power because of the 
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large amounts of flip-flop in the system. To reduce the power of the flip-flop 
must be the first step to reduce the total power in the system. I will discuss 
the low power flip-flop design in this section. 
 
3.3.3.1  Reduced Clock Swing Flip - Flop 
 

One way to reduce the power consumption of the clocking circuitry is to 
reduce clock swing of the flip-flop. The clock power is proportioned to the 
supply voltage of clock system. The half-swing flip-flop (HSFF) [16] is the 
typical one that uses the reduced clock swing technique to reduce the clock 
power, is shown in the figure 2.7. The voltage of the clock is reduced to half 
VDD. The HSFF uses four half-swing clocks to operate the flip-flop. The two 
upper two clocks are fed to PMOS, and the lower two are fed to the NMOS. 
This flip-flop can gain 75% power saving in clocking circuitry. The penalty of 
the large power saving is the lower operation speed of the flip-flop and to 
increase the complexity of the clock circuitry, and the clocking scheme suffers 
from skew problem. 

 
The reduced clock swing flip-flop (RCSFF) [17] is proposed to reduce the 

clock power and has less loss in performance, is shown in figure 2.8. The 
RCSFF is modified from the sense amplifier-based flip-flop [18]. It uses only 
one reduced swing clock that swings between zero and Vck. Because the 
reduced clock can’t cutoff the precharged PMOS transistor P1 and P2, it has to 
reduce the leakage of these two PMOS by applying an n-well bias voltage. And 
it needs an additional area to separate the n-well region of clock-driven PMOS 
transistor P1 and P2 from the other transistors. There are some other 
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techniques to improve the power consumption or performance of the sense 
amplifier based flip-flop is illustrated in [19] [20] [21]. 

 
 The NAND-type keeper flip-flop (NKDFF) [22] is proposed with the simpler 
configuration than above design. This flip-flop is similar as the HLFF. It uses a 
NAND gate to reduce the unnecessary transition in the node X between input 
and output, which can save the dynamic power. Another feature of the flip-flop 
is the reduced swing clock that swings between zero and Vck. Because all 
transistors driven by clock are NMOS transistor, it doesn’t need an additional 
n-well region. It can save large clock power with tolerated loss in performance. 
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3.3.3.2  Conditional Capture Flip - Flop 
 

Another way to reduce the power consumption is to use the conditional 
capture technique. It can reduce the unnecessary switching of the internal 
node to reduce the dynamic power consumption. There are two methodologies 
to achieve the conditional capture. The first one is clock gating technique, it 
gates the input clock of the flip-flop when the input is same as output. The 
second one is the data gating technique, and it reduces the transition in the 
internal node when input is unchanged. 
 
 The clock on demand flip-flop (COD-FF) [23], is shown in the figure 2.10, 
is one of the flip-flops that used the clock gating technique. It uses a XNOR 
gate to determine whether the transition is occurred or not, and generates the 
enable signals, CKP and CKN, to make the data is transmitted from input to 
output. After the successful transition, the XNOR gate and the pulse generator 
will activate to disable the enable signals, CKP and CKN, until the next 
transition is occurred. There are some other flip-flops which are designed with 
the clock gating are illustrated in [24] [25]. 
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The differential conditional capturing energy recovery flip-flop (DCCER) 
[26] uses the data gating technique to reduce the unnecessary transition of the 
internal nodes. It acts as the dynamic flip-flop similarly. The DCCER flip-flop 
uses two precharge PMOS transistors and the NAND-based set/reset latch for 
the storage mechanism, and uses the NMOS transistors that are controlled by 
the feedback signal from output to gate the discharged action of the set/reset 
nodes.  

 
There some other conditional capture has been proposed in [5] [9] [13] [14] 

[27] [28] [29], they use different circuit techniques to reduce the power in the 
unnecessary transition. 
 

The clock gating technique can reduce the greater part of the total power 
of the flip-flop efficiently. But it has two disadvantages: the first one is the 
penalty of the gating circuit, it usually decreases the performance and 
consumes more dynamic power in transition; the second one is the penalty of 
the setup time. In order to activate the gating circuit, the input data has to 
arrive before the clock edge. So it will injure the advantage of the pulsed latch 
that has a zero or negative setup time. The data gating technique can save 
less power than the clock gating technique, but it usually designed with no 
performance loss. In otherwise, the delay chains of the pulsed latch will always 
switch with the clock transition, it consumes a dynamic power even if there is 
no transition between input and output.  
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3.4  Proposed Edge-Triggered Latch Design and 

Simulation Result 
 

In this section, a new low power flip-flop is proposed. And I will compare 
the characterization metrics with the other conventional flip-flops. 
 
3.4.1  Proposed Flip-Flop  
 

In general, the pulsed latch has a lower clock load, and it can reduce the 
power consumption in the clock tree. But the pulsed latch has a penalty of the 
pulse generator. The pulse generator usually uses a delay inverter chain to 
produce the transition window. The delay chain is always switched as the clock 
switches, and it will consume large part of the total power even if the data has 
no transition. In the deep sub-micro IC design, the leakage has become the 
largest part of the static power consumption. The inverter delay chain of the 
pulsed latch will provide the more leakage path from the supply voltage to the 
ground, and it causes the larger static power consumption. 
 
 In order to design a low power flip-flop, I will improve the delay chain of the 
pulse latch, and combine the reduce swing technique and conditional capture 
technique to reduce both the dynamic power and static power of the flip-flop. 
 
3.4.1.1  Static Power Reduction 
 

In order to reduce the leakage current and static power consumption of 
the delay chain, the stack transistor technique is used. The stacked technique 
has been discussed in the chapter 2. The delay chain of the pulsed latch is 
designed to generate a transparent window, so the slight loss in performance 
could be tolerated. I choose the n-type stack technique to reduce the 85% of 
static power with the least loss in performance (about 18%). 
 
3.4.1.2  Dynamic Power Reduction 
 
 Using the reduced swing clock is a way to reduce the dynamic power, but 
it needs an additional voltage island of the clock. If the system is designed for 
only one supply voltage, the reduced swing clock design will cause a 
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troublesome matter for increasing the complexity of the chip. In this section, I 
will propose a reduced swing inverter chain by using the circuit technique, and 
it doesn’t need an additional voltage supply. 
 

There is one reduced swing inverter has been proposed in [30], it uses the 
property that the NMOS can only transmit a week logic 1 ( Vdd-Vt ) to make 
the inverter swinging between ground and Vdd – m*Vt. The weight index m is 
the number of the NMOS transistors that are inserted into the inverter. The 
reduced swing voltage inverter is illustrated in the figure 3.14. 

 
 The circuit can reduce the swing voltage of the inverter, but there is a 
crucial problem in it. We want to reduce the voltage swing to reduce the power 
consumption, but the reduced swing inverter consumes more power in static 
power. For example: we cascade two reduced swing inverters in series and 
input a signal of logic level 0to the inverter chain. The output of the first stage 
that is also the input of the second stage has a weak logic level 1 (Vdd – m*Vt.), 
and the weak level 1 can drive the inverter to produce a logic level 0 in the 
second stage. But the PMOS transistor of the second stage can’t be cut-off 
( Vsg > 0 ) with the weak level 1, it causes a direct current path form Vdd to the 
ground. It will consume large power in the unstable state. 
 
 A new reduced swing inverter chain is proposed which is illustrated in the 
figure 3.15. It inserts the NMOS transistor between the PMOS transistor of the 
inverter and Vdd, and the NMOS transistors can be driven by a control signal 
Vg. This structure has two advantages: the first one is to use the n-type stack 
technique to reduce the static power; the second one is to reduce the swing 
voltage of the inverter chain. The simulation result is shown in the table 3.2, 
and illustrated in the figure 3.16. As the simulation result, it can reduce 
56% of static power and 25% of dynamic power in the delay chain. 

 34



 

 

 
 
3.4.1.3  Low Swing Conditional Capture Flip-Flop Design 
 
 The low swing conditional capture flip-flop is proposed, and illustrated in 
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the figure 3.17. In order to reduce the dynamic power consumption in the 
redundant transition of the internal nodes, I use the clock gating technique to 
reduce the power consumption. The clock gating technique has described in 
the section 3.3.3.2. I use the XOR gate to determine the transition is occurred 
or not. If there is a transition between input and output, the XOR gate will 
generate a control signal Vg that is in logic level 1 to enable the clock delay 
chain. And the active delay chain will generate a delay clock to form the 
sampling window and activate the pulsed latch to sample the data. After the 
data transition, the XOR gate detect the output value is same as the input’s, it 
will disable the delay chain by sending a control signal Vg with logic level 0. 
 
 The delay chain is designed in the section 3.4.1.2, the gate of the NMOS 
transistors, Mn4, Mn5, is connected to Vg, but connected to Vdd in the flip-flop 
design. Because the delay clock clkd may not discharge to logic level 0 when 
the Vg is disabled by XOR gate. The delay clock clkd with weak logic level 1 
maybe latch the wrong input data, it will increase the hold time of the flip-flop. 
So the gate of these two NMOS is connected to vdd to prevent a hold time 
violation. 

 

 

 36



 The main body of the flip-flop is the dual-rail static edge-triggered latch. 
When the input data is logic level 1 and a sampling window is generated, the 
node x is discharged along the pull down path, Mn6, Mn1, Mn2. The node y is 
charged by Mp2, and the output Q and Q is changed after a delay time of 
inverter. When the input data is logic level 0 and a sampling window is 
generated, the node y is discharged along the pull down path, Mn7, Mn1, Mn2. 
The node x is charged by Mp1, and the output Q and Q is changed after a 
delay time of inverter. The typical operation waveform of the flip-flop is 
illustrated in the figure 3.18. 

 
 

3.4.2  Simulation Results and Comparisons 
 
3.4.2.1  Basic Comparison of Design Metrics 
 
 The comparisons of LSCCF with other flip-flop are shown in table 3.3. The 
result is simulated with TSMC 0.18 technology in 200MHz. The LSCCF has a 
setup time 200ps and a hold time 115ps by using the conditional capture 
technique. The transistor sizing is optimized for both speed and power 
consumption.  
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The first column shows the different flip-flops to be compared. The TGFF, 
HLFF, SAFF, DCCER have been introduced in the section 3.3. The dsETL and 
stETL are the dual rail edge triggered latch which is illustrated in [27]. The 
second and third columns of the table show the number of transistors and the 
total channel widths of the transistors, which can predict the layout area and 
complexity of the flip-flop. The fourth column is the average clock to Q delay 
time of 0 -> 1 transition and 1 -> 0 transition. The following three columns show 
the power consumption in different switching rate α (= 0.2 ,0.4 ,0.6) that is 
defined in section 3.2.2. The final three columns show the power delay product 
with different α (= 0.2 ,0.4 ,0.6). The detail comparison diagram of switch 
activity with a pseudo-random pattern is illustrated in figure 3.19. 
 

As the result, the static power consumption can get more than 95% power 
saving than the TGFF. With a low switch activity (α<0.4 ), the LSCCF is still 
the power efficient one than the others. With a higher switch activity (α>0.5 ), 
the LSCCF still consumes less power than greater part of the others. Overall, 
the LSCCF has best power-delay-product (PDP) than the other pulsed latch, 
and has the better one than the master-slave flip-flop in low switch activity. 
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3.4.2.2  Comparison with Different Application 
 

In this section, I use some simple real application to measure the power 
consumption with different flip-flops. The simulation result is shown in table 3.4 
and illustrated in figure 3.20 and figure 3.21. The result is simulated with TSMC 
0.18um technology in 250MHz. 
 

 
The simulation result shows the similar data with the data simulated in 

section 3.4.2.1. In a higher switching activity application, the LSCCF based 
counter gains the lower power saving from 8% to 66%. In a lower switching 
rate application, the LSCCF based shifter gains the higher power saving from 
45% to 77%. According to the results, it shows the LSCCF is the most efficient 
flip-flop and is suitable for the low power application. 
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3.4.3  Flip-Flop Design with MTCMOS Technique 
 
 In deep submicron IC design, the leakage power of gate leakage and 
sub-threshold leakage consumes the greater part of the static power. In order 
to improve the static power consumption, the MTCMOS technique is used to 
reduce the static power with no loss in performance. The LSCCF can also be 
designed with MTCMOS technique to reduce the leakage power in deep 
submicron design. So the LSCCF with MTCMOS is proposed in figure 3.22. 
 
 In the MTCMOS based LSCCF, I use the low threshold voltage device in 
the critical path to increase the operation speed, and use the high threshold 
voltage device in the non-critical path and leakage path to reduce both the 
dynamic power and static power consumption. According to the design issue, 
the pre-charged PMOS transistor pair, M1 and M2, and the inverter pair, I1 and 
I2, are used the high Vt device to reduce the leakage from the pre-charged 
transistor. In the delay chain design, because the chain usually retain the node 
data in the non-transition condition as shown in the figure, the three transistors, 
M3, M4, M5, are also put the high Vt device to reduce the leakage power when 
a non-transition condition.  
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The simulation result is shown in table 3.5. The result shows comparison 
between the normal design and MTCMOS design with TSMC 0.1um 
multi-threshold voltage technology. As the result shown in the table, it can gain 
a 54% static power saving and 8% dynamic power saving, and reduce the 25% 
clock to Q delay time. The simulation result is illustrated in the figure 3.23. 
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3.5  Double Edge-Triggered Latch Design 

 
The low power single edge flip-flop design could reduce the load of the 

clock tree and the end branch power of the clock elements. As the high 
performance requirement is emphasized today, the operation frequency has to 
step up to increase the throughput of the system. But the dynamic power 
consumption is proportioned to the operation frequency, so the high operation 
frequency will make the encumbrance of total power. 

 
Therefore, the double edge-triggered flip-flop (DETFF) is proposed. It 

could use half of the operation frequency to achieve the same throughput, and 
gain the 50% dynamic clock power saving. We also could trade off the power 
and performance and find a best balance point between power and 
performance to achieve both high performance and low power requirement. 
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3.5.1  Double Edge-Triggered Flip-Flop Design Methodology 
 
 A classical double edge-triggered flip-flop can be illustrated as shown in 
figure 3.23. It is implemented with two opposite level-sensitive latches (or two 
opposite edge-triggered flip-flops) and a multiple. As shown in the figure 3.23, 
the D1 is a positive level sensitive latch (positive edge-triggered flip-flop) and 
the D2 is a negative level sensitive latch (or negative edge-triggered flip-flop), 
and the multiplex uses clock signal to select which one latch (or flip-flop) to 
transmit the data from the internal node to the output Q. When the clock is high, 
the positive sensitive latch (or flip-flop) D1 is activated to store data from input, 
and the negative sensitive latch (or flip-flop) D2 is activate to transmit data 
from internal node to output Q. When the clock is low, the positive sensitive 
latch (or flip-flop) D1 is activated to transmit data from internal node to output 
Q, and the negative sensitive latch (or flip-flop) D2 is activate to store data 
from input. 

 

Another type double edge-triggered flip-flop design uses only one latch (or 
flip-flop) to implement the circuit. The classical schematic circuit is shown in 
figure 3.24. The DETFF uses a pulse generator to generate a pulse to activate 
the latch (or flip-flop). It works as the single edge triggered pulsed latch but it 
generates the pulse at each clock edges. As shown in the figure 3.24, the clock 
and the opposite delay clock are sent into the pulse generator and generating 
a pulse which has a double operation frequency. The pulse signal is sent into 
the level sensitive latch or edge-triggered flip-flop, and the circuit can be 
worked as a double edge-triggered flip-flop. 
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In these above design, it can build different variations of double 

edge-triggered flip-flop by using different type flip-flop or latch. The TSPC 
based DETFF, DSTC based DETFF, transmission gate based DETFF, and 
differential based DETFF use the opposite level sensitive latches to implement 
the DETFFs [31][32]. The PDET [33], SLDET[34], ep-DSFF[35], LSDFF[36], 
and DPDET[37] use the pulse generator to implement the double 
edge-triggered flip-flops. 
 
3.5.2  New Double Edge-Triggered Latch Design 
 

A new conditional precharge double edge-triggered flip-flop (CPDFF) has 
been proposed in this section. It is a modified design from the single 
edge-triggered Hybrid latch, as shown in the figure 3.25.  

 

 The HLFF has a defect about its high power consumption, so a conditional 
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precharge technique is proposed to resolve this problem in [13] [14]. In this 
DETFF design, the conditional precharge technique is used to save the 
dynamic power consumption. The precharge PMOS transistors, M1 ~ M5, is 
control by output signal. Only when the output is low, the precharge PMOS 
transistors are allowed to charge the node X. it could avoid the unnecessary 
precharge power consumption of the node X in the HLFF. The pull down 
NMOS transistors, M8 ~ M11, provide two pull down path to discharge the 
internal nodes at the clock edges. The timing diagram of the control signal of 
the pull down NMOS transistors, M8 ~ M11, is illustrated in figure 3.25(b). It 
generates a transparent window at both the clock edges, and makes the latch 
could transmit data from input D to output Q. The inverter pairs, I1 and I2, are 
used to keep the output at a stable logic level. 
 
 When input D is high, the NMOS transistor M12 turns on, and M13 turns 
off. It provides a discharge path of node X when a transparent window is 
generated, and the PMOS transistor M7 charges the output Q to logic level 1. 
When input D is low, the NMOS transistor M12 turns off, and M13 turns on. 
The node X is charged by the precharge PMOS transistors, M1 ~ M5, and kept 
at high logic level. The output Q is discharged from the pull down path when a 
transparent window is occurred.  
 
 The typical operation waveform of CPDFF is illustrated in figure 3.26. 

 
3.5.3  Simulation Results and Comparisons 
 
 The proposed CPDFF has a zero setup time and a hold time of 95ps. The 
comparison of CPDFF and other double edge triggered flip-flop is shown in 
table 3.6, and illustrated in figure 3.27. The SLDET is the single latch double 

 45



latch flip-flop [34]. The ep-DSFF is the explicit-pulsed static hybrid flip-flop [35]. 
The DPDET is the dual-pulse-clock double edge triggered D-flip-flop [37]. The 
simulation result is simulated with TSMC 0.18um technology in 200MHz. The 
static power means the average power of one non- transition cycle. The 
dynamic power means the average power of two successive transition cycle. 
The PDP means the power-delay-product, and it is a major index to measure a 
performance of a flip-flop. 

 
As the result shown in the figure 3.27, the proposed DET could save 42% 

~ 79% static power and 8% ~ 52% dynamic power, and the average clock-to-Q 
is 24% ~ 72% less than other DET. The PDP of the CPDFF is 60% ~ 68% less 
than the others. The proposed CPDET is the fastest one and consumes the 
lowest power between these DETs. The CPDET is an excellent choice for high 
performance and low power application. 
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3.5.4  DETFF Design with MTCMOS Technique 
 
 The proposed double edge-triggered flip-flop could also be designed with 
the MTCMOS technique to reduce its power and increase its performance, the 
improved one is illustrated in figure 3.28. The simulation result of the 
MTCMOS based CPDFF is shown in table 3.7, which is simulated with TSMC 
0.1um multi-threshold voltage technology. 

 

 Similar as design in the section 3.4.3, I replace the normal device with the 
high threshold voltage device in the non-critical path and leakage path to 
reduce the power consumption, and the other devices are placed the high 
threshold voltage device to speed up the performance. So the precharge 
PMOS transistors, M1 ~ M6, are used the high Vt device, and use the high Vt 
device inverters I1 ~ I3. The PMOS transistor M7 is the one of the leakage 
device, but also the critical path device. So I use the low Vt device to avoid the 
loss in the performance. 
 
 As the result shown in table 3.7, the MTCMOS based CPDFF can save 
8% static power and 2% dynamic power, and reduce 39% of the clock-to-Q 
delay time and the simulation result is illustrated in the figure 3.30. 
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3.6  Conclusion 

 
 Several conventional flip-flops are introduced and simulated in this 
chapter. The design issue and low power technique for the flip-flop design are 
examined and simulated. The characterization metrics of flip-flop offer a 
criterion to determine the performance and power consumption of the 
flip-flops.  
 

The delay chain designed in section 3.4.1 can be used for improve the 

 48



power consumption of HLFF too, and it can gain the 30% dynamic power 
saving with 25% performance loss. 
 
 The MTCMOS technique, low swing voltage technique, and conditional 
capture technique are the important methodologies for low power flip-flop 
design. A new low power flip-flop is proposed for low power application. It is 
suitable for low power application with a lower data switching activity.  
 

The digital system could use half of the operation frequency to operate the 
circuit function with no loss in its throughput by using the double 
edge-triggered flip-flop, and it could save 50% power of the clock circuitry. In 
other words, we could use the same operation frequency to double the 
throughput or choose a proper operation frequency to achieve the 
improvement both in power consumption and performance. The DDR ram 
(Double Data Rate ram) is the typical application for double edge-triggered 
latch.  
 
 Choose the applicable flip-flop to meet the digital design requirement, high 
performance or low power consumption, is an important thing that should be 
concerned.  
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Chapter 4  
Low Power Clock Gating techniques 

and Scan – Retention Mechanism 
 
 

4.1  Introduction 
 
 In the last chapter, I discuss the basic design of the flip-flops and propose 
two new types of low power flip-flops. In this chapter, I will keep on discussing 
some applications of flip-flops and design the circuits. 
 
 In a high performance and highly synchronous system, a great amount of 
the flip-flops and latches are widely used to sample and store the data at the 
clock edge in order to increase the throughput rate and clock rate. It follows 
that the clock tree would consume a significant part of the total power in the 
overall system because the clock tree is always switching with a great deal of 
the capacitance every clock cycle. In order to reduce the clock power for low 
power applications, the clock gating techniques are widely used. In the section 
4.2, I will discuss the conventional gating techniques and propose a new 
gating circuit that is combined the three other gating techniques 
[1][2][3][4][5][6]. 
 
 In the deep-submicron generation, the chip is integrated into million of 
transistors and embedded into more and more functionality. How to test the 
functionality of the chip is good or not is becoming a major concept in the 
modern semiconductor industry. The scan technique is developed to resolve 
this problem with a slight overhead. The scan transistor that is embedded in 
the flip-flops provides a data path for inputting the testing data. The scan 
mechanism is discussed in the section 4.3.1 [7][8][9][10][11][12][13]. 
 
 The data retention technique is used to store the valid data in a sleep 
mode when the chip is turned off for low power requirement. The retention 
mechanism is discussed in the section 4.3.2 [14]. At the last, a scan – retention 
mechanism that is combine both the scan technique and the retention 
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mechanism is discussed in the section 4.3.3 [15][16]. 
 
 
 

4.2  Clock Gating Techniques 
 
4.2.1  Basic Clock gating technique 
 
 In the deep-submicron era, the more and more transistors and functional 
block are integrated into a chip. Therefore, the clock tree of the chip becomes 
more complicated and leads to obtain a great deal of parasitical capacitance. 
Because the clock signal is always switching every cycle, the parasitical 
capacitance of clock signal will be charged and discharged every cycle and 
consume significant amount of power. Hence, the 20% ~ 45% of overall power 
dissipation is contributed by the clocking network, and 90% of which is 
consumed by the clocked storage elements of the clock distribution network. 
 
 In order to save the power of the clock tree, two conventional ways are 
approached. One is to design a low power clocked storage element to reduce 
the branch power, the other is using the clock gating techniques to reduce 
parasitic capacitance of the tree and turn off the unnecessary part of the clock 
tree. It has been discussed to reduce the clock tree power by using the low 
power flip-flop design in the chapter 3. The clock gating technique will be 
discussed in the section. 
 

The figure 4.1 shows the conventional H-type clock tree distribution. It 
uses the balanced wire delay of the clock tree to reduce the clock skew 
problem. The block A, block B, block C, and block D are the different function 
block of the chip, and the unique clock signal would switch every cycle. At each 
switching cycle, the whole chip is activated and the loading capacitance of the 
clock tree is formed form all the block. The great deal of loading capacitance 
causes the great power consumption. 
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The figure 4.2 shows the conventional clock gating technique, the circuit 
that is comparing to the figure 4.1 is adding the AND gates to the gating nodes. 
The AND gates could gate the clock by using the control signals, cg1, cg2, cg3, 
and cg4. When the block is not necessary to be activated, the corresponding 
control signal turns off to make the clock not to charge or discharge the loading 
capacitance and save the switch power of the clock tree. For example, if there 
are only two blocks that have to be activated, we could save 50% power 
dissipation of the clock power by using the clock gating technique. Another 
advantage is the reduced loading capacitance. The AND gates separate the 
clock tree into two part, global clock and local clock. The separated clock 
makes the smaller active parasitical capacitance. It could also reduce the 
switching power of the clock tree. 
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Figure 4.3 shows the clock gating methodology. The figure 4.3(b) is the 
latch circuit with the clock gating technique. The clock signal only drives the 
gate capacitance of the NAND gates. And the global clock activates the 
equivalent capacitance, gClk. In some high performance requirement, the 
dynamic circuit is needed to increase the operation speed. The figure 4.3(d) is 
the dynamic circuit with the clock gating technique. The dynamic circuit could 
be activated regularly with only one gate delay penalty. 
 
4.2.2  Signal gating technique 
 
  Signal gating technique is the advance technique of the clock gating 
technique. The signal gating technique is usually used in some particular 
application and implemented in the algorithm level. The conventional signal 
gating technique is used for two purposes. The first one: it could be used to 
gate the unnecessary input data and save the dispensable dynamic power of 
the block. The second purpose: it could prevent the unnecessary glitches and 
transitions of the input signal. The variable glitch of the input data may activate 
the combinational circuit, and make a waste of the switching power. 
 

Because the signal gating is always applied to the algorithm level, it is the 
application-dependent. In other words, the signal gating circuit should be 
redesigned for different applications, and doesn’t have a fixed circuit like the 
clock gating circuit. 

 
For example: the figure 4.4 shows the precision distribution of a 32 bits 

adder. It is obvious that the probability is concentrated on the low bits addition. 
So we could design a decision circuit to determine the operation bits of the 
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adder. When a low bits addition is worked, the sign bits of the adder can use 
the signal gating technique to save the unnecessary power. 
 

In a combination adder, the output data couldn’t be stable when the output 
data isn’t the valid data. The glitch of the unstable output data will make the 
next stage to operate with the wrong input data, and it would consume the 
redundant power. The signal gating technique could be used to cancel the 
redundant glitch of the output data and save the dynamic power.  
 
4.2.3  Pipelining gating technique 
 

The pipeline gating technique could be regarded as the special case of 
the signal gating technique. It is used for the applications in the data path 
architecture. The pipeline technique is used to increase the performance and 
throughput in a highly sequential circuit. The pipeline gating technique is used 
to gate the idle clock of each pipeline stage and save the switch power of the 
idle stages.  
 

Figure 4.5 shows the operation diagram of the pipeline gating. An 
additional clock generator is used to produce the controlled clock. When the 
data input is unnecessary to transport to the next stage, the corresponding 
clock would be turned off to save the dynamic power of the logic blocks. In the 
example of the figure 4.5, the input data with a value ‘00’ would generate an 
invalid clock and sent into the data path. In the other words, the logic block is 
gating when the input signal is ‘00’ and it is similar as the signal gating. 
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The figure 4.6 shows a data path pipeline diagram of the superscalar 
microprocessor. The each stage doesn’t always have a gating circuit. For 
example, the fetch block and the decorder block are always working when a 
data input. They don’t have to be gated with a pipeline gating technique. The 
execute block and the memory block don’t work for every instruction, so they 
could be gated to save the power in a redundant clock cycle. 

 
4.2.4  Proposed Gating Circuit 
 
 In this section, I will propose a gating circuit that combines the three kinds 
of the gating techniques above. The proposed circuit is illustrated in the figure 
4.7. The clk signal is the global clock signal. It is used to activate the flip-flop in 
a transition state. The pclk signal is the signal gating control signal. It is used to 
gate the flip-flop in a pipeline gating state or signal gating state. The gclk signal 
is the clock gating control signal. It is used to gate the large-scale function 
block to turn off a larger block. The buffer delay of the input data is used to 
cancel the glitch transition in an unstable state. 
 
 The K-map in the figure 4.7 describes the logic function about the input 
data D and the signal gating control signal pclk. Only when the input, the delay 
input and the inverse output have the same signal value, the flip-flop is 
activated by the pclk signal. The input D of the flip-flip also changes when both 
the input and delay input are the same. 
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In this chapter, I have discussed three kinds of the gating techniques. 
Each kind of gating technique could be used in the different way. The figure 4.8 
shows a brief diagram to illustrate each gating technique in different layer of 
the chip. In a SoC era, several function blocks are integrated into a chip. The 
overall chip is activated by a global clock signal. And the clock gating 
technique is used to gate the power dissipation between different function 
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blocks. Each function block is gated and generated a local clock in the function 
block. Every function block has itself logic function. Every logic function could 
be gated with the signal gating technique or pipeline gating technique to save 
dynamic power of the logic. 

 
 
 

4.3  Scan-Retention Mechanism 
 
4.3.1  Scan Mechanism 
 
 In the deep-submicron era, the more and more transistors are integrated 
into one chip. It results in the challenges to test the function of the chip. In 
order to resolve this problem, the BIST ( Built-In-Self-Testing ) technique is 
used to provide convenience to test the function. The BIST is an additional 
circuit that is embedded in the chip. The BIST circuit is specially designed for 
the testing purpose. It purposes to reduce the time for testing with a little area 
penalty of the chip. A complete BIST circuit contains many parts of circuits, ex: 
random pattern generator, response analyzer, scan chain, test controller…etc. 
In this section, I only discuss the scan chain circuit that is based on the typical 
flip-flops. 
 
 The figure 4.9 shows the brief operation diagram of the scan chain 
mechanism. The scan chain is connecting all the flip-flops of the chip by 
another scan path. In a normal operation mode, the data is pass through the 
general function path. Only in the test mode, the input data is transmitted from 
the scan path. The serial scan chain provides a simple data path to transmit 
the testing pattern from only one input pad. It could test the chip with a little pad 
penalty. 
 

The figure 4.9 also shows the operation waveform of the scan mechanism. 
In the beginning of the test mode, the test patterns that are generated from the 
random pattern generator are inputted from the scan_in port. The scan-in 
operations continue to input the data for N cycles. The number N means the 
total numbers of scannable flip-flops of the chip. After all the flip-flops are 
scanned in the test pattern, the test control signal is turned off and the chip is 
operated in the normal mode for one cycle. In the normal operation mode, the 
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output data are operated in the combinational circuits and transported to the 
flip-flops in the next stage. In the later cycles, the operation mode is turned into 
the test mode and the scan-out operation is activated. The calculated output 
data are transmitted to the response analyzer from the scan-out path for N 
cycles. Finally, the response analyzer will analyze the calculated data and 
determine the function is correct or not. The above test steps will be repeated 
until all the patterns are tested and analyzed. 
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 The figure 4.10 shows the diagram of typical scannable master-slave 
flip-flip. The scannable flip-flop adds two ports, scan_in and scan_out. The 
scan_in port and the master latch are connected with a multiplexer that is 
controlled by a scan clock. The scan_out port is connecting to the slave latch 
and the scan_in port of the next stage. The scan_in port and the input port are 
selected by the scan clock and global clock. In the normal operation mode, the 
scan clock is turned off and the flip-flop is activated by global clock. In the test 
mode, the global clock is turned off and the flip-flop will sample the data from 
the scan_in port with scan clock.  
 

Many kinds of scannable flip-flops had been designed. They are all 
designed with a small area overhead. 
 
4.3.2  Data Retention Mechanism 
 
 In the section 4.2, I have discussed the clock gating technique. This 
technique is used to gate the clock signal of the clocked elements, but the 
supply voltage of the logic block is still applied. The power gating technique is 
used to gate the supply voltage of the unused block. It could reduce both the 
dynamic power dissipation and static power dissipation. The power gating 
technique has discussed in the chapter 2. 
 
 The power gating technique is used for low power requirement. But when 
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the circuit is operated in the sleep mode, the stored value of the flip-flop will be 
destroyed because the leakage current discharges the internal gated nodes 
gradually. It makes the circuit to fail to recover the stored value when the sleep 
mode is turned back to the active mode. In order to resolve this problem, the 
data retention mechanism is proposed. 
 

 
 The figure 4.11 shows the operation diagram of the ballon circuit. The 
ballon circuit uses an additional latch to store the value of the flip-flop in the 
sleep operation mode. The signal tg1 is usually used as the global clock signal, 
and the signals tg2 and tg3 are the sleep mode control signals. In a normal 
active mode, the control signals tg2 and tg3 are disabled and the tg1 is active 
to activate the flip-flop. In a sleep in mode, the value of the flip-flop is stored 
into the additional latch. So the tg1 and tg2 are active to transmit data to the 
latch. In the sleep mode, the supply power of the flip-flop is gated and the data 
is preserved in the latch. So the tg3 is active to retain the value, and signal tg1 
and tg2 are disabled to save power. In the sleep out mode, it is the reverse 
operation of the sleep in mode. The value of the latch is read out to recover the 
value of the flip-flop. So the signal tg2 and tg3 are active to transmit the stored 
data to the flip-flop. 
 

 61



 The figure 4.12 shows the master-slave flip-flop with ballon circuit. 
Compare to the pure master-slave flip-flop, the ballon DFF adds an additional 
ballon circuit that is used to store the data in the sleep mode. The data 
retention flip-flop is usually designed with MTCMOS technique. The low Vt 
devices could be used in the gating device to reduce the leakage current and 
the high Vt devices could be used in the critical path to reduce critical delay. As 
the result, the high Vt devices are usually used in the ballon circuit of a data 
retention flip-flop to reduce the leakage current in the sleep mode. It also 
reduces the static power consumption. The main body of the flip-flop is 
constructed with the low Vt devices, and it could reduce the performance 
decay that is caused by the power gating device. 
 

 
 
4.3.3  Scan - Retention Mechanism 
 
 In the section 4.3.1 and section 4.3.2, I have discussed the scan 
mechanism and the data retention mechanism. The scan mechanism is used 
for BIST. The data retention mechanism is used for low power requirement. 
These two concepts are both the important issues in modern digital circuit 
design. In order to design a circuit with both techniques, Zyuban V. and Kosonocky 

S.V proposed a new scan-retention mechanism in [15].  
 
 The scan-retention mechanism is briefly illustrated in the figure 4.13. The 
scannable flip-flop and the data retention flip-flop have a common 
characteristic, and they both use a latch to store data. In the scan-retention 
flip-flop, it uses the additional latch to store retention data and transmit data to 

 62



the scan out. 

 

 
The figure 4.13 also shows the operation waveform of the scan-retention 

mechanism. The clock C is the global clock that is used to activate the flip-flop 
in the normal mode. The clock B is the slave latch control clock that is used to 
store the data or scan the data out. The clock A is the master latch control 
clock that is used to recover the data or scan the data in. The restore signal is 
used to control the multiplexer that is used to decide the scan-in operation or 
recovery operation. The waveform of the figure 4.13 illustrates the 
data-retention operation. In the beginning of the operation, the clock B is active 
to store the data into the latch. In the sleep mode, the supply power is turned 
off and the internal nodes discharges to the undefined logic level gradually. In 
the retention operation, the clock A is active to recover the data from latch to 
flip-flop. Finally, it shows the normal operation, and the flip-flop sample data at 
every clock edge of the clock C. 
 
4.3.4  Proposed Scan – Retention DETFF 
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In the chapter 3, I had proposed a new double edge-triggered flip-flop, and 
introduced the scan-retention mechanism in the section 4.3. In this section, I 
redesign the proposed CPDFF with the scan-retention function. 
 
 The figure 4.14 shows the circuit diagram of the scan-retention CPDFF. 
The inverters, I1 ~ I4, are the additional latch, and they also provide the path of 
the scan out. The NMOS transistors, M1 ~ M8, are used as the selective pull 
down paths. The control signals are the same as the ones in the figure 4.13. 
The selective pull down circuit that is controlled by the signal restore could be 
used to decide the operation of the flip-flop. When the restore signal is active, 
the flip-flop is working in the recovery operation. Then the stored data could be 
restored into the slave latch. When the restore signal is disable, the flip-flop is 
working in the scan in operation. Then the slave latch could be stored data 
from the scan_in port. 
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The figure 4.15 and figure 4.16 show the waveforms of the data retention 
operation. The figure 4.15 shows the normal operation of the double edge 
triggered flip-flop in the beginning. The flip-flop samples the input data at every 
clock edge. In the later, the flip-flop is operated in the store-in mode to store 
the data into the storage latch. In the sleep mode, the value of the input data 
and output data are destroyed, and it is shown in the figure obviously.  

 
 The time in the figure 4.16 is later than the time in the figure 4.15 about 6 
usec. It shows the internal nodes of the flip-flop have been discharged to the 
logic level 0. In the figure 4.16 also shows the retention operation of the 
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flip-flop. When the sleep mode is disabled and the clock A is active, the data is 
restored from the storage latch to the flip-flop. 
 

 
 
 When the flip-flop is working in the test mode, the clock A and clock B are 
active alternately to repeat the scan-in operation and scan-out operation. Then 
the clock C is active to operate the flip-flop in the normal mode and calculate 
the function results. The detailed operation has been discussed in the section 
4.3.1. This proposed flip-flop is suitable to use in the double clock rate system 
and with the scan-retention characteristic. 
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4.4  Conclusion 

 
 In this chapter, some applications of flip-flop are discussed. The clock 
gating technique is used in the algorithm layer of the chip o reduce power 
consumption. The clock gating technique can be easily used and implemented 
with small overhead. It could reduce the power consumption efficiently by 
separating the parasitical capacitance and turning off the unused blocks. The 
signal gating could be designed specially for different applications. It could 
cancel the signal glitch and reduce the redundant dynamic power. The pipeline 
gating could be used in the data path to save the unnecessary logic block 
power but having an overhead to construct the complicated control logic.  
 

A new gating circuit is proposed. It combines the three kinds of clock 
gating techniques, and is suitable for most of applications. 
 

The scan chain technique is used for testing the function of the chip. The 
data retention flip-flop uses the data recovery skill to restore the data with a 
power gating technique. The scan-retention is discussed that combine both 
two techniques to realize a new scan-retention flip-flop circuit. The proposed 
double edge triggered flip-flop is redesigned with the scan-retention function. 
The scan-retention CPDFF is suitable for the low power, testable system. 
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Chapter 5  
Low Power and Reconfigurable 

First-In-First-Out Register File (FIFO) 
Design 

 
 

5.1  Introduction 
 

High speed and low power semiconductor memory is the key component 
in the communication systems and digital signal process systems. A large 
portion of the silicon area of many digital applications is used to store the data 
values and program instructions.  
 
 Most memories works in random access class, which means memory 
locations could be read or written in a random order. These kinds of memories 
are called RAM ( random access memory ), the SRAM ( static random access 
memory ) and the DRAM ( dynamic random access memory ) are the 
representative ones in this class. 
 

Some memory types restrict the order of access, which result in either 
faster access times, smaller area, or a memory with a special functionality. 
Examples of such are the serial access memories: the FIFO ( first- in-first-out ) 
[1][2][3][4][5][6][7][8], the LIFO ( lest-in-first-out ,usually used as the stack ) [9], 
and shift register. In most of communication systems and digital signal process 
systems, the data is inputted and outputted sequentially, the random access is 
not required. So the FIFO and LIFO get more and more important in the 
modern technical application. 
 

In this chapter, a low power and reconfigurable FIFO register file is 
proposed, it could operate at 1.11GHz and consume dynamic power in several 
mW. 
 
 

 68



5.2  Proposed Reconfigurable FIFO design 
 

FIFO cells are widely used as the data buffer in the communication 
network and DSP chips. In the future, the FIFO would also play an important 
role as the bus data buffer in the NoC ( Network on Chips ) generation and 
SoC ( System on Chip ) generation. In order to satisfy the diverse requirement 
of data bandwidth and storage volume for different applications, a flexible size 
configuration is proposed in the chapter. This feature makes the FIFO IPs to be 
used more efficiently. And we don’t have to design a new FIFO cell for every 
new application, we only have to decide the memory size that we need and 
import the appropriate control signal, then we could get the memory cells that 
we need. It could shorten the time to market efficiently and reduce the 
research cost greatly. 
 
5.2.1  Overall FIFO Design Concept 
 
 In this chapter, size reconfiguration and size expansion are the main 
concepts in the FIFO design. The size reconfiguration ability demands that the 
FIFO cell could vary its effective memory storage by using different control 
signals. The size expansion ability demands that a large-scale FIFO cell could 
be established by composing of several essential FIFO cells in serial or in 
parallel.  
 

In order to design the proposed FIFO cell, there are more input and output 
pins are needed than an ordinary FIFO cell. The input and output pins of 
proposed FIFO cell are described in the figure 5.1, and a 128 words X 8 bits 
FIFO is designed in this work. The write_data[0:7] are the input data which are 
needed to store in the FIFO cell from the previous stage. The write_enable is a 
control signal to notify the FIFO cell that the write_data is valid. The 
read_data[0:7] are the output data which are needed to read out from the FIFO 
cell to the subsequent stage. The read_enable is a control signal to notify the 
FIFO cell to read out the data that is stored in the FIFO. The master/slave 
signal and control[1:0] are the control signals which are used for size 
expansion and size reconfiguration. The full/empty signals are the flag signals 
that are used to display the storage volume of the FIFO cell. When all the 
memory cells of the FIFO are stored with valid data, the full flag is changed to 
level 1 and forbid the write operation of the FIFO until the stored data are read 
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out. When all the memory cells of the FIFO are empty, the empty flag is 
changed to level 1 and forbid the read operation of the FIFO until the previous 
stage writes new data into the memory. The four signals, WFFO, RFFO, WFFI, 
and RFFI, are the feedback loop signals of the address pointer that are 
designed for size expanding operation. The final four signals, F_flag_out, 
E_flag_out, F_flag_in, and E_flag_in, are the control signals that are used to 
generate the full/empty flag signals. The detailed operation of the FIFO will be 
described in the section 5.3.1. 
 
 

 
 
 

 The figure 5.2 is the internal cell view of the proposed FIFO. The dual port 
RAM cell is the main storage block of the FIFO. The address pointers are used 
as the decoder to select the proper wordline when the read operation or write 
operation is activated. The initial pulse block is used to generate an initial pulse 
to activate the address pointer when the beginning of the read operation and 
write operation. The sense amplifier and bias circuit are the general block that 
are used to shorten the readout time in the memory cell. Each block would be 
described in detail in the next section, and the detailed operation of the FIFO 
cell would be described in the section 5.3.1. 
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5.2.2  Dual Port RAM Cell Design 
 
 In this proposed FIFO design, the dual port RAM cell is used [10]. This 
feature makes the read operation and the write operation activating with 
separated port, it makes the FIFO cell could write in data and read out data in 
one cycle. The figure 5.3 shows the general dual port RAM cells that are all 
SRAM-like memory cell. The RAM cell in the figure 5.3(a) is consisted of a 
flip-flop and two pairs of access transistors. The flip-flop is used to store the 
valid data and the two pairs of transistors are used for separated read port and 
write port. The RAM cell in the figure 5.3(b) is a modification of the figure 5.3(a), 
the read port is modified to gate driven type. This type of read port consumes 
less power and needs larger area. But this type of read port should be 
operated with specific bias circuit and sense amplifier. Therefore I use the 
traditional one ( figure 5.3(a) ) in order to co-operate with the bias circuit and 
sense amplifier in section 5.2.3. 
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5.2.3  Sense amplifier & Bias Circuit 
 
 The bitline node is always with large parasitic capacitance at the bitline 
because there are lots of words connecting to the bitline node. It would cause 
the large power consumption and increase the access time when data is 
written in or read out. The traditional sense amplifier is the voltage sense mode, 
and the large parasitic capacitance would cause a serious influence on the 
access time and access power of the sense amplifier. In order to reduce the 
influence of the parasitic capacitance, a current mode sense amplifier is used 
in this work. 
 
 The clamped bitline sense amplifier (CBL) [11][12] is illustrated in figure 
5.4. It operates with a fast response time and almost independent of the bitline 
parasitic capacitance. This good ability is achieved because it relocates the 
nodes that have to be charged or discharged in a read operation instead of 
charging or discharging the bitline nodes directly. Therefore, the clamped 
bitline sense amplifier could get a very fast respond time. The clamped bitline 
sense amplifier also consumes less power except the fast response time. 
These two nodes, bitline, and inverse bitline, are always biased on the virtual 
ground, as shown in the figure 5.4. It means that these two nodes would make 
a much smaller variation on that’s voltage level than the other conventional 
sense amplifiers. It makes the CBL to reduce the large switching power on the 
bitline node.  
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5.2.4  Address Pointer Design 
 

In the serial access memory, the address pointer is used to achieve the 
higher operation speed instead of decoder in the random access memory [13]. 
The address pointer is composed of a serial chain of flip-flops. In order to 
reduce the power and area, a low power and small area flip-flop has to be 
designed. 

 
The address pointer is illustrated in the figure 5.5. When the FIFO cell is 

activated, the address will form a shift-register-like function to select the proper 
wordline to write data or read data. The selected wordline would keeps at the 
level 1, and the others keep at the level 0. In the other words, the address 
pointer is almost keeping at the logic level 0 except for the selected one 
wordline, and it also means the address pointer has a low switching activity. A 
new conditional capture flip-flop has been designed in the section 3.4, and it is 
illustrated in the figure 5.6. It is suitable for the low switching activity application 
in this work. It could efficiently save about 90% power of the address pointer. 
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In the other aspect, in order to design a reconfigurable FIFO cell, an 
improved address pointer is proposed. The figure 5.6 shows the improvement 
of the address pointer. In figure 5.7 (a), a traditional address pointer is built up 
by connecting the flip-flops in serial. The cyclic type flip-flop chain is cut off to 
form two end points for the size expansion application. The end point FFO is 
the output pin of the serial flip-flop chain, and the FFI is the input pin of the 
serial flip-flop chain. In the single chip normal operation state, the FFI and FFO 

 74



should be linked together to reform the cyclic flip-flop chain.  
 
The figure 5.7 (b) shows the reconfigurable flip-flop chain improvement. In 

this work, we distribute the chain into four groups, the size of the four groups 
are 16 bits, 16 bits, 32 bits, and 64 bits. And we use a 4 to 1 multiplexer that is 
controlled by control[1:0] to select which one cyclic path that we want. It is also 
necessary to add the multiplexer between each two groups to avoid 
consuming power in the non-working serial flip-flop cells. This proposed 
architecture could adjust the effective memory size for different application and 
save the unnecessary power consumption. 

 
 
5.2.5  Initial Circuit Design 
 

The initial circuit block is a pulse generator and used to generate a short 
pulse to activate the address pointer. The initial circuit block is illustrated in the 
figure 5.8. The rst signal is the negative reset signal, and it resets the block 
state at the logic level 0. The master/slave control is used to confirm that what 
the operation the FIFO cell works. If the FIFO cell is operated in the single 
mode, the M/S control signal is handle at logic level 1. If the FIFO cells are 
operated in the serial mode, the M/S control signal of the first one is selected to 
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master one, and the other are selected to the slave ones. 

 
5.2.6  Flag Logic Design 
 

The flag logic block is the most important part in a serial access memory 
design, and it usually decides the performance that the FIFO cell could 
achieve. The figure 5.9 (a) shows the overview diagram of the flag logic design 
in a FIFO block. The counters are used to record the pointer position of the 
address pointers. In order to differentiate what state the FIFO is in, the counter 
uses an additional bit to record the overflow state. If both the overflow bit and 
the value of the read counter are equal to the ones of the write counter, if 
means that an empty state is occurred. If the value of the read counter are 
equal to the value of the write counter but the overflow bit of the two counters 
aren’t equivalent, if means that a full state is occurred. In the other words, the 
flag logic block is a compared logic and is composed of the comparators and 
the decision circuits. 
 
 The figure 5.9 (b) shows the traditional variable reference-value flag logic 
design scheme. It connects the decision logic and compared logic in serial. 
The advantage of this design is that it is a regular design and easy to 
implement. But the serial architecture make the critical path delay time is 
proportion to size of the counter, and it will affect the operation speed of the 
FIFO cell when a large size FIFO cell is designed.  
 
 The figure 5.9 (c) shows the improved circuit of the flag logic block. This 
work uses a paralleled design instead of the serial one. In this work, the critical 
path delay is proportion to the logarithm value of the counter size. It could 
increase the operation speed effectively by this work. The reconfigurable 
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design is also shown in the figure 5.9 (c). The ct1 and ct2 are the control 
signals that are used to decide the flag logic decision path and the effective 
memory storage size. When a smaller memory size is activated, the lower bit 
should be assigned to the full/empty decision bit, and the decision circuit 
should be made changes to fit the different memory size. 
 
 In the figure 5.9 (d) shows how the full/empty flags are generated when 
there are several chips that are connected in the serial mode. The E_flag_in 
signal of the master one should be biased on the logic level 1, and the 
E_flag_in signal of the other slave ones is connected to the E_flag_out signal 
of the previous stage. Each FIFO cell will generate the local flag signals itself, 
and all the local flag signals are figured out the final value of the flag signal by 
a serial AND logic gates, such as shown in the figure 5.9 (d). 
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5.2.7  Reconfigurable Power Gating Design 
 
 A reconfigurable power gating technique is also used in current work. A 
brief diagram is illustrated in the figure 5.10. By using a PMOS pass gate 
transistor that is biased by the reconfigurable control signals, we could turn off 
the supply voltage of the unnecessary memory RAM cells and flip-flop chains. 
The power gating technique could reduce both the dynamic power and static 
power of the chip effectively. 

 
 
 

5.3  Simulation Result 
 
5.3.1  Simulation Result and Waveforms 
 
 The simulation result of the proposed FIFO cell is shown and discussed in 
this chapter. The result is simulated with TSMC 0.13um technology file and 
with a supply voltage of 1.2V.  
 
 A 128 words X 8 bits FIFO cell is designed with TSMC 0.13um 1.2V 
technology. The maximum operation frequency of the cell is 1.11GHz. The 
power dissipation of read operation is 3.15 mW, the power dissipation of write 
operation is 2.15mW, and the power dissipation of both the read & write 
operation is 4.65mW. The static power dissipation of the cell is 65.4uW with a 
power gating technique. The experiment result is summarized in the table 5.1. 
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 The figure 5.11 shows the operation waveform of the FIFO cell. The clk is 
the clock signal of the chip. The rw[127:0] and ww[127:0] are the wordline 
position of the read / write address pointer, and it shows the wordline which is 
activated. The empty / full are the flag signals that are generated by the flag 
logic block. The input[7:0] is the 8 bits input bus and the output[7:0] is the 
output bus. The wen is the local write enable signal. When the write enable 
signal is inputted from the previous stage, the local enable signal wen is 
generated as a short pulse to activate the write operation if the memory isn’t 
full ( the full flag signal isn’t active ). The ren is the local read enable signal. 
When the read enable signal is inputted from the next stage, the local enable 
signal ren is generated as a short pulse to activate the read operation if the 
memory isn’t empty ( the empty flag signal isn’t active ). 
 
 
 
 
 
 
 
 

 79



 
 
 

 
 
 

 80



 The pin connections of the FIFO cell are illustrated in the figure 5.12. It is 
operated in the single chip mode. In the beginning of the operation, a negative 
reset signal is activated to reset all the circuit. The counter and the output 
nodes of the flip-flops in the chip are reset to 0, and the initial circuit is reset to 
the logic level 1. When the write /read enable signal is inputted into the chip, 
the local enable signal wen / ren is generated and transmitted into the address 
pointer, initial circuit and the input circuitry. The initial circuit generates a short 
pulsed into the address pointer and makes the address pointer to work as the 
shift-register-like circuit. It shifts the pulsed when the wen / ren signal is 
activated at each time. The output of the address pointer is connected to the 
wordline node, it activate the selected RAM cell to proceed the read / write 
operation. When the write / read operation is proceeded, the value of the 
counter circuit is increased and the flag logic block is activated to judge the 
storage volume of the memory cell. If all the memory cells are stored with the 
valid data, the flag logic circuit would activate the full flag signal to deny the 
write operation. If all the memory cells are unoccupied, the flag logic circuit 
would generate the empty flag signal to deny the read operation. If the address 
pointer points at the last one wordline of the memory chip, the feedback branch 
provides the cyclic path to continue the next one operation. For example, the 
chip is controlled to activate only 16 words X 8 bits memory cells in the figure 
5.11. When the 16 words of the memory cells are stored with valid data, the full 
signal is activated and stopping the write operation until the read operation is 
proceeded. And the next one active wordline is back to the first one wordline. 
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5.3.2  Simulation Result of the Reconfigurable Feature 
 

There is one special feature in this work is the reconfigurable design. We 
could vary the valid storage volume of the memory cell for different 
applications by changing the input control signal. And we could use the PMOS 
gating device to reduce the dynamic power and static power of the unused 
memory cells. The table 5.2 shows the simulation results about the 
reconfigurable design and is illustrated in the figure 5.13.  

 

 

 

 
According to the result, we could save 19.3% of the static power 

consumption and 0.6% to 3.6% of the dynamic power consumption with the 16 
words chip; save 27.6% of the static power consumption and a few of the 
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dynamic power consumption with the 32 words chip; save 18.3% of the static 
power consumption and a few of the dynamic power consumption with the 64 
words chip. As the result, this work could save the static power consumption 
effectively and reduce the dynamic power consumption slightly. 
 
5.3.3  Size Expansion of Proposed FIFO Register File 
 
 Another one feature of current work is the size expansion design. The 
proposed FIFO is easily expanded in width and depth. The figure 5.14 shows 
the width expansion example of two FIFO cells, and the figure 5.15 shows the 
depth expansion example of two FIFO cells. 
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 By connecting the two FIFO cell in parallel, the FIFO cells could be used 
to buffer the input data with the multiple times the bandwidth of the bus. As 
shown in the figure 5.14, the two FIFO cells are inputted the same signals, 
clock, write enable, read enable, control [1:0], to make the FIFO cells to work 
in a synchronous condition. And it also make each one FIFO cell to generate 
the same local flag signals to ensure the same operation condition. Each one 
FIFO cell works as the single chip mode of the FIFO cell and the synchronous 
input data leads the synchronous output data. 
 

 

 
By connecting the two FIFO cell in serial, the FIFO cells could be used to 

buffer the input data with the multiple times the storage size of the memory. 
The two FIFO cells are inputted the same signals, clock, write enable, read 
enable, write data [7:0], read data [7:0], to synchronize these two FIFO cells. 
And these two chips are activated in the different chip mode, one is operated 
as the master one, and the other is operated as the slave one. The majority 
difference between the two operation modes is the initial state of the circuitry 
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when the FIFO is reset in the beginning of the operation. As shown in the 
figure 5.15, the connection circuits of the two cells form two feedback loops. 
The loops are used to generate the unique flag signal and to activate the 
unique wordline to operate the cells correctly. The detailed flag logic generated 
methodology is accounted in the section 5.2.6. These circuitries make the 
FIFO cells to operate correctly in the multi-chip serial mode. 
 

There is one thing that should be noticed, the control signals of these two 
chips could be inputted with the different values. In the other words, the 
reconfigurable feature can also be used in the multi-chip serial mode and 
multi-chip parallel mode. And it is possible to make the variety of the size 
configuration of the memory. 
 
 
 

5.4  Conclusion 

 
 In this chapter, a 128 words X 8bits reconfigurable FIFO 
( First-In-First-Out ) cell is designed ad discussed. A reconfigurable design of 
the FIFO cell is used, and it could reconfigure the valid size of the memory to 
satisfy the different requirement for every application. Another one feature is 
the size expansion design, and it makes the FIFO easy to combine several 
cells into one larger one to expanse the width size and depth size of the FIFO 
memory storage. 
 

A parallel architecture of the flag logic is designed to shorten the critical 
path delay and increase the operation speed. The FIFIO also uses low power 
flip-flops and the reconfigurable power gating technique to reduce both the 
dynamic power and static power.  
 
 In the final, we briefly discuss the LIFO ( Last-In-First-Out ) register 
architecture and design. The LIFO is also the serial access memory, it usually 
uses as the stack memory. 
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Chapter 6 
Conclusions and Future works 

 
 

6.1  Conclusions 
 
 This thesis has presented several clocked storage elements design. They 
are all designed for different purposes. 
 
 The LSCCFF is designed with the conditional capture technique. So it 
benefits the low switch activity applications. A LSCCFF based 8 bits counter 
consumes 8% ~ 66% dynamic power less than the others. And the LSCCFF 
based shift register consumes 45% ~ 77% dynamic power less than the 
others. 
 
 The CPDFF is designed to sample the input data at both the clock edge. It 
is suitable for low power or double data rate applications. In a constant 
throughput rate system, it is possible to reduce half of the clock power by 
replacing the single edge-triggered flip-flops with the double edge-triggered 
flip-flops. In a constant clock rate system, the CPDFF could be used to double 
the throughput of the system. The proposed CPDFF is also compared with the 
other double edge-triggered flip-flops. It consumes 8% ~ 52% dynamic power 
less than the others. 
 
 In the chapter 4, the clock gating techniques are discussed. The clock 
gating techniques have been used widely in the low power application, since it 
is easy to implement and could save power efficiently. A hybrid type clock 
gating circuit is presented. It is suitable for low power microprocessor. A 
scan-retention CPDFF is presented and simulated. The scan feature is used 
for function testing. The data retention feature is used in the sleep mode 
operation for a low power application. 
 
 In the chapter 5, a reconfigurable FIFO cell is designed and simulated. 
The FIFO is implemented with a good ability in size expansion. It is easy to 
expand the memory storage depth and the width of the in/out data bus. The 
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reconfigurable feature is used to reconfigure the effective memory storage size. 
It could also turn off the unused gates to reduce the power consumption. The 
FIFO cell is easily applied to the memory compiler program. 
 

6.2  Future Works 

 
 In the future, there are several related topics could be continued to 
research.  
 
In the SoC era, more and more function units are embedded into a chip. Each 
function unit may operate with different supply voltage. The voltage island 
concept has become a hot topic in recent year. In order to resolve the link 
problem between the different supply voltage function blocks, the level 
converter flip-flop is presented. The level converter flip-flop is embedded in the 
level conversion function. It is used to resolve this problem with small 
overhead. 
 
 The second one is the comparison between the pipeline systems and 
paralleled systems. In the chapter 4, I had discussed some clock gating 
techniques that is used in the pipeline system. It is possible to realize a simple 
microprocessor with the hybrid gating circuit and compare the efficiency with 
the two systems.  
 
 In a multi-frequency system, an asynchronous FIFO cell could be used to 
buffer the data between two systems that are operated in different frequency. 
The read clock and write clock of the FIFO cell are separated and operated in 
the asynchronous mode. This FIFO cell could be also used in the NoC 
(Network-on-Chip) era. 
 

The pipeline gating system, level converter flip-flop, and asynchronous 
FIFO cell may become the next research topics in the future. 
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