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ABSTRACT

Conventional Honeynet \includes various Honeypots; it has managerial
limitation in the flexibility, time limit-for dynamic deployment, technological
integration and network security issues. In practice, software and hardware
resources utilization is comparatively low, and meanwhile it also lacks of the
effective application of strategic integration; therefore, there is still a lot of room
for improvement and progress.

The main purpose of this thesis is to improve the designs and concepts of
conventional Honeynet Architectures. Virtualization technologies are used as a
platform for design and development, and combined with Honeynet
technologies and the concept of Defense-in-Depth Network, a new Virtual
Honeynet architecture is developed, and the Virtual Honeynet Security Platform
(VHSP) is implemented. In addition, this work proposes and designs the Virtual
Honeypot Redirect Mechanism (VHRM) for solving the problem of the
Honeypot Module (HM) parallelism operation issue, and makes HM bypass the
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Security Module (SM). Finally, using the Nessus vulnerability scanner for
simulated network attacks, and next, through the event viewer can obtain all

information about simulated attack records. Therefore we can verify : (1) The

VHSP virtual networking and network transmission problem of HM bypass SM.
(2) feasibility and practicality of the VHSP operation.

Through the design concept of modularization, each module could be
customized according to different needs; VHSP could become more superior to
the conventional Honeynet systems design. Therefore, the VHSP has: (1)
application range - software and hardware resources could be used flexibly and
efficiently; (2) Optimal Management - Optimization of IT management and cost
considerations; (3) Technological Innovation - incorporating Green IT design

strategies to save energy.
Keywords: Honeypot, Honeynet, Virtualization Technologies (VT), Virtual

Honeynet Security Platform (VHSP), Virtual Honeypot Redirect Mechanism
(VHRM).

v



Acknowledgment

I have to express my sincere gratitude to the following person who made this
thesis possible. I would like to specially thank my dear advisor, Prof. Tzu-Chien
Hsiao for his guidance, advice and patience.

First of all, I would like to thank all of my lab mates at the Virtual Biomedical
Management Laboratory (VBM Lab.) for providing valuable suggestions during
the writing for this thesis. Besides, researching in the VBM Lab. has been a
wonderful and substantial experience. Secondly, I would also like to thank my dear
friends and colleagues, L.-N. Yen, Dr. Martin Peng, Yilang Tsai, Sam Chu, Sampo
Tseng, and the IEEE PASSAT General Chair, Prof. Justin Zhan and the IEEE SMC
Taipei Chair; Prof. Shun-Feng Su for their invaluable comments powerfully
support and endless help. With their concern‘and efforts, the research really would
have been possible. Thirdly, I would like to extend my heartfelt gratitude to all of
my teachers and classmates at College of Computer Science in National Chiao
Tung University. I also want to thank my committee members, my advisor, Prof.
Tzu-Chien Hsiao, NCHC Director, Dr. Eugene Yeh, Prof. Yu-sung Wu, and Prof.
Wen-Guey Tzeng, for all the comments they made on this thesis.

Finally, I would like to sincerely and gratefully thank my families for their
continued and unlimited love is the best imputes and encouragement in my future
work, study and research.

Chih-Hung (Jason) Chang
November, 2009



Contents

Chinese Abstract [
English Abstract i
Acknowledgements vV
Contents Vi
List of Tables viii
List of Figures IX
Chapter 1 INTrOGUCTION .....o.eiiieiice ettt bttt be e sre e e 1
I \V/ 0] {1V U o] o USSR 1

1.2 LITErature STUAY ......cccveieiie ettt e e e e te e sneene s 1

R O o] 1=To1 {1 TSR URUTURTTRTRPRN 3

1.4 OFrganiZATION .....ccueiueeieeie i ier et iatad s ettt bbbt e s et e e e b et et benbesbeeneeneas 4
Chapter 2 Background INfOrmation ... .o coiiiii it 5
2.1 Overview of Honeypot-and HONEYNEL..........cccoeiiiiiiiiiieieeeeeee e 5
2.1.1 Honeypot ArChiteCtULCu........c.eeeuveessdeiiieiieeieeiee e eiee e eteeeveeeeeeeaeereessneesaens 5

2.1.2 Honeynet ATCRItECTUIE .......cccviieeiieeeiieeeiee et ettt e e ebee e sereeeaaeeen 6

2.1.3 Conventional Honeynet Composing COmMPONENtS...........cceerveerueerveerreenneennnens 7

2.2 Overview Of VIrtualization ...........cocovieiiiin i 8
2.2.1 Full VIrtualiZation..........cceeeiiieiiiieeiie ettt svee e seveeenaee e 8

2.2.2 Hardware-assisted Virtualization............cceeeuieviieriieniieniieniieeie e 9

2.2.3 Xen ParavirtualiZation ...........ccccueevuierieeiieeieeiie e eiee et esveesreeeeveeseessneeseens 9
Chapter 3 Design and Implementation............cccooevveiieiiieeie e 11
3.1 Xen Virtual Machine Monitor ArchiteCture ... oo 11
3.1.1 Xen Virtual System Archit€Cture.........cccveevieriieiiieiieeieecie e 11

3.1.2 Xen Virtual Network Environment............ccceeveveeeeiieeniieeiiee e 13

3.1.3 Xen Virtual Network-Bridge Algorithm...........cccoeeiiiiiiniiiiiiiiiieieieeceee, 14

vi



3.2 Conceptual Design of the Defense-in-Depth Network..........ccccoovvvvvieienieiinennnns 15

3.3 VHSP based on Green I'T Design CONCEPL......ccoveiviieieeieiieseese e seesie e 16

3.4 Design of VHSP System and Network Architecture ..........c.ccccoooveveiieiecicinenn, 17

3.5 Implementation of VHSP MOAUIES ..........cccoviiiiiiiiieeee s 18
3.5.1 XN MOAUIE ..ottt et e e e e aneeens 19

3.5.2 Security MOdUIE.......cc.cocuiiiiiiiiiiiiieeeeeetee e 19

3.5.3 HONEYPOt MOAULL .....c.vviiiieiiieieeiieeeee ettt 20

3.5.4 Database ModUIE .........c.eieiiiiiiiieciieceee et 20

3.5.5 Management Module ...........coooiiiiiiiiiiniiiiee e 20

3.6 Backup and Recovery Strategies for VHSP ... 20

3.7 Design Approach of VHSP Virtual Networking..........cccocvevevieeniviicsineneseseennens 21
3.7.1 Design of VHRM based on Honeynet Deploy Approach..........ccccceeveuennnee 21

3.7.2 Implementation of Isolated Virtual Network Module ............cccceeviinirannnnen. 22

3.8 VHSP Virtual NetWOrKINgG ... . it desie e see s e see e sae e snae e 24
Chapter 4 Results and DiSCUSSIONS.... .. c..ecveiueeesdetariueesieeeesieessessesaessesseesreessessaesseessesseesnes 26
4.1 SIMUIALION SCENAKTO.....eeeiiiieet e e ettt re e e ae s 26

4.2 SIMUIAtION ValIdAtION .....cooviiiiiiiiiiieee e 28

4.3 Comparison Results of Honeynet Design Methodology.........cccccevvviiieiciiennn, 30
4.3.1 Comparison of the Minimum Honeynet Deployment Requirement................ 31

4.3.2 Comparison of the Minimums Number of Hardware Devices........................ 32

4.3.3 Comparison of Different Feature of Honeynet...........cccccoceeviniiniininicnennene. 33
Chapter 5 Conclusion and FUture WOorks ... 35
5.1 CONCIUSION ...ttt bbbttt bbbt 35

5.2 FULUIE WOKKS ..ottt sttt bbb 35

] (=] =] [0TSR URTSOTSS 37
YL SO 39

vii



List of Tables

Table 4.1: Minimums Honeynet deployment requirement...............cccceevueeeueenieecieeneenneennans

Table 4.2: Minimums number of hardware devices of Honeynet comparison results. ...........

Table 4.3: Comparison of different features of Honeynet. ..........ccccooevieniiiinieniniinicncnne

viii



List of Figures

Figure 2.1:
Figure 2.2:
Figure 3.1:
Figure 3.2:
Figure 3.3:

Figure 3.4:

Figure 3.5:
Figure 3.6:
Figure 3.7:
Figure 3.8:

Figure 4.2:

Figure 4.3:

Figure 4.4:

The architecture of conventional Honeypot network environment. ....................... 5
Conventional Honeynet architeCture. .............oecuieriieiienieeiiienieeieeie e 6
The architecture of Xen 3.x Hypervisor environment. ............ccocceeevvierveenieennnnne. 12
Xen Virtual Network-Bridge path and virtual ethernet interfaces...........cc........... 15
The concept of Defense in Depth Network...........ccoocviiiiiiiiiiiiniieece 16
The virtual system and network architecture of VHSP operation based on
XeNOLANUX ENVIFONIMENL. ...c..eevuiiiieiientierieeie sttt ettt ettt e et sbeebesaeesaeenaeas 18
The virtual architecture of VHSP modules based on XenoLinux environment. .. 19
Design of Isolated Virtual Network module based on VHRM...........cccceevenenne. 22
Flow chart of VHSP desigh approach.ii.......ccocoeeviiiiiiiniiiiieieeieeeee e 23
The architecture of VHSP Module and Flow Design. ..........ccccevviieiieniiiniennnnnne. 25
The Web Management Interface status monitor which is based on Virtual
Machine Monitor enVIFONMIEIL. ...........ctuieiuierrerieererieneeteeitesteereete st e seeesieeaeas 29
Virtual Machine Monitor based on VHSP Monitor interface...........ccccceeeuennnenne. 30
Comparison of the performance of Native Linux (L), XenoLinux (X), VMware
workstation 3.2 (V) and User-Mode Linux (U).......ccceevvvienieniienieniieieecieeeeee, 34

X



Chapter 1 Introduction

1.1 Motivation

Conventional Honeynet includes various Honeypots; it has managerial limitations in
terms of flexibility, technological integration, and dynamic deployment. In addition, its
software and hardware resource utilization is comparatively low, and it also lacks of the
effective application of strategic integration and has relatively high equipment cost. Therefore,
it has room for improvement. This study reports the integration of Virtualization Technology
(VT) and Honeynet technologies with a Defense-in-Depth Network which is then properly
deployed to a physical network environment and deploy in an Internet Gateway or other

network security research and applications.

1.2 Literature Study

Founded in 1999, the Honeynet Project [1][2][3][4][5] is an international Non-Profit
Research Group that focuses on strengthening research on network and information security
technologies. This project is dedicated to improving the security of the internet at no cost to
the public, and has formed several chapters around the world. This project has jointly
developed many relevant software instruments and trapping technologies. [3][4][5][6]. For
example, the Honeypot has been adopted by researchers mostly within a physical network
environment.

Honeynet includes various Honeypots [1][3][5]. This approach allows researchers to
make use of a great quantity of physical hardware equipment that would otherwise consume

too many computer system and network resources. Thus, Honeynet enables technological



integration in the design, flexibility, and dynamic deployment of system architecture for
various design issues.

Virtualization Technologies (VT) has been developed into a matured and important
technology. [7][8][9] The earliest concept of virtualization was proposed by IBM and was
implemented on the Mainframe of IBM system 360-67 in 1960 [5][10]. So far, VT has been
definitely an important tool and technology for the design and evolutionary development of
computer systems [8]. VT includes three types of technologies, including Full VT [5][10],
Hardware-assisted VT [11], and Paravirtualization [12][13]. Full VT is operated directly in a
physical operating system and is used as a Virtual Machine Monitor (VMM) [9][14] to control
system resources without modifying Guest Operating System (Guest OS) or Application
Programs (APs), contrast to paravirtualization where the guest kernel needs to be modified.
Hardware-assisted VT was recently added to x86 processor from 2006 in the form of Intel ®
VT-x [10][13] and AMD-v™ [11]. Both of these technologies have a new implementation
mode in the CPU, can use the hardware-assisted VT function of the physical operating system,
and also support many of the operating system platforms in Virtual Machine (VM) systems.
Paravirtualization is acknowledged as the most rapid and safest software virtualization
technology in the industry at present. This approach only requires about 10% of the system
consumption and requirements of Full VT. For the basic testing of the Xen open source
Virtual Machine (VM), it generally consumes less than 5% of system resources, and is
regarded as a breakthrough for related technologies [12][15].

This thesis proposes a cost-effective design for information security research domain and
a usable Virtual Honeynet Security Platform (VHSP). The all-in-One architecture has greater
flexibility and usability. This study also proposes a design approach for a Virtual Honeypot
Redirect Mechanism (VHRM). Compared with a conventional Honeynet, deploying

Honeynet as a benchmark to quantify this thesis proposes VHSP that only needs about 33% of



hardware requirements, for a savings of approximately 66%, thus, this work has contributed a
better operating strategy of software and hardware resources. The main contribution of this
thesis is that it provides better strategies for applying resources and reducing costs, while
providing new improved solutions for conventional Honeynet systems. Thus, in terms of
applicability, this study provides researchers and an innovative usage model for the design
and application of conventional Honeynet. Moreover, in terms of resource management and
costs, the proposed model could reduce the complexity of deployment and excessive use of
human resource, time, and costs incurred by conventional Honeynet, while reducing the space
and removing restrictions. Finally, from the perspective of technological development and
innovation, our proposed VHSP is not only a cost-effective design but also a more flexible
security research platform, and meanwhile, it also follows the latest developing concept of

Green IT [16][17][18] design and fulfills the purpose of eco-friendliness.

1.3 Objective

The purpose of this work is to improve the concepts and strategies for the Honeynet
architecture and Honeynet system design. The key objectives of this study are to strengthen
network security and provide a usable, flexible platform for security researchers. The Green
IT design concept is applied to the VHSP.

The project has come up papers published at the 2009 IEEE International Symposium on
Secure Computing (SecureCom’09), Vancouver, Canada. [19], and the 2009 IEEE
International Conference on Systems, Man, and Cybernetics (SMC’09), San Antonio, Texas,
USA. [20]. The paper on IEEE SecureCom’09 was published on August 29-31, 2009, and the

one on IEEE SMC’09 was published on October 11-14, 2009.



1.4 Organization

The work is organized into five parts; Chapter 2 introduces the basic concepts and
background information of the Honeypot, Honeynet, virtualization technologies,
Defense-in-Depth Network [21], Green IT design concept, and related work. Chapter 3 shows
how the Paravirtualization and Hardware-assisted VT support VHSP operations design and
organize the concepts of DDN and Green IT design on the proposed platform. Next, a new
Virtual Honeynet Security Platform (VHSP) and a Virtual Honeypot Redirect Mechanism
(VHRM) are developed. The experiments described in Chapter 4 are conducted on the basis
of the feasibility and availability of this 5-in-1 new architecture. The simulation scenarios for
VHSP validation use Nessus [22] vulnerability scanning tool to verify our platform, network
path and VHSP modules, and also chéck and review the virtual networking and event logs
from Web Management Interface of VHSP. This study compares the results of various
Honeynet design methodologies, including the minimum Honeynet deployment requirement,
the minimum number of H/W devices, and different Honeynet features. The final chapter

briefly summarizes this study and provides a discussion of future work.



Chapter 2 Background Information

This chapter provides the necessary background required to appreciate the work
presented in this thesis. All of Honeypot and Honeynet technologies are presented in Section

2.1. Virtualization Technologies is given in Section 2.2.

2.1 Overview of Honeypot and Honeynet

2.1.1 Honeypot Architecture

Figure 2.1 shows the conventional trapping system [5] or is also called Honeypot
adopted by researchers that mostly ‘within a physical network environment, and established in
a public/opened network space in accordance with the concept of a distributed and

independent single system.

J[f'.

]IP'S or IDS Sensor

Figure 2.1: The architecture of conventional Honeypot network environment.



2.1.2 Honeynet Architecture

As for the main purpose of Honeynet, it is a research tool for the information and
network security research with conducting analysis and studying on the attacking behavior
and method of the intruders on the Internet. Most of the Honeynet architectures [3][5] are in
the public or opened physical network environment, and are the network that composed of
many Honeypot.

Honeynet is able to operate the physical operating system environment [1], and currently,
most of them is designed in the High-interaction Architecture. In addition, it can be mixed to
sue with Honeyd [14], which is used to simulate the operating system and service software

and is categorized as the Low-interaction system architecture.

(Physical) Honeynet Zone

e -% Honeynet Gateway
Interne

IPS Sensor

Firewall

Honeynet Central Management
System (HCMS)

(Virtual) Honeynet Zone

Figure 2.2: Conventional Honeynet architecture.



In figure 2.2, the conventional Honeynet environment or also called Honeynet System

adopted by researchers that mostly within a physical network environment establishes in a

public or opened network space in accordance with the concept of a distributed and

independent single system. The Honeynet includes various Honeypots that include many

components. In figure 2.2 shows two Honeynet environments that based on different

architectures. The Honeynet architecture that includes two major design approaches:

Honeynet environment based on virtual architecture and the other is based on physical devices

and real network environment.

2.1.3 Conventional Honeynet Composing Components

The five major Honeynet components such as :

Firewall : The main function of Firewall is to control all internal and external

network packets for whether they conform to the Firewall Security Policy, inspect
the Network Protocols, IP. Address and Port.

IPS ! Intrusion Prevention System (IPS) [23] is mainly functions to identify the

threats in network and can effectively defend through the deep packet inspection
technology. If any violation of the IPS Security Policy occurs, administrator will
regard this as an abnormal warning and return the information back to the monitor
end.

Honeypot : The Honeypot seems like an insecure system with defects and
vulnerabilities. Its main purpose is to be used as a trap against the intrusion activity,
or an early warning mechanism for the network security defense.

Backend DB System : The major function of the Database System is to store related
system data, system event, system log and all information into this backend
database system.

Monitor & Management System : The primary function of this system is to
monitor and collect all data and to log from various software tools, equipments and

devices. It can be defined in accordance with monitoring scope.



2.2 Overview of Virtualization

The virtualization technologies (That includes Physical Operating System (OS) and
many types of computer systems and platforms) are used to consolidate multiple physical
machines onto a single physical machine. In other words, the multiple virtual machines (VMs)
can run on a single physical machine.

VT is a matured and important technology and also an innovate methodology in
Computer Science domain, and meanwhile it is also a low-cost concept at present. The
earliest conception of virtualization was a method of that proposed by IBM in 1960, and set
up on the Mainframe of IBM System 360-67. VT has definitely become an important tool and
technique [8] for the design and evolutionary development of computer systems. Furthermore,
VT enables security researchers to run multiple: operating systems (OS) concurrently on a
single physical machine, where each of the:OSs runs as a self-contained computer. VT can be
used for research or support of business to cost-effective utilization of IT infrastructure.
However, in this thesis, VT is a fundamental technological innovation that allows skilled IT
security experts or security researchers to apply and design creative new solutions to such
security issue challenges. Virtualization includes various types of technologies; this Section
will briefly introduce the Full VT, Hardware-assisted VT and Paravirtualization. Those are

presented in Section 2.2.1 to Section 2.2.3.

2.2.1 Full Virtualization

Full VT will establish a whole new virtual operating system, also known as Guest OS,
which is able to operate directly in the local operating system, and can make use of VMM [7]
to control the system resources without needing to modify the Guest OS or application

program (Apps). Currently, Full virtualization Technology still adopt the Binary Translation



(BT) [11] approach, as a result of implementing CPU command under the Ring 0, thus the
hardware equipment of the lowest level can be directly accessed and then sent to VMM for
further implementation. The advantage of the full virtualization is that it is able to establish
most diverse platforms without modifying the kernel of Guest OS; however, relative lower

efficiency is its weakness.

2.2.2 Hardware-assisted Virtualization

Currently, Intel ® VT-x and AMD-v™ are two types of the hardware virtualization
technologies at present. This approach is added to x86 processors in 2006. Both of them was
added a new implementation mode into CPU, which is called as the root mode. Such mode
can make Virtual Machine Monitor (VMM) [7] to operate under the root mode and it locates
beneath Ring 0 and on the same.layer as VMM. The status of Guest OS will preserve in the
Virtual Machine Control Structure or the Virtual Machine Control Block of AMD-v™ CPU
that supports Intel ® VT-x and AMD-vI™"can use the hardware-assisted virtualization

function.

2.2.3 Xen Paravirtualization

Xen Paravirtualization is acknowledged as the most rapid and safe software
virtualization technology in the industry at present. Compared with full virtualization, it only
needs about less than 10% system efficiency consumption and requirement. As for the basic
testing of the Xen Source Virtual Machine, it generally turns to consume less than 5% of
system efficiency, and that can be regarded as a breakthrough for related technologies. On the
contrary, the system efficient consumption with adopting other VT will be reached 35%, or

even higher [12][15]. Therefore, the main advantage of using the Paravirtualization is that it



can provide a higher application scope of efficiency than the full VT, but the weakness is the
need to modify its Guest Operating Systems kernel.

Xen [12][13] initialed its development in 2002, and developed by the x86 platform, the
Computer Experiment Lab of University of Cambridge, UK. In addition, based on the
open-source software, and is conformed to the agreement of GNU Public License (GPL) to do
the development. Its main purpose is to make use of the most simplified approaches to modify
the current operating systems in the current x86 Architecture; at the same time, perform more
optimum virtualized efficiency in the current virtualization technologies [9][14].

Compared with the VMware [7][9] that proposed in 2005, and it is a Paravirtualization
interface, or named as the Virtual Machine Interface (VMI) [14]. The Paravirtualization
technology that adopted by Xen, the Xen Guest OS Kernel [12] can only be operated in the
Xen ® Hypervisor [10][12][14][15], but. VMI Guest OS can be supported to various
hypervisors. If adopting the Xen Paravirtualization, then it needs to re-complier and modify
the Operating System Kernel for Guest OS. Therefore, due to their respective advantages and
defects, they can be flexibly deployed in-accordance with the real requirement.

The leader and founder of Xen Source R&D Team, Dr. Ian Pratt [12] indicates that the
main feature of Paravirtualization is that it can provide the similar speed to its operating
system. Thus, Paravirtualization possesses a higher calculation environment, which also the
most rapid and secure virtualization technologies at present.

Xen adopted the Borrowed Virtual Time scheduling algorithm (BVT), which was
proposed by Kenneth J.D., and David R.C.[24] in Stanford University in 1999. And the main
purpose of applying such algorithm to Xen by its R&D Team is to reduce the system events
that may influence the operating efficiency for the virtualization system. When a domain

received an event, such algorithm possesses more low-latency after event occurred.
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Chapter 3 Design and Implementation

Using the Xen and Honeynet open-source software as the basis; this works mainly use
the Paravirtualization and Hardware-assisted VT to support VHSP System architecture and
network environment. In addition, as for the virtual Honeynet components, the security
module adopted open-source software of Honeywall [2] for design and implementation, and
meanwhile the concept of DDN and the concept of Green IT design are used in ours platform.

Xen virtual machine monitor architecture is presented in Section 3.1. Section 3.2
introduces the conceptual design of the Defense-in-Depth Network. Section 3.3 describes
Green IT design concept. The VHSP system and network architecture overview is presented
in Section 3.4. Section 3.5 introduces how to design-and implement the VHSP Modules in our
virtual system architecture. Section 3.6 describes the backup and recovery strategies for VHSP.
Section 3.7 describes how to design the Virtual Honeypot Redirect Mechanism (VHRM). In
order to solve the Guest OS parallel issues,.this work proposes a VHRM and implement an
Isolated Virtual Network (IVN) module based on the Honeynet deploy approach that can
redirect packets of HM to NBD of the Xen Dom 0. Section 3.8 provides an overview of the

VHSP framework and networking.

3.1 Xen Virtual Machine Monitor Architecture

3.1.1 Xen Virtual System Architecture

Xen virtual system, as defined in figure 3.1, includes, Xen managerial programs, virtual
domain, virtual domain management and control module, Paravirtualization and hardware

virtual machine Guest OS.

11



The major components of Xen [12] [13] [14] system architecture is shown as follows:

HVM | Y
HenIM & C Guest OS Guest OF

‘ Back-end Driver _ el
\ [JL_(NED)& (BED) Dom U Kemel Dom U Kernel

i

ba| Dom 0 Kemnel l-"ruﬂt-mld Driver Frl:mt-m:i Driver
Native Driver R [ | |
A R o
= L& z = -._-.":- T = I--\-_,‘-_"'_'- =

Xen Hypervisor (VAMM) - oy T
[ veru ) [ VMemory) [ vDisk | [ wvwnie [t
l-f . K . C] A :.
(Physical) Hardware (CPU, Memory, Disk, NIC.) N

Figure 3.1: The architecture of Xen 3.x Hypervisor environment.

® Hardware : The Physical hardware resoutces. (It includes all of the computer

components and physical device).

® Xen Hypervisor VMM : Xen Virtual Machine Monitor (Xen VMM) or named as

Xen ® Hypervisor, its major function is to allocate and manage the hardware

resources to each Guest OS. In Xen ® Hypervisor, through Hypercalls [12], it can

request services from the system, such as using the system call to communicate in

the kernel of physical operating system. The Virtual Components are based on OS

resources that include Virtual CPU, Virtual Memory, Virtual Disk, and Virtual

Network Interface Card (NIC) etc..

® Dom 0 : Domain 0 also known as Dom 0, which possesses special authority in the

Xen architecture, and can access physical I/O resources and coordinate the system

and network operations of Guest OS. Dom 0 includes two drivers. They respectively

are (1) Network Back-end Driver (NBD) and (2) Block Back-end Driver (BBD).

Dom 0 environment is based on Dom 0 kernel.

12



Xen DM & C : Xen Domain Management & Control (Xen DM&C), the major

function of Xen, is conducted comprehensive control and management for all
system services, processes and virtual domain environment on all Dom U. (Dom 0
Kernel and Dom U kernel).

Back-end Drivers (BDs) : Includes 2 drivers, both Network Back-end Driver (NBD)

and Block Back-end Driver (BBD), where NBD is responsible for network
communication and BBD is for the disk storage.

Front-end Drivers (FDs) : This is in the Virtual environments and the Front-end
Driver of Dom U, and it will respond for the Back-end Driver of Dom 0.

Dom U : This includes PV Guest OS and HVM Guest OS. Dom U environment is
based on Dom U kernel.

PV Guest OS : Paravirtualization Guest OS: All of the virtual machines will be
called as the Domain U or Dom U or Paravirtualization (PV) Guest OS, and
XenoLinux that operated in the Xen Hypervisor. Its System Kernel should be the
re-complier of Xen.

HVM Guest OS : Hardware Virtual Machine Guest OS will simulate the BIOS of

physical operation system through the Xen Virtual Firmware.

3.1.2 Xen Virtual Network Environment

The Xen virtual network [14] as defined in the following :

Xen Virtual Network-Bridge : Dom 0 Network Default adopts the Virtual
Network-Bridge technology to preset all network communication of Dom U, and it
should be connected to the network using the outbound bridge method.

Xen Virtual Network-Route : Xen Virtual Network-Route will generate the routing
table for all Dom U in the Dom 0, and use IP route approach to communicate
physical network.

Xen VLANSs : Xen Virtual Local Area Network (Xen VLAN) supports multiple
tagged IEEE 802.1Q VLANSs technology. It is mainly used to conduct the network
subnet segregation for Dom U. Meantime; it can also communicate other Dom U

with network cross-subnet.
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3.1.3 Xen Virtual Network-Bridge Algorithm

The Xen Virtual Network-Bridge (XVNB) algorithm and procedure are described as
follows:
Algorithm [Xen Network-Bridge]

Output : The physical interface and the dom0 interface separated.

Method :

1: if (There is no XVNB) then

2: Creates the new bridge of XVNB (xenbr0) /* Xen Network-Bridge = xenbr0 */
3: Stop and shutdown the Real eth0 (Original IP:MAC)

4: /* In order to keep the Original IP:MAC address in Real ethO */

5: if (Real ethO is brought down) then

6: Duplicate the Real ethO (Original IP:MAC) — Virtual eth0O

7 while (Virtual ethO (IP:MAC) = Real eth0 (Original IP:MAC)) do

8: Creates the pethO of XVNB

9: pethO « Rename the Real ethO (Original IP:MAC)

10: /* The peth0 is only support for MAC Layer */

11: Real ethO (IP:MAC) « Virtual ethO (IP:MAC) is renamed

12:  if (Real ethO (IP:MAC) = peth0 (MAC)) then

13: Creates the vif 0.0 of xenbr0

14: xenbr0 « Attaches both of the pethO and vif 0.0

15:  if (Both of the pethQ and the vif 0.0 is bound to xenbr0) then

16: Restart the Real ethO, peth0, vif 0.0, and xenbr0

17: else (There is XVNB) then

18: Not do any of that pethO stuff, nor will it add vif 0.0 — xenbr0 yet
19: end if

At step 1, Xen will creates a new virtual network-bridge named xenbrO (xenbr0 in the
VHSP based on XenNetworking). At step 2, the Real Ethernet interface ethO is brought down.

Next, at step 3, the Real IP and MAC address of ethO are duplicated to Virtual ethO virtual
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interface in XenoLinux. At step 4, the Real Ethernet interface eth0 is renamed pethO virtual
interface. At step 5, Virtual ethO virtual interface is renamed ethO real network interface. At
step 6, the pethO virtual interface and vif0.0 virtual interfaces are attached to bridge xenbrO.
Finally at step 7, the Real Ethernet interface ethO, xenbr0, peth0O, and vif0.0 are brought up.

The Xen Virtual Network-Bridge path and virtual Ethernet interfaces is shown in figure 3.2.
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Figure 3.2: Xen Virtual Network-Bridge path and virtual ethernet interfaces

3.2 Conceptual Design of the Defense-in-Depth Network

Virtualization Technologies (VT) is used as a platform for design and development.
Combined with Honeynet Technologies (HT) and the concept of Defense-in-Depth Network
(DDN) [21], a new Virtual Honeynet Architecture can be developed.

The main function of the DDN is to strengthen and enhance the defense level for



network security. As shown in figure 3.3, It is not a single barrier (Zone 1, 2, 3.) that can be
intruded, but it is a complex and multilayer defense system (Security Check Point 1, 2, 3.)
with integrating various information security technologies and security policies.

It is an integrated application that includes various network security components, such as
Firewall, IPS, Honeypot, Monitor System, and various applicable software defense systems

and security policies.

® ACL-Access control Lists Zone 1 Security Check Point 1
. one
® Firewall Control Filter
® Anti-Virus ]
[ ] R
NIPS [ Secure Link Access ]
|
]
@® NIDS or HIDS Zone? Security Check Point 2
® SSH/SSL Control Filter
® VPN 1
[ Secure Link Access ]
|
1
@ Content Filter Zone 3 Security Check Point 3
@® Network Access Control Filter
Control I
@® Resource Access R
Control | Secure Link Access ’—‘

K\’ Extranet \) <«—>»(_ Intranet )
o U S y

Figure 3.3: The concept of Defense in Depth Network.

3.3 VHSP based on Green IT Design Concept

The Green IT [16][17][18] design is a new concept and techniques for our energy
efficiency improvements to reduce cost in time and dollars as well as avoid potential
disruptions to existing IT infrastructure. Besides, the virtualization and facility efficiency

management can each improve energy efficiency up to 60% over typical deployments [20].
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Those are very important things of our IT environment at present. Reducing the number of
physical equipment required in an organization could lower acquisition and maintenance
costs.

This work integrates virtualization offering immense promise to improve energy
efficiencies in our platform and could also improve VHSP reliability by isolating Operating
System of VMs crashes. The VM is a single image file format, and it can do quick backup and
recovery. The virtualization enables the Virtual Firewall, Virtual IPS, Virtual Honeynet,
Virtual Database and VMI to run in a Virtual Operating System platform, allowing our design
module to run multiple VMs on a single host OS of VHSP. This work applies the Honeypot
and Honeynet technologies with a concept of all-in-one architecture design. VHSP and a
design approach of the VHRM are presented in next Section.

The Green IT design concept.is applied to all-of the IT domains, and is able to move
towards more energy-efficient computing and improves energy-efficiency. However, these
technologies are also increase the complexity of IT architecture design and require significant
up-front investment of time, equipment costs,-high-level technical people and more computer

resources.

3.4 Design of VHSP System and Network Architecture

The virtual system and network architecture is shown in figure 3.4. This work adopts the
concept of Defense in Depth Network with integration of the Firewall, IPS, Honeypot and
Database as the basis of data collection, and through the Web Management Interface to

conduct VHSP system monitor and management.
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Figure 3.4: The virtual system and network architecture of VHSP operation based on

XenoLinux-environment.

3.5 Implementation of VHSP Modules

The five basic modules are Xen Module, Security Module, Honeypot Module, Database

Module, and Management Module in VHSP. The detail is shown in figure 3.5:
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Figure 3.5: The virtual architecture of VHSP modules based on XenoLinux environment.

3.5.1 Xen Module

The detail of Xen Module (XM) has been described in Section 3.3.1 and figure 3.1. This

is a basic component of the VHSP system and network operation in this work.

3.5.2 Security Module

The Security Module (SM) includes two major components:

® Virtual Firewall : This part adopts iptables as the checkpoint of the network

interface connection and establishes the regulation of packet inbound and outbound.
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® Virtual Intrusion Prevention System (Virtual IPS) : This part adopts the

technological integration of IDS Snort-inline as the components of intrusion

detection prevention and deep packet inspection to this virtual platform.

3.5.3 Honeypot Module

As for all Virtual Honeypots that are included in the Honeypot Module, the Honeypot
adopts Rootkit based on Sebek technology.

The Sebek client can confidentially return the information and log of Honeypot back to
Sebek server for the purpose of data collection. This work mainly takes Linux-based and

Windows-based platforms as the components of HM.

3.5.4 Database Module

Database Module (DM) is based on Linux environment. This work adopts the MySql
Database as the storage center for all information record and logs.
3.5.5 Management Module

Management Module (MM) adopts HTML and Perl webpage program as the
management and monitor components for the module and network events in the virtual

system.

3.6 Backup and Recovery Strategies for VHSP

As shown in figure 3.3, by considering the future flexible deployment and application
strategy, all of the VHSP modules can be dynamically added, removed and modified.
Furthermore, under the VHSP, all of the Guest OS, regardless of PV Guest OS or HVM Guest

OS, are the image format files and can be strategically made backup and recovery.
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3.7 Design Approach of VHSP Virtual Networking

3.7.1 Design of VHRM based on Honeynet Deploy Approach

The Network-Bridge Driver (NBD) [10][12][13][14][15] of Dom 0 is the backend of all
outbound network communication for frontend of Dom U. Therefore, it shall go through NBD
at first, and then directs connection to the Physical Ethernet Driver (PED). Therefore, all of
packet flows of HM are parallel between Linux Honeypot of Dom U and Windows Honeypot
of Dom U; thus, all packets that go inbound and outbound form HM will be processed by
xenbr( of NBD.

As shown in solid black-line path of figure 3.4, based on the Xen Networking, all of the
HM is in the Dom U of the XenoLinux environment. The default packet flows of the HM are
outbound from VethO of Dom U going through. xenbr0 of Network-Bridge Driver (NBD) in
Dom 0. Next, packets flow are into the Physical Ethernet Driver ethO and then into the
internet. However; HM will ignore the SM and.cannot monitor packet flows and store all
event logs.

In order to solve the network flow and parallel issue, thus, this work modifies the Guest
OS of Dom U to be parallel. This thesis proposes and designs the Virtual Honeypot Redirect
Mechanism (VHRM) for solving the SM and the HM of the virtual system bypassed
problems.

Design approach is to direct packet flows from HM to Network Backend Driver (NBD)
of the Dom 0 at first, and then from NBD redirect to VethO of SM of Dom U after being
processed by IVN module, and then from Vethl to VethO of SM to xenbr0 of NBD, finally, the
packet flows from xenbrO outbound to Physical Ethernet Driver ethO. As shown in dotted

red-line path of figure 3.6.
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Figure 3.6: Design of Isolated Virtual Network module based on VHRM.

3.7.2 Implementation of Isolated Virtual Network Module

The shortest path will be considered as the design concept, The main advantage of
VHRM adopts Layer 2 network protocol to connect when network packets flowing outbound
VHSP. In addition, compared with this, it can be slowed and reduced more efficiency
consumption for NBD in Dom0 than Layer 3. The efficiency flows in Layer 2 are more rapid
than in Layer 3. Moreover, the virtual network interface of Security Module that includes the
VethO and Vethl also adopts the same approach of Layer 2 to conduct the network packet
flows, and meanwhile uses the transparent mode to transfer packet flows. At the same time,

through MM and DM to collect data, it logs and monitors all network events.
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Outbound design flow is described as the solid red-line path, as shown in figure 3.7.
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Figure 3.7: Flow chart of VHSP design approach.

Step 1: Honeypot module to IVN module.
The first step is to make all packets inside the Honeypot Module to redirect toward
the IVN module of Xen Virtual Networks in Dom 0.

Step 2: I'VN module to Vethl of Security Module.

From IVN module it directs connection to the Vethl of Security Module.
Step 3: Vethl to Vetho.

Step 3 uses layer 2 to lead packets from IVN module to the network interface Vethl;
they go through VethO of Security Module in Dom U.
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® Step 4: VethO to xenbrO.

All data flows go through the network interface Vethl of Security Module to Veth0
passing Virtual IPS and Virtual Firewall respectively. Next, packet flows will direct

connect to xenbr0 of Network-Bridge Driver.

® Step 5: xenbr0 to Physical Network Driver ethO.
Data flows are also go through the bridge connection mode from VethO direct
connect to the xenbr(O, which is the xenbr0 of Network-Bridge Driver (NBD)
component in Dom 0. Finally, in the XenoLinux environment, this work use bridge
mode to transfer all data to the ethO, a Physical Ethernet Driver (PED) via xenbr0.

The design flow of inbound flows is reverse.

3.8 VHSP Virtual Networking

Firstly, VHSP virtual networking is_shown in’ figure 3.8. The part of VHSP network
operating flow design will be displayed by the complete flow of the overall system module
and network. As for the part of network flows,.it has been described in Section 3.7.2 and

figure 3.7 in this Chapter.
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Figure 3.8: The architecture.of VHSP Module and Flow Design.

Secondly, as for the part of using the WMI management interface to monitor and manage,
researchers can externally access VHSP via the “NAT to physical device” in “Xen Virtual
Networks”. Veth2 adopts the private IP logon to improve the security of connection. Via the
external physical network to logon the Virtual WMI, and access to the Veth2 to manage the
Virtual Firewall, Virtual IPS and Virtual Database systems. However, all connections are

controlled and limited by Network Security Policy.
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Chapter 4 Results and Discussions

This experiment in this Chapter is used to verify the feasibility of VHSP architecture and
virtual networking.

The simulation scenarios for VHSP validation is used Nessus [22] vulnerability scanning
tool to verify our platform, network path and VHSP modules, and also check and review the
virtual networking and event logs from WMI of VHSP. Finally, this work comparison result of
Honeynet deploys and design methodology that includes the minimum Honeynet deployment
requirement. The minimums number of hardware devices and comparison of different feature

of Honeynet in the last section 4.3.

4.1 Simulation Scenario

In this experiment, the Nessus vulnerability scanning tool is used to verify our platform
of VHSP which is designed in this section.

Nessus is a set of open-source software, and a well-functioned Nessus vulnerability
scanner. Nessus uses the client / server model. It is a modular architecture consisting of
centralized servers that conduct security holes scanning, and support remote client login for
system management. The main function is to conduct the in-depth security test and system
vulnerabilities analysis aiming at various system and network vulnerabilities for all of
platforms. Nessus also can detect of missing system patches and Hot-fix packages, and do
execution of the security tests scenarios in the various network environments. For example, it
can simulate attacks to pinpoint vulnerabilities and detection of system security holes in local

or remote operating system.
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However, Nessus is used here to simulate various system vulnerabilities and online
Hackers network attacks. In this scenario, the Linux virtual Honeypot uses CentOS and
window 2000 virtual Honeypot. Now, there are currently 31558 different plugins used by
Nessus, covering local and remote flaws. In this experiment the scan policy and simulation

scenario use default setting.

As shown in the above figure 4.1, we take out 2 sections of Inbound and Outbound
network logs from a large number of VHSP logs, which are indicated in figure 4.1. Thus, with
the logs information we could clearly understand and determine that the overall network

process and operation conforms to the design stated in figure 3.6.

Feb 24 16:05:51 vhphw kemel: INBOUND TCP:
IN=br0 OUT=br0 PHY SIN—cth(
PHYSOUT=ethl SRC=###&## DST=##&#
LEN=48 TOS=0x00 PEEC=0x00 TTL=128
ID=41656 DF PROTO=TCP SPT=3992
DPT=11214 WINDOW=56553> BEES=0=x00 SYIN
URGP=0D

Feb 24 16:06:47 vhphw kernel: OUTBOUND UDP:
IN=br0 OUT=br0 PHY SIN=ecth 1
PHYSOUT=eth0 SRC= # #&# DSET=1##&##%#
LEN=50 TOS5=0x00 PREEC=0=00 TTL=128
ID=40835 PROTO=UDP SPT=137 DPT=137
LEN=70

Figure 4.1: VHSP inbound and outbound network operation.
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4.2 Simulation Validation

The audit vulnerability scan policy and well-known ports scanning policy are default
setting in this scenario.

First of all, we connect to Web Management Interface (WMI) in VHSP via web browser,
as shown in figure 4.2. The overall operating system and network with the logon record of
abnormality or attack can be observed from the administration page. Next, on the upper-right
corner, a heading lists as: “Created: Wed Jan 14 08:50:49 2009 Last Update: Tue Feb 24
16:24:33 2009”, and shows a simple real-time flow curve diagram.

In such a diagram, a right triangle can be seen. It means that there are more than 2000
Kbytes transferred at the time of “Feb 24 16:24:33 2009”. The most important feature is that
the number of flows in “1 Hour” has hit the mark as high as 18212. At the same time, the
administrator correspondingly reflects the rightmost “ids” on this column and that indicates 8
warning logs in 18212 logons.

Next, a column titled as the “Top 10 Honeypots” on the lower-left corner of the WMI
management screen, shows 16 events‘of sending 19779 session IDS for one IP connection
within a short period of time (most of them are the attack connections).

In figure 4.2, there are other related basic information for network statuses existed
respectively, including the information of Host, connections, IDS events, etc. It can

implement the real-time analysis on the abnormal flow status and warning.
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Figure 4.2: The Web Management Interface status monitor which is based on Virtual Machine

Monitor environment.

As displayed in figure 4.3, a researcher can make use of the Virtual Machine Manager

for Xen control software to monitor the allocation status of Real-Time (RT) resources for Xen

module and the efficiency analysis for each module’s operation.
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Figure 4.3: Virtual Machine Monitor based on VHSP Monitor interface.

4.3 Comparison Results of Honeynet Design Methodology

In this section, we give a brief introduction for comparison on Honeynet deployment
requirement, Honeynet hardware cost, devices, and different feature of Honeynet to describe
the Honeynet design methodology. Section 4.3.1 compares the minimum Honeynet
deployment requirement. Section 4.3.2 compares the minimum number of hardware devices
for Honeynet deployment. Comparison with different features of Honeynet, including

equipment cost, resources utilization, flexibility, re-configurability, deploy strategies, and the

system performance, is described in the last section 4.3.3.
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4.3.1 Comparison of the Minimum Honeynet Deployment Requirement

This Section compares from Table 4.1, the minimums Honeynet deployment requirement
and discovers that integrated VHSP of virtualization technology will be able to lower
consumption and usage rate of both hardware resources and physical equipment.

Taking hardware cost into consideration, we compares the minimum Honeynet
deployment requirement in Table 4.1. The conventional Honeynet requires at least six entities
(including an optional equipments), while the proposed VHSP of ours needs a maximum of

only two necessary entities equipment. (This is including an optional device.)

Table 4.1: Minimums Honeynet deployment requirement.

}vﬁn1mu1r_1I$§mber of Feature Conventional | Modified | Hyvbrid %;%g;:k

(1) |[WH 1 1
(2y |LH 1 1
(3) |FM 1
4y |IPSM 1

n>=Host >=1 (5) |MI 1 1 1
(6) |HiFI 1 1
(7 | VMIH 1
(&) |OOM 1 1 1 1
(9) | VHSP 1

Total & 5 4 2

(1) WH = Windows-based Honeypot
(2) LH=Linux-based Honeypot
(3) FM = Host-based Firewall or Network-based Firewall

(4) IPSM = Host-based IPS or Network-based IPS

(5) MI=Management Interface
(6) HiFI=Honeywall integration of the Firewall & IPS
(7) VMiH = Virtual Machine integration of the Honeypot

(8) OOM = Other Option Module

{9y WVHSP = Virtual Honevnet Security Platform
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4.3.2 Comparison of the Minimums Number of Hardware Devices

As shown in Table 4.2, this part compares the entities required for the use of hardware
quantities and resources consumption of each different deployment strategies, as stated above;
the VHSP can greatly reduce hardware costs and waste of resources.

Supposing that a researcher uses the conventional deployment as a benchmark to
quantify; in this work it only needs 33% of hardware requirements, saving 66%, only 1/3 of
the conventional one.

In addition, for consideration on performance, one unit of entities equipment is rather
difficult to compare with many units of entities equipment. But if researchers focus for their
resource utilization, flexibility in deployment strategies, re-configurability, as well as the most

important of the above-mentioned hardware cost; VHSP should be a better way.

Table 4.2: Minimums number of hardware-devices of Honeynet comparison results.

Number of Hosts
[T o I S B - A U R = e L

Conventional Modified Hybrid This Work (VHSP)

@ VHSP 1
m00M 1 1 1
B VMiH
EHIFI 1
BMI
oIPSM
OFM
BLH
Wl

Lt L L Y

bt | bt | bt | e |
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4.3.3 Comparison of Different Feature of Honeynet

In this Section, we give a brief introduction for comparison of hardware and equipment
cost, flexibility and deploy strategies, hardware resource utilization, systems / networking
performance and re-configurability, as shown in Table 4.3.

A new virtual Honeynet architecture is developed, and the VHSP is implemented.
Comparison shown in Table 4.3 and discovers that integrated VHSP virtualization technology
will be able to lower consumption and usage rate of both hardware resources and physical
equipment, and be able to increase hardware resource utilization, flexibility & deploy

strategies, and Honeynet re-configurability in VHSP.

Table 4.3: Comparison of different features of Honeynet.

Horfg;;z:% oo Conventional| Modified | Hybrid ngz\g’g;k
Hardware & Equipment Cost High High Medium Low
Flexibility & Deploy Strategy Low Low Medium High
Hardware Resource Utilization Low Low Medium High

Networking & System High High Medium Low
Performance
Re-configurability Low Low High High
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Researchers know that the international Honeynet Project [5] against the proposed virtual
Honeypot [14] possible method and approach [3] are using VMware [7] [9] and other VT for
the Honeypot system and the conventional Honeynet architecture with network design, while
our proposed design of virtual Honeypot adopted Ian Pratt’s [12] emphasis Paravirtualization

that it can provide the similar speed to the physical operating system.
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Figure 4.4: Comparison of the performance of Native Linux (L), XenoLinux (X), VMware

workstation 3.2 (V) and User-Mode Linux (U).

As shown in figure 4.4, The Native Linux (L) can provide similar speed to real Operating
System [12]. Although a researcher needs to modify the Kernel of PV Guest OS in VHSP, but
we take better performance and meantime consideration for hardware and software resources,
our research proposes a virtual Honeypot of the All-in-One VHSP platform, using
paravirtualization based on XenoLinux virtual environment. And it will be the best solution

for Honeynet architecture design in the near future.
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Chapter 5 Conclusion and Future Works

5.1 Conclusion

The main purpose of this thesis is to improve the design and concept of conventional
Honeynet architectures. This works propose the VHSP and designs the VHRM for solving SM
and HM of the virtual system bypassed problems. Based on our approach, the VHSP modules
can choose an appropriate method in the Virtual Machine-based scheme for various design
conditions. Compared with the conventional deployment as a benchmark to quantify, in this
work it only needs about 33% of hardware requirements, saving 66%. Therefore, this work
has contributed a better operating strategy of 'software and hardware resources, from the
perspective of technological development and innovation. Our proposed VHSP is not only a
cost-effective design but also a more flexible security research platform. Moreover, the VHSP
also conforms to the latest concept.of Green IT design. In the near future, the VHSP can

support and include those approaches and methodology to the Taiwan Honeynet Project.

5.2 Future Works

® The VMI of the Honeynet and VMM needs to be technological integrated.
® The first security issue for Taiwan Honeynet Project is to collect malware samples.

® Distributed VHSP, (DVHSP) is a good direction for research and design in

Taiwan’s Research Network (Taiwan Honeynet Project).

® In order to enhance the VHRM performance, a new mechanism called Physical
Network Interface Honeypot Redirect Mechanism (PNIHRM) that is a good

direction to enhance and support packet throughput performance.
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® A new security research architecture is the Honeynet Central Management System
(HCMS). All of Distributed VHSP components that include system resources and
all processes will be Real-Time Monitoring (RTM) and Management.
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