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Abstract

Heterogeneous network scheduling becomes more and more popular. There are
some papers do the research of heterogeneous network scheduling, and they use the
concept that choosing the interface with the shortest transmission time. However, in
those papers, they didn’t consider the impact of bandwidth request mechanisms. In
uplink, bandwidth request mechanisms affect the bandwidth allocation, and in those
papers, they cannot use their methods to estimate the delivery time in IEEE 802.16
WiIMAX networks, because they just consider the data rates of different interfaces,
they didn’t consider the effects of the bandwidth request mechanisms. So we study the
impacts of bandwidth request mechanisms for Best Effort (BE) traffic in IEEE 802.16
WIMAX networks. In this™thesis, we discuss the “different bandwidth request
mechanisms on Best Effort connections, and discuss two different contention-based
mechanisms and two different piggyback-based mechanisms additionally. From the
simulation results, we can know the‘conclusion that in heavy traffic load, we should
use polling mechanism; in light traffic load, we should use contention mechanism and
piggyback mechanism. By our study, the conclusion may help the IEEE 802.16
WIMAX MAC layer scheduler designers to design a more efficient scheduler for

requesting bandwidth to increase the system performance.
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Chapter 1. Introduction

Heterogeneous network scheduling becomes more and more popular. Several
papers concern about this issue. In [6, 7], the authors propose an algorithm named
EDPF (Earliest Delivery Path First) to do the heterogeneous network scheduling.
They calculate the packet delivery time for each path, and select the path with shortest
packet delivery time to transmit data. There are some other papers also do the research
of heterogeneous network scheduling, and their main ideas are also from [6, 7]. In [8,
9], the authors modify the EDPF method in [6] using time-slotted concept, and in [10],
the authors add the concept that the packet transmission may be fail into EDPF
method in [6]. In those papers, they do not think about the effect of bandwidth request
mechanisms. In uplink, bandwidth—request  mechanisms affect the bandwidth
allocation, and in those papers, they-cannot use their methods to estimate the delivery
time in IEEE 802.16 WiMAX networks, because they just consider the data rates of
different interfaces, they do not consider the effects of bandwidth request mechanisms.
Though we can add the bandwidth request. mechanism concept in the above work, we
find another problem. In WiMAX networks, if the Best Effort (BE) connection using
the contention-based mechanism to get grant from the BS, the connection should
contend for the next generated packet (which is not be scheduled) after all the
scheduled packets are transmitted, just like Fig. 1. In Fig.1, the SS requests bandwidth
for packet A in Frame I, and packet A transmits in Frame (1+1). Packet B is arrived in
Frame (I1+1), but the SS cannot request bandwidth for packet B, it should wait until
Frame (1+2) to send the request for packet B. This means that if the SS can get grant
every time, the SS transmits the bandwidth request once at least two frames (the first
frame is for sending the bandwidth request, and the second frame is for sending

packets). This causes the long bandwidth request delays, and this may let the



scheduling in heterogeneous networks become unfair,

There is another reason for us to study the effects of bandwidth request
mechanisms for BE traffic in IEEE 802.16 WiMAX networks. There are some papers
discussing about the analysis of contention periods in IEEE 802.16 WiMAX networks.
In these papers, the authors propose equations to determine the length of contention
periods. In [11], the authors finally say that the best contention period size is 2N-1 (N
means the number of SSs). Though they determine the best length of contention
periods, in heavy traffic loads, the BS still cannot grant the SS because of the
inefficient bandwidth (the longer contention period, the shorter uplink subframe). So
it is no use to larger the contention period size when the bandwidth is inefficient, and
this is why we want to know the effects of bandwidth request mechanisms for BE

traffic in IEEE 802.16 WiMAX networks.

Packet A Packet B
arrival arrival
DL subframe . UL subframe _ L subframe - UL subframe _ DL subframe . UL subframe
MAP Contention Period "MAP Contention Period “MAP Contention Period "
- - - - - -
] Frame [ R I Frame [+1 J R I Frame [+2 R
Contention . . Conténtion
Scheduling
- Packe S Packet A - Pack
for Packet A into MAP for Packet B

departure

Fig. 1 Contention mechanism in IEEE 802.16 WiMAX network

1.1 An Overview of IEEE 802.16 WIMAX
Network

The IEEE 802.16 WiMAX network is for metropolitan broadband wireless
access (BWA) systems, and there is an industrial association called Worldwide

Interoperability for Microwave Access Forum was formed to improve the standards



by specifying specifications between IEEE 802.16 network products from different
sellers. Accordingly, IEEE 802.16 networks are referred to WiMAX networks.

In the IEEE 802.16 standard [1], it said that WiMAX interfaces can support two
kinds of topologies, one is PMP (Point-to-Multipoint) topology and the other is mesh
topology. In the PMP network, a centralized base station (BS) controls the resources
between the subscriber stations (SSs) and the BS. While in the mesh network,
network traffics can be routed through other SSs or directly transmitting between SSs.
In this thesis, we only concern about the PMP mode, and it is the first choice of
WiMAX operators.

The MAC layer in IEEE 802.16 WiIMAX networks is connection-oriented.
Shortly after the SSs do the registration, connections are combined with different
service flows (one connection per service flow), and different service flows define the
different QoS parameters for theeMAC PDUs. Service flows provide the mechanisms
for uplink and downlink QaS management, and they are integral to the bandwidth
allocation process in IEEE 802.16 WiMAX network MAC layer.

IEEE 802.16 WIiMAX network MAC layer uses a request/grant mechanism to
control transmissions. If a SS needs to transmit data to the BS, it should first request
an opportunity to transmit data from the BS, and then the BS is responsible to allocate
a transmission opportunity called grant in the next uplink subframe. One SS may
request uplink bandwidth on a per connection basis, but the BS grants the bandwidth
to SSs on a per SS basis.

There are different types of uplink bandwidth requests, polling, contention,
bandwidth stealing, and piggyback requests. Except the unsolicited grants mechanism
is provided the bandwidth request by the BS actively, the other mechanisms need SSs
to send bandwidth requests for getting grant from the BS. We will give more detailed

descriptions for these types of uplink bandwidth request in the section 1.1.1.
3



Scheduling services represent mechanisms to handle data supported by the IEEE
802.16 WiMAX network MAC layer scheduler for data transmissions on a connection
(service flow). Each connection is related to one data service, and each data service is
related to a set of QoS parameters. There are four services are supported: Unsolicited
Grant Service (UGS), Real-time Polling Service (rtPS), Non-real-time Polling Service
(nrtPS), and Best Effort (BE). section 1.1.2 gives more detailed description about

these four services.

1.1.1 Bandwidth Request Mechanisms

In IEEE 802.16 standard [1], there are different types of uplink bandwidth
requests, polling, contention, bandwidth stealing, and piggyback requests. Except the
unsolicited grants mechanism-is provided the bandwidth request by the BS actively,
the other mechanisms need SSs to send bandwidth requests for getting grant from the
BS. In this section, we will introduce the different bandwidth request mechanisms,

polling, contention, bandwidth stealing;-and piggyback.

1.1.1.1 Polling Mechanism

Polling is the process that the BS allocates bandwidth to the SSs for the purpose
that SSs can send bandwidth requests to the BS, and polling is also done on the SS
basis. There are three types of polling, unicast polling, multicast polling, and
broadcast polling.

First, let us discuss about the unicast polling. Once a SS is polled individually, the
SS will be allocated in the UL-MAP, and the allocated bandwidth is sufficient for the
SS to send one bandwidth request. If a SS has an UGS connection, the SS should not

be polled by the BS unless the PM bit is set in the Grant Management subheader.
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Then, we talk about the multicast polling and broadcast polling. The difference
among multicast polling, broadcast polling, and unicast polling is that the BS allocates
bandwidth to the different connection identifiers (CIDs). In multicast polling and
broadcast polling, the BS allocates bandwidth to the multicast CIDs and broadcast
CIDs, while in the unicast polling, the BS allocates bandwidth to the SS’s basic CID.
In addition, multicast polling and broadcast polling are used when there is insufficient
bandwidth to individually poll all SSs. In this situation, some SSs may be polled in
multicast groups or the broadcast poll may be issued. In this thesis, we just discuss

about the unicast polling. There is a simple example for unicast polling in section 2.2.

1.1.1.2 Contention:Mechanism

Contention may occur in-the request intervals.(contention periods), once the SSs
want to send bandwidth requests, the SSs will do the-contention resolution in the
contention period at the current frame.

The mandatory method of “contention resolution should be supported is the
truncated binary exponential backoff with the initial backoff window and the
maximum backoff window controlled by the BS. The values represent a power-of-two
value, that is, a value of 4 means a window between 0 and 15, and a value of 6 means
a window between 0 and 63.

The SSs should select a random number in its backoff window, and this random
number means the number of contention transmission opportunities that the SSs
should defer before transmitting its bandwidth request. After a bandwidth request
transmission, if the SS can get grant at the next frame, the contention resolution is
complete, and if the SS cannot get grant at the next frame, the SS should double its

backoff window, as long as the value is less than the maximum backoff window, and



continuing the contention resolution process. In addition, there is a simple example

for contention mechanism in section 2.1.

1.1.1.3 Bandwidth Stealing Mechanism

Bandwidth stealing mechanism is also one of the methods for the SSs to send
bandwidth requests. In bandwidth stealing mechanism, the SS will use a portion of

bandwidth that had allocated for the SS to transmit data to send a bandwidth request.

1.1.1.4 Piggyback Mechanism

Piggyback mechanism is to use the MAC subheader to request additional
bandwidth for the current connection, and we call this request as the piggyback
request. Once the SS has one packet can be transmitted in this frame, the SS can
request bandwidth for this connection by piggybacking a bandwidth request in the
scheduled packet MAC subheader.” There isa.simple example for piggyback

mechanism in section 2.3.

1.1.2 Scheduling Services

The following are the brief introduction of the four scheduling services,
Unsolicited Grant Service (UGS), Real-time Polling Service (rtPS), Non-real-time

Polling Service (nrtPS), and Best Effort (BE).

1.1.2.1 Unsolicited Grant Service (UGS)

The UGS is designed for real-time service flows that generate fixed size packets

on a periodic interval. The BS should provide grants to the SSs at periodic intervals
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based on the Maximum Sustained Traffic Rate of the service flow, and the SSs are
prohibited from using any contention requests for these connections. There is a Grant
Management subheader used to pass the status information from the SS to the BS
regarding the state of the UGS flow, and in this subheader, there is a field called
poll-me (PM) bit is used to request to be polled for a different, non-UGS connection.
On the other words, UGS is allowed to request a unicast poll for bandwidth need by
non-UGS connections if the PM bit is set. In addition, UGS is not allowed to request
bandwidth using piggyback requests and bandwidth stealing.

The QoS parameters hold by UGS are the Maximum Sustained Traffic Rate, the
Minimum Reserved Traffic Rate (if this presents, it should have the same value as the
Maximum Sustained Traffic Rate), the'Maximum Latency, the Tolerated Jitter, and the

Request/Transmission Policy.

1.1.2.2 Real-time Polling Service (rtPS)

The rtPS is designed for real-time _service flows that generate variable size
packets on a periodic interval. The BS should provide periodic unicast request
opportunities for the SSs to request bandwidth, and the SSs are prohibited from using
any contention requests for these connections. The rtPS is allowed to request
bandwidth by piggyback requests, bandwidth stealing, and unicast polling.

The QoS parameters hold by rtPS are the Maximum Sustained Traffic Rate, the
Minimum Reserved Traffic Rate, the Maximum Latency, and the

Request/Transmission Policy.



1.1.2.3 Non-real-time Polling Service
(nrtPS)

The nrtPS is designed for delay-tolerant service flows that generate variable size
packets and a minimum data rate is required. The BS provides timely unicast request
opportunities for the SSs to request bandwidth, and the SSs are allowed to use
contention requests for these connections. The nrtPS is allowed to request bandwidth
by piggyback requests, bandwidth stealing, and polling.

The QoS parameters hold by rtPS are the Maximum Sustained Traffic Rate, the
Minimum Reserved Traffic Rate, the Traffic Priority, and the Request/Transmission

Policy.

1.1.2.4 Best Effort (BE)

The BE is designed for_the service flows which no minimum service level is
required, and it is handled on a space-available basis. The BE is allowed to request
bandwidth by piggyback requests, bandwidth stealing, and polling.

The QoS parameters hold by rtPS are the Maximum Sustained Traffic Rate, the

Traffic Priority, and the Request/Transmission Policy.

Now we have introducing how does the IEEE 802.16 WiMAX network MAC
layer scheduler operate, and we also have introducing the bandwidth request
mechanisms and the different scheduling services. Next we will show the related

work about this thesis.



1.2 Related Work

In [3], the authors propose an approach comparing contention based and polling
based bandwidth request methods, and they also provide an analytical model for the
contention based bandwidth request method. They focus on the bandwidth request
delays between the different methods, but they do not consider the packet
transmission delays. In our work, we consider both the bandwidth request delays and
packet transmission delays. In [4], the authors do the research about the piggyback
request mechanism. They show that using the piggyback request mechanism can
reduce the collisions of bandwidth requests, and the performance increase by using
piggyback requests when there are a lot of users and all of them are with short packet
inter-arrival times. In [5], the_.authors study the contention based and polling
bandwidth request mechanisms. The-major. difference with [3] is the error-prone
channel, that is, they simulate contention based bandwidth request mechanism with
both error-free and error-prone channels. It is the same-as [3] that they only consider
the bandwidth request delays and do net.consider the packet transmission delays, too.
In [11], [12], [13], all of them show the optimal size of contention periods for the
contention-based bandwidth request mechanism, they use mathematical model to find
the optimal contention period size, but once the contention period becomes longer, the
uplink capacity will be shorter. So we do other bandwidth request mechanisms in this
thesis for saving the time of bandwidth request delays.

We concentrate on contention/polling/piggyback bandwidth request mechanisms
at the same time, and there is no paper has been published studying these mechanisms
at once. In this thesis, we show the impacts of the contention/polling/piggyback

bandwidth request mechanisms for BE traffic in IEEE 802.16 WiMAX networks.



1.3 Organization

The organization of the following thesis is as follows. Chapter 2 describes the
bandwidth request mechanisms on Best Effort connections in IEEE 802.16 WiMAX
network, Chapter 3 describes the proposed bandwidth request mechanisms on Best
Effort connections in IEEE 802.16 WiMAX network, Chapter 4 describes our
simulation environment and results, and Chapter 5 is the conclusions and future work

of this thesis.
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Chapter 2. Bandwidth Request
Mechanisms for Best Effort Connections

In the IEEE 802.16 standard [1], BE connections can use contention mechanism,
polling mechanism, piggyback mechanism, and bandwidth stealing mechanism to
request bandwidth. We have already introduced the above bandwidth request
mechanisms in Chapter 1. In fact, the standard do not illustrate how to realize these
mechanisms, here, we discuss about the following mechanisms, contention-based
bandwidth requests, piggyback requests, or polling to get bandwidth for BE
connections from the BS.

In this chapter, we will show how to use contention, polling, and piggyback

mechanisms sending bandwidth requests and give figures to illustrate.

2.1 Type | - Contention Mechanism

In Type | - Contention mechanism, if there are BE packets need to be sent by the
SSs, the SSs will send a bandwidth request to the BS in the contention periods. First,
the SSs will randomly choose a number between 0 to Wo-1 (W, is the initial contention
window size). Then, the SSs will send bandwidth requests to the BS after the random
choosing slot time in the contention periods. Once the SSs are failed to transmit a
bandwidth request to the BS, the SS will double the contention window size like the
IEEE 802.11 backoff procedure dose (truncated binary exponential backoff
procedure). If the transmission succeeds, the contention window size should be reset
to Wo.

In Fig. 2(a), there is one BE packet arrives in Frame I, and the SS does the
contention resolution as mentioned above to send a bandwidth request in Frame I’s

contention period. In Frame (I+1), the SS knows that it has got the grant from the BS,
11



and the SS will use the allocated bandwidth to transmit its own packets. In Fig. 2(b),
there is one BE packet arrived in Frame I, and the SS does the contention resolution
as mentioned above to send a bandwidth request in Frame I’s contention period. But
in Frame (1+1), the SS knows that it does not get grant from the BS, the SS will
double the contention window size, and transmit bandwidth request again in Frame
(1+1)’s contention period, until it gets grant in Frame (I1+2), it uses the allocated
bandwidth to transmit its own packets.

There is one thing need to be mentioned. If the SS has got the grant from the BS
in a frame, the SS cannot transmit bandwidth requests in this frame. This means that if
the SS can get grant every time, the SS transmits the bandwidth request once at least
two frames (the first frame is for sending the bandwidth request, and the second frame

is for sending packets).

Packet
arrival

DL subframe . UL subframe _ DL subframe - UL subframe _ DL subframe . UL subframe
MAP Contention Period "MAP Contention Period “MAP Contention Period "
- - - - - -
I Frame [ R Frame [+1 R Frame [+2 R
Contention Scheduling Packet
into MAP departure

Fig. 2 (a) Type | - Contention mechanism with successfully contend at the 1st time

Packet
arrival

DL subframe . UL subframe _ DL subframe . UL subframe DL subframe . UL subframe
MAP Contention Period MAP Contention Period MAP Contention Period
- - - - - -
A
I Frame [ Frame [+1 Frame [+2
- = = >
. v
Contention Contention Scheduling Packet
into MAP departure

Fig. 2 (b) Type I - Contention mechanism with successfully contend at the 2nd time
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2.2 Polling Mechanism

In polling mechanism, the BS polls SSs if they have rtPS, nrtPS, or BE
connections. Once the BS polls the SSs, the SSs are allowed to send bandwidth
requests to the BS. In the IEEE 802.16 standard [1], it does not give a detailed
description to realize the polling mechanism. It does not talk about when the BS
should poll the SSs, and we call this period as the polling period. In our method, we
put polling periods in the uplink subframes as Fig. 3 shows, just as [5], [14], and [15]
do. Here, we only discuss the unicast polling.

As Fig. 3 shows, there is one BE packet arrives in Frame |, and the BS polls this
SS in Frame I. The SS will send the bandwidth request at the specified slots which the

BS scheduled in the MAP.

Packet
arrival Polling Period Polling Period
A >
DL subframe UL subframe DL subframe UL subframe
<4t > 4>
MAP Contention Period MAP Contention Period
<> < - > <

Fraﬁle 1 ﬁ Frame I+1
< —_— t >
Bandwidth Scheduling Pack
Request . acket
q into MAP
departure

Fig. 3 Polling mechanism

2.3 Piggyback Mechanism

In piggyback mechanism, the SS can send bandwidth request by the piggyback
request. If there is one packet can be transmitted in this frame, the SS can request

bandwidth for this connection by piggybacking a bandwidth request in the scheduled
13



packet.
As Fig. 4 shows, there is one BE packet arrives in Frame I, and there is one
packet can be transmitted in this uplink sub-frame. The SS will add the bandwidth

request on the scheduled packet, and transmit the bandwidth request and the

scheduled packet to the BS at once.

Packet
arrival

DL subframe B UL subframe _ DL subframe B UL subframe
MAP Contention Period “MAP Contention Period i
- - - -
Frame I ﬁ Frame [+1
< > F
l’iggyl)‘uck S:chcduling Packet
Bandwidth into-MAP departure
Request

Fig. 4 Piggyback mechanism

Using polling and piggyback mechanisms can prevent from bandwidth requests

collision, because they do not-need to contend.
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Chapter 3. Proposed Bandwidth Request
Mechanisms for Best Effort Connections

In the IEEE 802.16 standard [1], BE connections can use contention mechanism,
polling mechanism, piggyback mechanism, and bandwidth stealing mechanism to
request bandwidth. We have already introduced the Type | - Contention mechanism,
polling mechanism, and piggyback mechanism in Chapter 2. In this chapter, we
propose two different contention-based and piggyback-based bandwidth request
mechanisms, called Type Il - Contention mechanism and Modified-Piggyback
mechanism to compare with Type | - Contention mechanism and piggyback

mechanism illustrated in Chapter 2.

3.1 Type Il - Contention Mechanism

Here, we introduce a new contention-based mechanism, called Type Il -

Contention mechanism, to compare with the Type I - Contention mechanism in
section 2.1.
In Type Il - Contention mechanism, the operations are similar with Type | -

Contention mechanism, the only difference between Type Il - Contention mechanism
and Type | - Contention mechanism is that once a SS send a bandwidth request to the
BS successfully, but the BS does not grant the SS in the following frame, the BS will
reserve this bandwidth request for x frames, so the SS should not send bandwidth
request in the following x frames. This can reduce the bandwidth request numbers
issued by SSs.

In Fig. 5(a), there is one BE packet arrived in Frame I, and the SS does the
contention resolution as mentioned above to send a bandwidth request in Frame I’s

contention period. In Frame (I+1), the SS knows that it has got the grant from the BS,

15



and the SS uses the allocated bandwidth to transmit its own packets. In Fig. 2(b), there
is one BE packet arrived in Frame I, and the SS does the contention resolution as
mentioned above to send a bandwidth request in Frame I’s contention period. In
Frame (I+1), the SS knows that it does not get grant from the BS, but because of the
Type Il - Contention mechanism, the SS will not transmit the bandwidth request again
in Frame (1+1)’s contention period, and until it gets the grant in Frame (1+2), it uses
the allocated bandwidth to transmit its own packets. If the SS cannot get grant till the

Frame (I1+x-1), the SS will send a new bandwidth request to the BS in Frame (1+x).

Packet
arrival

DL subframe . UL subframe _ DL subframe . UL subframe _ DL subframe . UL subframe
MAP Contention Period "MAP Contention Period “MAP Contention Period "
- - - -« - -
I Frame [ - Frame [+1 3 Frame [+2 -
Contention Scheduling Packet
intoiMAP departure

Fig. 5 (a) Type Il - Contention mechanism with successfully contend at the 1st time

Packet
arrival

DL subframe UL subframe DL subframe UL subframe DL subframe UL subframe

MAP Comemion‘Period MAP Comemion‘P‘eriod MAP Comemion‘Period
-~ —r -« -~ >

Frame I Frame I+1 Frame 1+2

Y
Packet
departure

Contention Scheduling
into MAP

Fig. 5 (b) Type Il - Contention mechanism with successfully contend at the 2nd time

3.2 Modified-Piggyback Mechanism
(M-Piggyback)

In the IEEE 802.16 standard [1], it does not have many descriptions about the
16



piggyback requests, and in the standard, it just talks that the piggyback request is used
for the CID, but it does not say it cannot help other connections to request bandwidth
implicitly. By this reason, we introduce a new piggyback mechanism called
Modified-Piggyback mechanism (M-Piggyback) to request bandwidth for the other
connections. We want to use this M-Piggyback mechanism to raise the successful
probability of bandwidth request transmissions, and this would help the SSs to get
grant from the BS.

In M-Piggyback mechanism, the SSs can send bandwidth request by piggyback
requests. If there is one packet can be transmitted in this frame, the SSs can request
bandwidth by piggybacking a bandwidth request in the scheduled packets, the only
difference with piggyback mechanism in 2.3 is that the scheduled packet should not
be the same connection with the new arrival packets.

As Fig. 4 shows, there is one packet arrives in-Frame |, and there is one packet
can be transmitted in this uplink sub-frame. The SS adds the bandwidth request on the
scheduled packet, and transmits-the bandwidth request and the scheduled packet to the
BS at once.

For achieving this concept, we need to modify the grant management subheader
which is used to store the piggyback request. Because we want to piggyback requests
for other connections, we need to add a field into the grant management subheader for
indicating the CID of which connection requests the bandwidth. Fig. 6 shows the
modified grant management subheader format. The Piggyback Request field should
fill with the requested bytes, and the Request CID should fill with the requested

connection ID.
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Fig. 6 Modified grant management subheader format
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Chapter 4. Performance Evaluation

In this chapter, first we introduce our simulation environment, and then show the

simulation results.

4.1 Simulation Environment

Now we know there are many mechanisms for a SS to get grant from the BS.
Here we propose 4 scenarios for simulation to observe the differences between those
bandwidth request mechanisms in section 4.2.1 — 4.2.4.

1. Contention
The first scenario we call it Contention, in this scenario, all the SSs should send

bandwidth request by Type | - Contention mechanism (mentioned at Chapter 2).

2. Polling + Contention

The second scenario we call-it Polling + Contention, in this scenario, the BS polls
the SSs those have rtPS/nrtPS/BE connections. All the SSs can send bandwidth
requests when the BS polls them. If the SSs would not be polled by the BS, they can

use Type | - Contention mechanism (mentioned at section 2.1) to contend bandwidth.

3. Polling

The third scenario we call it Polling, in this scenario, BS polls the SSs those have
rtPS/nrtPS/BE connections. All the SSs can send bandwidth requests when the BS
polls them. If the SSs would not be polled by the BS, they cannot send bandwidth

requests to the BS in that frame.
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4. Piggyback + Contention

The fourth scenario we call it Piggyback + Contention, in this scenario, SSs with
scheduled BE packets could send piggyback requests to the BS (as mentioned at
section 2.3). If the SS could not send piggyback requests, it may use Type | -

Contention mechanism (mentioned at section 2.1) to contend bandwidth.

In section 4.2.5, we compare the two different contention-based mechanisms,
Type | - Contention mechanism and Type Il - Contention mechanism. In the Type Il -
Contention mechanism, the BS will reserve this bandwidth request for x frames, and
we set x=5 in our simulations.

In section 4.2.6, we compare the two different piggyback-based mechanisms using
different scenarios, Piggyback + Contention and M-Piggyback + Contention. The
major difference between piggyback mechanism and-M-Piggyback mechanism is that
the in M-Piggyback mechanism, the SSscan send piggyback requests to the BS with

scheduled rtPS, nrtPS, or BE packets.
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Table 1. Simulation parameters

Parameters Values
Simulation time 10000 ms
Number of BS 1
Number of SS 10, 25, 50
Frame duration 10 ms
Number of symbols per frame 420
Modulation (96%/;:\:5;%?600
NumberP?; ?rr:i)r/;;cal slots 28560
Uplink allocation 198 symbols
Downlink allocation 202 symbols
Preambles 10 symbols
Contention period 10 symbols
Packet payload size 174 bytes

In the following, we introduce our simulation environment. We use Visual C++

In our topology, there are 10 to 50 SSs and one BS. There are 420 symbols in one

21

as the simulation tool. Table 1 shows the simulation parameters.

frame, and each frame is 10ms long. Uplink allocation is 198 symbols, downlink

allocation is 202 symbols, and the contention period allocation is 10 symbols in one




frame. Each symbol has 68 physical slots. Here, we fix the data rate 96 bytes/symbol
with modulation QAMG64 2/3, and the packet payload with 174bytes. In addition, each
simulation executes for 10000ms, and uses error-free channel (this means the packets
fail only due to collisions).

Here, we assume there are 8 rtPS and 8 nrtPS connections in our system. rtPS
rate is between 512Kbps to 1024Kbps, and nrtPS rate is between 256Kbps to
512Kbps. Each SS has one BE connection with packets generation by exponential
inter-arrival time = 10ms.

The BS polls rtPS connections every 3 frames, nrtPS connections every 5 frames,
and BE connections every 10 frames.

First, we simulate the 4 scenarios as mentioned above with SS = 25, and the BE
packets generation with inter-arrival time = 10ms. Then simulate the 4 scenarios with
SS =50, and the BE packets generation with inter-arrival time = 10ms. For the last,
we simulate the 4 scenarios with:SS = 10, and the BE packets generation with
inter-arrival time = 10ms.

The situation with SS = 25 and 50 ‘means the heavy traffic loads, and SS = 10
means the light traffic loads.

Heavy traffic loads means that there is no enough bandwidth can be allocated for
all SSs; light traffic loads means that there is enough bandwidth can be allocated for

all SSs.

The following are the metrics which we observed.

1. Average bandwidth request delay: This is the average time for an SS to get grant
from the BS, and this is starting from the time that the SS send its bandwidth
request to the time that the SS get grant from the BS.

2. Average packet delay (ms): This is the average time for an SS to transmit a BE
22



packet to the BS, and this is starting from the time that the SS generate the packet
to the time that the SS transmit the packet to the BS.

3. Average bandwidth requests per packet: This is the average of total number of
bandwidth requests which are requested by all SSs for each packet.

4. % of getting grant: This is the percentage of bandwidth requests is getting from

grants for all SSs, and we calculate this value by the equation (1)

Taotal g_ran.t bandwldth

1
Total requested bandwldth x100% (1)

5. Total amount of bandwidth requests: This is the total number of bandwidth

requests which are requested by all SSs.

Fig. 7 shows how to calculate packet delay and bandwidth request delay.

Packet A delay time

Packet B delay time

r
A\ v

Packet A Packet B
arrival arrival
DL subframe . UL subframe _ DL subframe . UL subframe _ DL subframe . UL subframe
MAP Contention Period MAP Contention Period MAP Contention Period
- ¥ - - - - -
J Frame | - I Frame I+1 - I Frame [+2
Contention Contention for . .
Schedulin N
for Packet A Packet A & B into M M? Packet A & B
‘ departure

Bandwidth request delay time
P >

Fig. 7 lllustration of packet delay and bandwidth request delay

4.2 Simulation Results

There are some papers discussing about the analysis of contention period in the
IEEE 802.16 WIMAX networks. In these papers, the authors propose equations to

determine the length of contention periods. In [11], the authors finally say that the
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best contention period size is 2N-1 (N means the number of SSs). Though they
determine the best length of contention periods, in heavy traffic loads, the BS still
cannot grant the SS because of the inefficient bandwidth (the longer contention period,
the shorter uplink subframe). In Fig. 8, we run a simulation using the contention
period which can contain 49 bandwidth requests (N=25) as [11] suggests, x-axis is the
different scenarios (1:Contention 2:Polling + Contention 3: Polling 4: Piggyback +
Contention), and y-axis is the average bandwidth request delays with heavy traffic
load (N=25). From the figure, we can know using different bandwidth request
mechanisms can reduce the bandwidth request delays more helpfully, so in the

following, we discuss bandwidth request mechanisms proposed in Chapter 2.

average bandwidth request delay (ms)

scenario

Fig. 8 Average bandwidth request delays upon heavy traffic loads (N=25)

4.2.1 Bandwidth Requests

First, we discuss the amount of average bandwidth requests per packet with
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different scenarios. In Fig. 9, Fig. 10, and Fig. 11, x-axis is the different scenarios, and
y-axis is the average bandwidth requests per packet. In addition, the black bar means
the average bandwidth requests which SS needs to send for getting grants from the BS
for one packet, and the white bar means the average polling/piggyback bandwidth
requests of those bandwidth requests (the value of black bar) which the SS needs to

send for getting grants from the BS for one packet.

As Fig. 9, Fig. 10, and Fig. 11 show, Piggyback + Contention (scenario 4) has the
largest amount of bandwidth requests in these 4 scenarios. The second one is
Contention (scenario 1), and the third one is Polling + Contention (scenario 2).
Polling (scenario 3) has the smallest amount of bandwidth requests in these 4
scenarios.

No matter the traffic load is heavy or light, the order of the amount of average
bandwidth requests per packet between 4 scenarios. is the same (Piggyback +
Contention > Contention > Polling + Contention >>> Polling).

First, we should know the intuitive fact that the order of total amount of
bandwidth requests sending by SSs decreasingly is Piggyback + Contention > Polling
+ Contention > Contention >>> Polling. Using Piggyback + Contention sends more
average bandwidth requests per packet than Contention because the piggyback
mechanism can send more bandwidth requests by the scheduled packets. As the same
reason, using Polling + Contention sends more bandwidth requests than Contention,
because the BS will poll SSs additionally. In these simulations, each SS will generate
about one BE packet every frame, so using Piggyback + Contention will be more
bandwidth requests than Polling + Contention. Polling has the smallest amount of
bandwidth requests because the SSs need to wait until the BS polls them, the SSs can

send bandwidth requests.
25



Now, we consider about the amount of average bandwidth requests per packet.
Using Polling mechanism can send bandwidth requests periodically, but using
contention mechanism cannot guarantee the time to get grants, and this means that
using Contention may need to send a lot of bandwidth requests for one packet to
transmit to the BS than Polling + Contention. Therefore, Contention will send more
bandwidth requests in average than Polling + Contention. Finally, we know the order
of the amount of average bandwidth requests per packet decreasingly is Piggyback +
Contention > Contention > Polling + Contention >>> Polling.

In addition, from Fig. 9, Fig. 10, and Fig. 11, we can find the heavier traffic loads,
the lower percentage of bandwidth requests is using polling/piggyback bandwidth
requests.

In Fig. 12, x-axis is the different traffic loads, and y-axis is the average
bandwidth requests per packet with different scenarios. As Fig. 12 shows, heavier
traffic loads would cause “more bandwidth requests per packet with different
scenarios.

In Fig. 13, we let the packet queues at most can store 100 packets, and x-axis is
the different scenarios, and y-axis is the average bandwidth requests per packet upon
N=25. From this figure, we can find the only difference between limited size packet
queues and unlimited size packet queues is that Polling + Contention has fewer
bandwidth requests than Polling. This is because the requested bytes become lesser
than the unlimited size packet queues, and lesser requested bytes cause higher grant

probabilities.
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4.2.2 Percentage of Getting Grants

Next, let us discuss the percentage of getting grant with different scenarios. In
Fig. 14 and Fig. 15, x-axis is the different scenarios, and y-axis is the percentage of
getting grant. In addition, black bar means the value with N=50, and white bar means
the value with N=25 in Fig.8 with heavy traffic load; black bar means the value with
N=10 in Fig. 15 with light traffic load.

Fig. 14 shows the percentage of getting grant with heavy traffic loads. Polling
(scenario 3) has the highest percentage of getting grant in these 4 scenarios. The
following are Contention (scenario 1) and Piggyback + Contention (scenario 4). The
last is Polling + Contention (scenario 2).

Using Polling gets the bandwidth easily because of the lowest collision
probability in these 4 scenarios. As mentioned at section 2.2, polling mechanism will

not cause any collision. Contention and Piggyback + Contention have higher collision
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probabilities than Polling, so they get bandwidth harder from the BS than Polling.
Although Polling + Contention has lower collision probability than Contention,
Polling + Contention still gets bandwidth harder than Contention. This is because the
heavy traffic loads. Heavy traffic loads lead the BS to discard many bandwidth
requests, and Polling + Contention sends more bandwidth requests than Contention, at
this situation, in Polling + Contention, BS needs to discard more bandwidth requests
than Contention. Finally, Contention can have higher grant probability than Polling +
Contention.

Here, we find that Piggyback + Contention performs like Contention. This is also
because of the heavy traffic loads. In heavy traffic loads, the bandwidth requests
sending by piggyback requests is few in.Piggyback + Contention, and this means the
most bandwidth requests are sending by the contention mechanism. So, Piggyback +
Contention performs like Contention.

Fig. 15 shows the percentage of getting grant with light traffic loads. Polling
(scenario 3) has the highest percentage of getting grant in these 4 scenarios. The
following is Piggyback + Contention (scenario 4), and the third one is Polling +
Contention (scenario 2). The last one is Contention (scenario 1).

Using Polling gets the bandwidth easily because of the lowest collision
probability in these 4 scenarios. As mentioned before, polling mechanism will not
cause any collision. Piggyback + Contention has higher collision probability than
Polling, so it gets bandwidth harder from the BS than Polling. But in fact, Piggyback
+ Contention in light traffic loads has low collision probability because of the high
percentage of bandwidth requests sending by piggyback requests. Though the
percentage of bandwidth requests sending by polling mechanism is not low, Polling +
Contention still has higher collision probability than Piggyback + Contention because

of the lower percentage of polling BRs/piggyback BRs. So Polling + Contention gets
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bandwidth hardly than Piggyback + Contention from the BS. Contention has the
highest collision probability, so it gets bandwidth hardest among these 4 scenarios.

In Fig. 16, x-axis is the different traffic loads, and y-axis is the percentage of
getting grant with different scenarios. As Fig. 16 shows, heavier traffic loads would
decrease the percentage of getting grant with different scenarios.

In Fig. 17, we let the packet queues at most can store 100 packets, and x-axis is
the different scenarios, and y-axis is the percentage of getting grant upon N=25. From
this figure, we can find that with limited size packet queues, the percentage of getting
grant is higher than with unlimited size packet queues. This is because the requested
bytes become lesser than the unlimited size packet queues, and lesser requested bytes

cause higher grant probabilities.
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Fig. 14 Percentage of getting grant with heavy traffic loads
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4.2.3 Average Bandwidth Request Delays

Then, let us discuss the average bandwidth request delays with different
scenarios. In Fig. 18 and Fig. 19, x-axis. is the different scenarios, and y-axis is the
average bandwidth request delays. In addition, black bar means the value with N=50,
and white bar means the value with N=25 in Fig.10 with heavy traffic load; black bar
means the value with N=10 in Fig. 19 with light traffic load.

Fig. 18 shows the average bandwidth request delays with heavy traffic loads.
Polling + Contention (scenario 2) has the longest bandwidth request delay in these 4
scenarios. The following are Piggyback + Contention (scenario 4). The third one is
Contention (scenario 1). Polling (scenario 3) has the shortest bandwidth request delay
in these 4 scenarios.

The order of average bandwidth request delays between these 4 scenarios is

related to the percentage of getting grant. The higher percentage of getting grant is,
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the shorter average bandwidth request delay is.

Fig. 19 shows the average bandwidth request delays with light traffic loads, and
all the average bandwidth request delays are very short (shorter than one frame
duration). In addition, they also related to the percentage of getting grant.

In Fig. 20, x-axis is the different traffic loads, and y-axis is the average
bandwidth request delays with different scenarios. As Fig. 20 shows, heavier traffic
loads would increase the bandwidth request delays with different scenarios.

In Fig. 21, we let the packet queues at most can store 100 packets, and x-axis is
the different scenarios, and y-axis is the average bandwidth request delays upon N=25.
From this figure, we can find that with limited size packet queues, the bandwidth
request delays are higher than with_unlimited size packet queues. This is because the
requested bytes become lesser than the unlimited Size packet queues, and lesser

requested bytes cause higher.grant probabilities.
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Fig. 18 Average bandwidth request delays with heavy traffic loads

34



ba(rldwidthlequestugelay (Qs) .

o

=
T

0 1 2 3 4
scenario

Fig. 19 Average bandwidth request delays with light traffic loads upon N=10

O
—O— Contertion
——Polling-+ Contertion !
il ~A— Polling A
Piggyteck + Cortertion|
707 ///// —
’U? ////
Emh » |
g ///
g ///
g s
3 e
o
L 00 |
=
5
£
,:30* |
©
= _—
/" ///
0 P |
//,/’ ////
e
|~ |
1(%/ : — %
e
: !
’\P:lo NE .
SSnodes

Fig. 20 Average bandwidth request delays with different traffic loads
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Fig. 21 Average bandwidth request delays with limited buffer size upon N=25

4.2.4 Average Packet Delays

Then, we discuss the average BE packet delays with different scenarios. In Fig.
22 and Fig. 23, x-axis is the different.scenarios, and y-axis is the average packet
delays. In addition, black bar means the value with N=50, and white bar means the
value with N=25 in Fig.12 with heavy traffic load; black bar means the value with
N=10 in Fig. 23 with light traffic load.

Fig. 22 shows the average packet delays with heavy traffic loads. Contention
(scenario 1) and Piggyback + Contention (scenario 4) have the longest average packet
delay in these 4 scenarios. Next is Polling + Contention (scenario 2). The Least one in
these 4 scenarios is Polling (scenario 3).

Both of Polling and Polling + Contention are using polling mechanism to send
bandwidth requests. Using polling mechanism can send bandwidth requests

periodically, and has higher percentage of getting grant, but using contention
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mechanism cannot guarantee the time to get grants. So Contention is worse than
Polling and Polling + Contention. In addition, Piggyback + Contention performs like
Contention because of the low percentage of piggyback BRs as mentioned before.

Fig. 23 shows the average packet delays with light traffic loads. Polling (scenario
3) has the longest average packet delay in these 4 scenarios. The second one is
Contention (scenario 1), and the third one is Polling + Contention (scenario 2). The
least one is Piggyback + Contention (scenario 4).

Polling has the longest average packet delay because it needs to wait for the BS
polls the SSs. The other 3 scenarios are related to the percentage of getting grant. The
higher percentage of getting grant is, the shorter average packet delay is.

In Fig. 24, x-axis is the different traffic loads, and y-axis is the average packet
delays with different scenarios. As.Fig. 24 shows, heavier traffic loads would cause
longer packet delays with different scenarios.

In Fig. 25, we let the packet queuesat most can store 100 packets, and x-axis is
the different scenarios, and y-axis is.the average packet delays upon N=25. From this
figure, we can find the only difference between limited size packet queues and
unlimited size packet queues is that the packet delay of Polling + Contention is
shorter than Polling. This is because the requested bytes become lesser than the
unlimited size packet queues, lesser requested bytes cause higher grant probabilities,

and higher grant probabilities cause shorter packet delays.
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4.2.5 Type | - Contention vs. Type Il -
Contention Mechanisms

In this part, we want to discuss the difference between Type | - Contention
mechanism and Type Il - Contention mechanism. Here, we think about the following
metric, the total amount of bandwidth requests sending by all SSs with the two

different contention-based bandwidth request mechanisms.

Let us discuss the total amount of bandwidth requests with different scenarios. In
Fig. 26, and Fig. 27, x-axis is the different bandwidth request mechanisms, the left is
Type | - Contention mechanism; the right is Type Il - Contention mechanism, and
y-axis is the total amount of bandwidth requests. In addition, the black bar means the
total amount of bandwidth requests which SS needs to send for getting grants from the
BS with N=50, and the white"bar means the total amount of bandwidth requests which
SS needs to send for getting grants from the BS with N=25 in Fig.14 with heavy
traffic load; black bar means the total amount of bandwidth requests which SS needs
to send for getting grants from the BS with N=10 in Fig. 27 with light traffic load.

Fig. 26 shows the total amount of bandwidth requests with heavy traffic loads.
From Fig. 26, we can find that in heavy traffic loads, using Type Il - Contention
mechanism can reduce the number of bandwidth requests sending by the SSs
obviously. In addition, as the number of SSs increases, the bandwidth requests will
reduce more proportionally, and this means that the higher collision probability, the
more reduction of bandwidth requests.

Fig. 27 shows the total amount of bandwidth requests with light traffic loads.
From Fig. 27, we can find that in light traffic loads, using Type Il - Contention

mechanism does not have any difference with Type I - Contention mechanism because
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of the lower collision probability. So Type Il - Contention mechanism does not have
effect in light traffic loads.

Now, let us think about the impacts on different packet error rates using Type Il -
Contention mechanism. In Fig. 28, x-axis is the different bandwidth request packet
error rates, and y-axis is the average bandwidth request delays. The left one is using
packet error rate = 0 (will not cause any error), the middle one is using packet error
rate = 0.1, and the right one is using packet error rate = 0.3.

As Fig. 28 shows, higher packet error rates would increase the bandwidth request
delays, and this is because in Type Il — Contention mechanism, if the bandwidth
requests sending by SSs are lost, the SSs would not know the transmissions are failed
and they always think their transmissions are succeed. In this situation, the bandwidth
request delays will become longer.

In Fig. 29, x-axis is the different bandwidth request packet error rates, and y-axis
is the average packet delays. The left one‘is using packet error rate = 0 (will not cause
any error), the middle one is using-packet error rate = 0.1, and the right one is using
packet error rate = 0.3.

As Fig. 29 shows, higher packet error rates would increase the packet delays, and
this is because in Type Il — Contention mechanism, if the bandwidth requests sending
by SSs are lost, the SSs would not know the transmissions are failed and they always
think their transmissions are succeed. In this situation, same as the impact on

bandwidth request delays, the packet delays will become longer, too.
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4.2.6 Piggyback vs. Modified-Piggyback

Mechanisms

In this part, we want to discuss the difference between piggyback mechanism
and M-Piggyback mechanism using two different scenarios, Piggyback + Contention
and M-Piggyback + Contention. Here, we think about the following metrics, the
average bandwidth request delays with the two different piggyback-based bandwidth
request mechanisms, and the average packet delays with the two different

piggyback-based bandwidth request mechanisms.

First, let us consider the average bandwidth request delays. In Fig. 30, and Fig.
31, x-axis is the different scenarios, and y-axis is the average bandwidth request
delays. In addition, black bar 'means the average bandwidth request delay with N=50,
and white bar means the average bandwidth request delay with N=25 in Fig.16 with
heavy traffic load; black bar means the average bandwidth request delay with N=10 in
Fig. 31 with light traffic load.

Fig. 30 shows the average bandwidth request delays with heavy traffic loads.
From Fig. 30, we can find that in heavy traffic loads, using M-Piggyback +
Contention scenario can reduce the average bandwidth request delays obviously, and
this is related to the average bandwidth requests per packet shows in Fig. 32. This is
because the M-Piggyback + Contention can piggyback more requests than Piggyback
+ Contention, so the average bandwidth requests per packet in M-Piggyback +
Contention is lower than Piggyback + Contention.

Fig. 31 shows the average bandwidth request delays with light traffic loads.

From Fig. 31, we can find that in light traffic loads, using M-Piggyback + Contention
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does not have differences with Piggyback + Contention because of the similar
piggyback request numbers. So M-Piggyback + Contention does not have effect in

light traffic loads.
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Fig. 30 Average bandwidth request delays with heavy traffic loads in different

piggyback-based bandwidth request mechanisms

45



10

bandwidth request delay (ms)

Pigoybeck + Cortertion MPigybeck + Cortertion
Soenario

Fig. 31 Average bandwidth request delays with light traffic loads in different

piggyback-based bandwidth request mechanisms upon N=10

g

[N
Il 50

8

g

2

average bandwidth requests per packet
5 B Y

H
=

=

!
MPiggybeck
scenario

Fig. 32 Average bandwidth requests per packet with heavy traffic loads in different
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Then, let us consider the average BE packet delays. In Fig. 33, and Fig. 34,
x-axis is the different scenarios, and y-axis is the average bandwidth request delays.
In addition, black bar means the average packet delay with N=50, and white bar
means the average packet delay with N=25 in Fig.21 with heavy traffic load; black
bar means the average packet delay with N=10 in Fig. 34 with light traffic load.

Fig. 33 shows the average packet delays with heavy traffic loads. From Fig. 33,
we can find that in heavy traffic loads, using M-Piggyback + Contention scenario can
reduce the average packet delays obviously, and this is because the M-Piggyback +
Contention can piggyback more requests than Piggyback + Contention, so the average
packet delay in M-Piggyback + Contention is lower than Piggyback + Contention.

Fig. 34 shows the average packet delays with light traffic loads. From Fig. 34,
we can find that in light traffic loads, using M=<Piggyback + Contention does not have
differences with Piggyback .+ Contention because of the similar piggyback request

numbers. So M-Piggyback + Cantention does not have effect in light traffic loads.
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Now, let us concern about the impacts on rtPS and nrtPS connections of the
different piggyback-based mechanisms. In Fig. 35, x-axis is the different scenarios,
and y-axis is the average rtPS packet delays; in Fig. 36, x-axis is the different
scenarios, and y-axis is the throughput of rtPS connections; in Fig. 37, x-axis is the

different scenarios, and y-axis is the throughput of nrtPS connections.

From the following three figures, we can know M-Piggyback mechanism will
not change the delay and throughputs in rtPS and nrtPS connections. rtPS and nrtPS

connections perform like using piggyback mechanism.
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Fig. 35 Average rtPS packet delays with heavy traffic loads in different

piggyback-based bandwidth request mechanisms
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4.2.7 Summary

We have discussed the four parameters in our simulation, and they are average

bandwidth requests per packet, percentage of getting grant, average bandwidth request

delays, and average packet delays.

In heavy traffic load situation, we can find the following relationships.

1.

3.

4.

Average bandwidth requests per packet

Piggyback + Contention > Contention > Polling + Contention >> Polling
Percentage of getting grant

Polling >> Contention, Piggyback + Contention > Polling + Contention
Average bandwidth request delays

Polling + Contention > Piggyback + Contention, Contention >> Polling
Average packet delays

Contention, Piggyback + Contention > Polling + Contention > Polling

In light traffic load situation, we can find the following relationships.

1.

3.

4.

Average bandwidth requests per packet

Piggyback + Contention > Contention > Polling + Contention > Polling
Percentage of getting grant

Polling >> Piggyback + Contention > Polling + Contention > Contention
Average bandwidth request delays

Contention > Polling + Contention > Piggyback + Contention > Polling
(All the average bandwidth request delays are very short.)

Average packet delays

Polling >> Contention > Polling + Contention > Piggyback + Contention
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Finally, we can know the most significant factor for average bandwidth requests
per packet is the bandwidth request mechanisms, the most important factor for
percentage of getting grant is the bandwidth request collision probabilities, and the
most influential factor for average bandwidth request delays and average packet

delays are the percentage of getting grant.

Now, we want to judge conclusions with the different bandwidth request
mechanisms. In Heavy traffic load, we should use polling mechanism to request
bandwidth because of the lower packet transmission time and the lower getting grant
time (getting grant time means the average bandwidth request delay); in light traffic
load, we should use contention mechanism and piggyback mechanism to request
bandwidth. In addition, we .prefer_using piggyback mechanism than contention
mechanism when we can use lots of piggyback requests.

At the section 4.2.5, we compare the different. contention-based bandwidth
request mechanisms, Type Il < Contention mechanism and Type | - Contention
mechanism. From the simulation results, we can know that in heavy traffic loads,
Type I - Contention mechanism can reduce the total amount of bandwidth requests.
However, in light traffic loads, Type Il - Contention mechanism performs just like the
Type | - Contention mechanism.

If we want to reduce the bandwidth requests sending by the SSs in heavy traffic
loads, we could change Type | - Contention mechanism to Type Il - Contention

mechanism.

At the section 4.2.6, we compare the different piggyback-based bandwidth
request mechanisms, M-Piggyback mechanism and piggyback mechanism. From the

simulation results, we can know that in heavy traffic loads, M-Piggyback mechanism
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can reduce the average bandwidth request delays and average packet delays and will
not affect the performance of rtPS and nrtPS connections. However, in light traffic
loads, M-Piggyback mechanism performs just like the piggyback mechanism.

If we want to reduce the bandwidth request delays or the packet delays in heavy

traffic loads, we could change piggyback mechanism to M-Piggyback mechanism.

53



Chapter 5. Conclusions and Future Work

In this thesis, we have discussed the different bandwidth request mechanisms on
Best Effort connections, and we use four metrics (average bandwidth requests per
packet, percentage of getting grant, average bandwidth request delays, and average
packet delays) to these different bandwidth request mechanisms.

From the simulation results, we can know the most significant factor for average
bandwidth requests per packet is the bandwidth request mechanisms, the most
important factor for percentage of getting grant is the bandwidth request collision
probabilities, and the most influential factor for average bandwidth request delays and
average packet delays are the percentage of getting grant.

Finally, we can judge conclusions with ‘the different bandwidth request
mechanisms. In heavy traffic. load,we should use polling mechanism to request
bandwidth because of the lower packet transmission time and the lower getting grant
time (getting grant time means the average bandwidth request delay); in light traffic
load, we should use contention” mechanism.-and piggyback mechanism to request
bandwidth. In addition, we prefer using piggyback mechanism than contention
mechanism when we can use lots of piggyback requests. If we want to use contention
mechanism in heavy traffic load, we can use Type Il - Contention mechanism to
replace Type | - Contention mechanism by the reduction of the bandwidth requests,
and if we want to use piggyback mechanism in heavy traffic load, we can use
M-Piggyback mechanism to replace piggyback mechanism by the reduction of the
bandwidth request delays and packet delays.

From our study, we know the system should use polling mechanism to get grant
when the system is in the heavy traffic load, and should use contention/piggyback

mechanisms to get grant when the system is in the light traffic load. These
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conclusions may help the IEEE 802.16 WiIMAX MAC layer scheduler designers to
design a more efficient scheduler for requesting bandwidth to increase the system
performance.

In the future, we can study the side effects caused by the overheads of the grant
management subheader in the M-Piggyback mechanism, and we also can study the
impacts of bandwidth request mechanisms on the other types of scheduling services,

like rtPS or nrtPS.
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