Abbreviations and Notations

ADC Analog-to-Digital Converter

BER Bit Error Rate

CP Cyclic Prefix

CSI Channel State Information

DAC Digital-to-Analog Coﬂ?elcr;:er

EEP Equal Error Proteetion b=

FFT Fast Fourier Transform i .
ICI Intercarrier In:telﬁference1 +
IFFT Inverse Fast F(;hljier Tra,ﬂéformc =

ISI Intersymbol Interference

MIMO Multiple-Input and Multiple-Output
OFDM Orthogonal Frequency-Division Multiplexing

PAPR Peak-to-Average Power Ratio

SNR Signal-to-Noise Ratio

STBC Space-Time Block Code
STTC Space-Time Trellis Code
UEP Unequal Error Protection

Notation: Upper (lower) bold face letters indicate matrices (column vectors). Super-

script # denotes Hermitian, 7 denotes transposition, T denotes the Moore-Penrose invere.
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E[] stands for statistical expectation of the entity inside the square bracket. FE,[-] de-
notes for statistical expectation of the entity inside the square bracket with respect to
the random variable x. Iy denotes an N x N identity matrix; 0,,«n denotes an M x N
all zero matrix. [A];; denotes the i'" diagonal element of the matrix A. ¢r(.) is the trace
operator. o;(A) is the i singluar value of A arranged in descending order. |z| denotes
the largest integer that is less than or equal to z. [x] denotes the smallest integer that is

larger than or equal to . mod(z,y) is an operator which gives the remainder of z/y.
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Chapter 1

Introduction

1.1 Research Motivations;and Contributions

The widespread use of camera=équipped rJnQ:bile devices have fueled the growth of multi-
: Al v W o
media data transmission in ¥he uplink as morcspeople aré willing to upload photos and

video clips onto websites SU_C;h as Flicke and-YouTube at anytime and anywhere. This has

operators scrambling to upgré’de their _in%r:aé,tfuc-tilire]to héndle such upsurge in data trans-
mission as their equipment Was‘tLraditionally designe'cf ’go handle large volume of data in
the downlink, but not the uplink. In a(uidition, 1.11;like previous WCDMA standards which
delivers data via circuit switched network, newly proposed IEEE 802.16e or the soon to
be released LTE standards being developed by the 3GPP standards body focus primarily
on delivering packet data service. Moreover, these standards have promoted the use of
orthogonal frequency division multiplexing (OFDM) modulation for transmission due to
its implementation simplicity. Hence, maximizing capacity, QoS, and link reliability for
OFDM based systems have become paramount issues in wireless video transmission.
Obtaining good performance for multimedia communications over wireless channels is

a challenging task. Unlike wired channels which are stationary and predictable, statisti-

cal property of wireless channels can be quite nonstationary. Two types of propagation
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Signal
Received

Signal
Transmitted

Figure 1.1: Multipath effect in wireless channels.

models are generally used to characterize wireless channels: large-scale model and small-
scale/multipath fading model. Large-scale propagation is caused by path loss or shadow-
ing, which usually fluctuates slowly and can be compensated by power control. Small-scale
propagation is caused by the constructix_/e _anq destructive interference produced by the
multipath effect. Hence, small—S(_::;}Ié"ﬁkopagation-lis::%LI'SQ referred to as multipath fading, or
simply fading. This is illustra,féd— iI; Figt}l{f_—};.lﬁ The _mul:tipath effect greatly degrades the

link reliability of transmission and causes high ﬁacket 10ssi rate during multimedia data

] > 3
transmission over IP networks., This packet'loss can causeunpleasant blocking effect and

==

jerkiness in the received Videc-)"'ﬁgn_ai':‘-fﬁ' ——imre 3

Many source coding techniqu.e;“h'a{fg beenp}".opo'se'(i. to circumvent these problems. For
instance, in H.264/AVC codec, slicing and resynchronization marker (RM) have been used
as a way to camouflage the effects of packet loss. With slicing, one video frame can be
transmitted with multiple packets containing the data of slices over the IP networks. This
enables partial frame recovery by the decoder despite the loss of slices in the video frame.
Although such techniques have worked relatively well in static channels, performance
can degrade rapidly when channel estimates become inaccurate, which happens quite
frequently when coherence time of the channel is relatively small compared to the transmit
symbol period. Moreover, transmitting multimedia data such as video is different from

regular data transmission as video has different delay requirement compared to regular

data.

1.1 Research Motivations and Contributions 2
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Methods to alleviate has been partly hampered by the Open Systems Interconnection
(OSI) 7-layer model [4]. This model attempts to abstract common features that are com-
mon to all approaches in data communications and organize them into layers or modules
such that design of each layer is dependent only on the input and output parameters of
the layer directly above and below it. This alleviates designers of the intricacy of the
other layers. This model has worked well in the past when the parameters of the com-
munication link remained static, which is not the case for wireless communications. As
a result, suboptimal performance is often encountered when systems based on this model
are deployed. This has led to the development of cross-layer design, which if designed
appropriately, can lead to increased transmission efficiency and reliability.

Based on this concept, a cross-layer dy"namiés'ubkce}rrier selection algorithm (CLDOSSA)

is proposed to dynamically det_efiﬁi”ne the mumberof subearriers to be employed in OFDM

. =
i | .

based systems so that unequal error profédtibﬂi_'(U_uE.)Pu) canbe offer to minimize the end-to-
af = :I

end video distortion. Simula;ti(;_n resulEcs in Chﬁ%ipter 3'will show that the proposed method
outperforms other OSSA mei‘;hods in tg;;ri-lﬁcf:‘{i(jled qual—ii:)lf.

Further gain in link reliak)-ility and capacity. cany L'E;e attained by deploying multi-
ple antennas in OFDM based system§ D] This is commonly known as multiple-input
multiple-output OFDM or MIMO-OFDM. This is an attractive alternative as signifi-
cant capacity and diversity gain in frequency-selective fading channels can be achieved
without sacrificing spectral efficiency nor incurring heavy computational burden. FEx-
ploiting the dynamic subcarrier allocation concept developed in Chapter 3, a bit error
rate (BER) optimized multimode MIMO antenna selection/precoding design is proposed
for MIMO-OFDM based spatial multiplexing systems in Chapter 4 where spectral and

spatial resources at the transmitter are dynamically allocated! according to channel state

information (CSI) to achieve high link reliability such that even higher video fidelity can

!'Unimode antenna selection schemes, on the other hand, only entail selection of the antenna subset

1.1 Research Motivations and Contributions 3
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be obtained at the receiver when packetized video are transmitted. The proposed design
does not require the use of optimal but computational expensive maximume-likelihood

receivers to achieve higher diversity gain than other similar antenna selection techniques.

1.2 Thesis Organization

This thesis mainly concerns with the design of resource allocation algorithms which take

into account dynamic nature of system to enhance system performance.

e A description of the system model for OFDM and MIMO-OFDM based systems
will be given in Chapter 2. This is followed by a brief review of video transmission

fundamentals.

e Detailed formulation and Sjmulationﬁrt%sglts .o_f the CLDOSSA will be given in Chap-

= -
1

ter 3. "' o -

e In Chapter 4, a detaili_ férmula{idn':&&dr_s-i-fmunlation results of the BER optimized

multimode precoder design Lwili be given.

e Finally, conclusion and future work will be discussed in Chapter 5.

1.3 Publications

Journal Publications:

C.-H. Chen, C.C. Fung, and S.-J. Wang, “Cross-Layer Dynamic Ordered Subcarrier
Selection Algorithm for OFDM Based Video Transmission” in preparation.

C.-H. Chen, C.C. Fung, and S.-J. Wang, “BER Optimized Multimode Precoder Design
for MIMO-OFDM Based Spatial Multiplexing Systems” in preparation.

Conference Publications:

C.-H. Chen, C.C. Fung, and S.-J. Wang, “Packetized Video Transmission for OFDM

1.2 Thesis Organization 4
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Wireless Systems with Dynamic Ordered Subcarrier Selection Algorithm,” in Proc. IEEE
Int. Conf. Acoustics, Speech and Signal Processing, Apr. 2009.

C.-H. Chen, C.C. Fung, and S.-J. Wang, “BER Optimized Unimode Precoder Design for
MIMO-OFDM Based Spatial Multiplexing Systems,” to be submitted to the IEEE Conf.

on Communications, May. 2010.

1.3 Publications )



Chapter 2

Background

2.1 OFDM Basics

OFDM have been used or prOposed to b?nused extenswely in a variety of wireless com-
| 3 T
munication systems because. of its ability to ac;hieve hlgh data rate using low-complexity

transceiver. The system model of OFDM is 1llustrated in-Figure 2.1. The data symbols

are modulated and converted to bloc‘k'symbols.‘ Thverse fast Fourier transform (IFFT) is
performed to the block symbols tLOL impose the orthog'an.ality among subcarriers. Samples
at the output of the IFFT block are converted from parallel to serial data symbols and
transmitted over the channel. Assuming the channel is frequency-selective, in order to
counter the intersymbol and intercarrier interference(ISI and ICI), a guard interval in the
form of cyclic prefix (CP) is added to each OFDM symbol before data transmission. At
the receiver, the reverse process is performed to demodulate the data symbol. Since the
OFDM symbol time is relatively long compared to the channel time characteristics, the
effect of ISI can be eliminated when sufficient CP is added. Hence, each subcarrier can be
regarded as flat-fading channel. Thus, the design of equalizer for OFDM based systems
can be greatly simplified compared to its single subcarrier counterparts. Given all these

benefits, there are disadvantages of OFDM systems. The link reliability of OFDM based
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systems can greatly degrade due to ICI incurred by doppler shift or frequency synchro-
nization problem. A higher number of subcarriers will also increase the Peak-to-Average
Power Ratio (PAPR); demanding the use of linear and consequently inefficient power
amplifiers. Moreover, the transmission efficiency is reduced due to the insertion of CP.
Although link reliability degradation due to deep fades can be combated with channel

coding and interleaving, this will also reduce spectrum efficiency of the system.

—» S/P PIS |—

= TEHL =
IFFT — PIS+ | | )¢ ADC | —»|{Remove—» FFT

Block _’ Add CP CP +SIPZ_’ Block

Figure 2.1: Schematic of the proposed icross-layer design scheme with DOSSA system

2.2  Single-User:MIMO and MIMO-OFDM

The invention of single-user MIMO (SU—MH\/[O-H)1 has -blgought tremendous changes over
the last decade in the wireless coL‘mngnicatior‘l_sLco“rrinLrlunity. This is understandable as
MIMO has the potential to offer spatial multiplexing and spatial diversity gain, which
leads to increases in data rate, link reliability, and transmission range without sacrificing
spectrum efficiency [6,7]. The major tradeoff is an increase in hardware complexity.
With spatial multiplexing, the bandwidth efficiency can be greatly increased by send-
ing multiple data streams with multiple antennas in parallel. This can theoretically in-
crease the capacity by a factor of min (Vy, N,.), where N; and N, denote the number of
transmit and receive antennas, respectively. Diversity gain can be realized via space-time

block coding (STBC) and space-time trellis coding (STTC), which impose redundancy in

1To be referred simply as MIMO henceforth. In this work, only SU-MIMO systems are dealt with as

multiuser MIMO systems have different limitations and performance compared to SU-MIMO systems.

2.2 Single-User MIMO and MIMO-OFDM 7
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the data across time and space. However, there exists a fundamental tradeoff between
these two gains such that they cannot be simultaneously optimized [8]. Furthermore,
this theoretically gain is only possible under the assumption that the channel is spatially
uncorrelated, which is not the case when the transceiver is operating in a poor scattering
environment or when the antenna spacing is insufficient.

Antenna subset selection has become a viable solution to tackle this problem. This
involves selection of reliable transmit and/or receive antennas with the objective of either
boosting the data rate or link reliability. Several prior works, such as [2] and [3], have been
in this area. [2] has proposed selection criteria based on the post-processing gain at the
receiver to select reliable transmit antenna and reduce the channel co-interference among
transmit antennas by selecting a sqb§et'bf antenias. 3] take into account the constellation
as well as the number of antqﬁa@'einplpye@} amoﬁg ai'l“]-t_he transmit antennas to further

= == g

exploit spatial diversity. ol = '.' b Y 1

Since most studies of MIMQ syster{ns p@\;ezé)nly consider flat-fading channels, it is nat-
ural to combine OFDM and LMiMO‘geg%[{riémo ‘that the effects of frequency-selective
fading channels can easily be d-éa‘l_‘ucn yvith while sustL‘ai_niﬁ:g high data. Block diagram of a
MIMO-OFDM system is shown in Figaré 9.2. The DAC and ADC blocks are ignored in
the figure for simplification. Even though each subcarrier of an MIMO-OFDM system can
be regarded as a MIMO flat-fading channel due to the orthogonality amongst the subcar-
riers, antenna selection methods designed for MIMO systems cannot be simply extended
to MIMO-OFDM systems as it does not take into account the extra design freedom offered

by MIMO-OFDM. The results in Chapter 4 will verify this fact and will show that with

proper design of the selection algorithm, tremendous performance gain can be achieved.

2.2 Single-User MIMO and MIMO-OFDM 8
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IFFT [ pis+ | |1 S . FrT
™ SP 1 Block |} |AddcP| cP+siP|: | Block IS —
O
IFFT > P/S + Remove —» FFT
—p . . —7
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Figure 2.2: Overview of MIMO-OFDM systems

2.3 Fundamentals of Video Transmission

Slicing and resynchronization marker (RM) have been used to combat the adverse effects
brought about by transmitting through & harshswireless environment. A slice contains a
group of macroblocks (MBs), ‘and each slice is.independently decodable. RM is a set of
prefixed bits in each slice thett s used at the decoderito achieve resynchronization even if
the previous slice is lost or Corrupted beyound 7rerpairs. It/ €dntains information about the
slice such as number of MBs @ncoded‘ an(i theiposition of MBS in the video frame.

Slices are appended with pfotocol‘headers and pqcketized into network layer packets
and fragmented into link-layer fragments. “Protection of each of the fragments can be
done via the use of forward error codes (FEC), so that the fragment error rate can be
controlled via adjustments in the FEC rate. These fragments are passed to the physical
layer before being launched over the wireless channel. At the receiver, the source decoder

can only decode error-free slices and discard slices with bit errors.

2.3 Fundamentals of Video Transmission 9
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Cross-Layer Design for OFDM

Based Video Streaming Systems

3.1 Overview = HEY

1

Multicarrier systems, such aé‘ OrthogonalFrequency Division Multiplexing (OFDM), have
been used extensively in a \;uaul"uiety Sfwireloss Eéc;mmuhi,cations protocols because of its
ability to achieve high data rate ﬁsi‘ngulow corr‘lplexifgf transceiver. This has proliferated
video communications using mobile devices, making it possible to send high quality video
at anytime and anywhere.

In packet based wireless video transmission, the video is first compressed and then
packetized before it is transmitted across the fading channel. Besides utilizing error
concealment techniques at the source coder, the design of the transmission algorithm also
plays a crucial role in increasing reliability, as well as throughput, of the transmitted data.
Traditionally, the task of designing the source coder and transmission scheme can remain
separate due to the abstraction provided by the Open Systems Interconnection (OSI) 7-
layer model [4]. This model attempts to abstract common features that are common to all

approaches in data communications and organize them into layers or modules such that

10
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design of each layer is dependent only on the input and output parameters of the layer
directly above and below it. This alleviates designers of the intricacy of the other layers.
This model has worked well in the past when the parameters of the communication link
remain static, which is not the case for mobile communications. As a result, suboptimal
performance is often encountered when systems based on this model are deployed. This
has led to the development of cross-layer design, which if designed appropriately, can lead
to increased transmission efficiency and reliability.

Several cross-layer design schemes have recently been proposed for video transmission
using OFDM. For example, [9] grouped the subcarriers selected by the Ordered Subcarrier
Selection Algorithm (OSSA) [10] to form number of subchannels and exploited unequal
error protection (UEP) at the mo_(_iyl-at'ién lévelthy, assigning the layered video (MPEG-

4) of high importance to high aﬁality subc¢hannels. However, there is no optimization

for the grouping of subchannels and thel LaSsigﬂir.l.ér.lt of Subchannel to a corresponding
' - -I

video layer. [11] further exﬁ_eri_ded 9] to jbiri’ély optimizesthe diversity of channel gain

i

among different subcarriers, .-syhich qrg_ﬂééfewje‘_dﬂgy 'the/OSSA, channel coding rates and
subchannel assignment for laye-f‘ed_:\(;ideo of differer}‘t_irff}u)ortance. Both of these schemes
are based on the layered video framewourkr and benefit from the characteristic of the OSSA
that can provide better link reliability by selecting the top strongest subcarriers for data
transmission; allowing it to offer UEP for different data. The advantage of the OSSA
is that it has low implementation complexity due to the fact that power allocation and
bit-loading are uniform across all the selected subcarriers. Moreover, since the OSSA
requires only coarse channel state information (CSI) compared to other adaptive bit-
loading algorithms or waterfilling based power allocation algorithms, the impact of delayed
CSI feedback is alleviated. However, it does not guarantee an efficient usage of channel

capacity and it cannot tradeoff between link reliability and transmission rate, which is

important for video transmissions.

3.1 Overview 11
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The CLDOSSA (Cross-layer dynamic ordered subcarrier selection algorithm) for pack-
etized video transmission is proposed herein to tackle such a problem. The CLDOSSA
tradeoffs link reliability and transmission rate by taking into account the content of the
transmitted data. This is achieved by relaxing the constraint in the OSSA that a fixed
number of selected subcarriers for data transmission has to be used. Based on this premise,
a cross-layer design approach is presented to dynamically assign the number of selected
subcarriers during video transmission according to the importance of the content. The
dynamic assignment is formulated such that UEP can be offered to packet of different im-
portance so that end-to-end video distortion is minimized. Moreover, the present scheme
extends that of [12] where the selected subcarriers and the rate of forward error correction
(FEC) coding performed at the link lagier. are jbimly optimized. Furthermore, a more ef-
ficient technique of solving the optlmlzqtlon problem at hand compared to that of [12] is
presented. The proposed scheme will be: c‘t)r;ll;zired Swith the equal error protection (EEP)
OSSA, OSSA with UEP at; the link layer level using FEC and the optimal bit/power
loading algorithm for OFDM based syste;ns ‘proposed by ).

This chapter is organized as fgllpws. The systeL‘rI_l“Lmodel for the OFDM-based video
transmission system will be presenteduin Section 3.2. A detailed description of the pro-

posed CLDOSSA will be given described in Section 3.3, followed by simulation results in

Section 3.4.

3.2 Source Coding and Video Transport

Importance of the video content plays a significant role in the CLDOSSA in which it
decides the number of subcarriers and FEC rate to be used. The video is encoded using
H.264/AVC [13,14]. The video sequences are encoded with group of pictures (GOP)
structure, and there are N slices in a GOP. Each slices in the GOP is ordered with index

7 from the first video frame to the last video frame. The encoder is assumed to have full

3.2 Source Coding and Video Transport 12
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knowledge of the error concealment scheme utilized at the receiver, so the transmitter can
estimate the distortion resulting from the slice loss during video transmission.

Slicing and resynchronization marker (RM) are used to make the video more resistant
to transmission error [15]. A slice contains a group of macroblocks (MBs), and each slice
is independently decodable. RM is a set of prefixed bits in each slice that is used at
the decoder to achieve resynchronization even if the previous slice is lost or corrupted
beyond repairs. The RM also contains information about the slice, such as number of

MBs encoded and the position of MBs in the video frame.
The expected decoder side distortion model proposed in [15,16] is adopted in the
present scheme to measure the importance of the video content. From [15], the expected

value of the distortion at the decoder, for the ith-usLipe is

B = RDE 4 (L PADS, (3.1)
S ERRER b

where D{ is the concealment; distortion if the it slice is not Successfully received, DiQ is the
? 1

quantization distortion if th(;i. g slicg .ﬁs ‘pn_elu:faj‘;lueceived,ré,nd v is the error propagation
factor which accounts for the-r;fi§!:0r£u161.%- Cauns-ed.:b-y th.ei_loss of packets. The value of ~ is
set to the number of frames before"the arrival of Mie next intrarefresh frame. P! is the
probability of the i*” slice loss, which will be derived in Section 3.3. Note that the decoder
can only decode error-free slices, while the rest are simply discarded.

In the present scheme, it is assumed that transmission of the coded video is done by
packetizing several H.264 slices into one packet. After packetization, the packet is sent
to the link layer where further protection to the data can be provided in the form of
FEC. The correction capability of the code can be controlled by adjusting the coding
rate R.. In order to offer better error resiliency to the video content transmitted over
the wireless channel, the present scheme adopted the link layer strategy used in [15] in

which the link layer frames are broken up into different fragments; with each fragment

encoded with an FEC of the same rate as other fragments. In other words, each fragment

3.2 Source Coding and Video Transport 13
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Ki: 24 K,: 32 Ky 22 Ky 24 Kg: 22
H.264 encoded data l | Slice 1 l | Slice 2 | | Slice 3 [ l Slice 4 l | Slice 5 l
Network-layer packets [ | Slice 1 [ sicea | | sicez | | Slice 3 [T sices ]
Link-layer fragments
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DOSSA system | | | ) ) | | ) ) | | | \ H \ H | |
 J  J 4 v L ] L 4 L ] v L 2 L 4 L ] L ] L ] L 4 L ] ¥ L 2 L ]
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H.264 decoder LT sicea [ ] Sicea | |  sices ]

Figure 3.1: The cross-layer design video transport model with resynchronization markers

being shown in blue, and protocol headers being shown in red.

is equally protected against transmission errors. However, in the proposed CLDOSSA,
UEP is provided by varying the number of subcarriers being used for transmitting slices of
different importance. This is Sh(‘)WEI‘l‘in Figure 3.1,"and+I'igure 3.2 gives the block diagram

of the proposed cross-layer deéign video trfanS[‘)orthodel.u ;
= L i 1

3.3 Proposed CLDOSSA —

The proposed CLDOSSA eXpluoitS the. content inforfnz;tion available in the application
layer to jointly optimize the number ;)f subcz‘ir;iers K and the FEC rate R. in order
to minimize the average end-to-end video distortion while keeping the power allocation
uniform across the selected subcarriers. Unlike the OSSA, where the optimal number of

subcarriers are fixed to be
K - NC 10g2 (Mref)
opt — "1 /iasr N\

(3.2)
with M, defined as the modulation level for a reference OFDM system that uses all V..
subcarriers [10], K,pt for the proposed CLDOSSA scheme will be different for different
segments of the video.

Since FEC coding performed in the link layer is assumed to be fixed for all the slices in

the CLDOSSA, the slice error probability Pf in (3.1) will depend on the number of selected

3.3 Proposed CLDOSSA 14
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Figure 3.2: Schematic of the proposed: cmss—layés_{d"esign scheme with DOSSA system
o1l

subcarriers K employed for transmission. The expected value of the video distortion for

the " slice in (3.1) can be rewritten as
E[D;(K)] = P{(K)DEy + (1 — PH(K))DY (3.3)

In order to minimize the end-to-end video distortion in a GOP, the modulation order M,
FEC coding rate R., and the number of selected subcarriers K for different slices in a

GOP can be jointly determined by solving

3.3 Proposed CLDOSSA 15
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N
P, S ED)
N, 1
s.t. ri/Ki<———— for1<K; <N, K; €7,
; / ref(M7 Rc)
(3.4)
where k = [K1, Ky, -+, K NS]T is a column vector containing K; for all the correspond-

ing slices in the GOP, and 7; = N;/(3°1°, N;) is the size ratio of the i slice in the GOP.

]:
From (3.2), it is clear that
o Nc 10g2(Mref)Rref

Kref(M7 Rc) - logz(M)Rc (35)

i

denotes the number of Subcarrigrs"suélected in the OSSA when M-QAM modulation and
i - 1 L i

FEC with code rate R, are employed sudi’tjha:c theitransmission rate is the same as that
O Y RN i b

of the reference OFDM system, | Since the n}lm'be"li of spbcaful"iers used during transmission
differs from slice to slice in thetCLDOSSA} the average nuiber of subcarriers selected in

]

the DOSSA is defined as Kavgr..é‘ (Zl‘ln / BK;-)_ll.-HenC%,u £he rate constraint function can
be written as (Kuwg) ' < (Keop(M, Rc))_‘l—, which iHLip.liLes the overall transmission time of
the CLDOSSA should not exceed that of the reference OFDM system using the OSSA.
This is done in order to compare performance of the two systems in a fair manner.

To explicitly derive E[D;(K)] for all K, analysis of the slice error probability P/(K)
in (3.3) will have to be carried out. Since each link layer fragment is encoded with linear
Reed-Solomon block code RS(k, n., m) [17], where k. denotes the number of information
symbols to be encoded, n. denotes the number of codeword symbols, and each symbol
is made up of m bits, the slice error probability for the i’ slice can be formulated as
P{(K) =1— (1 — Py(K))Ni, where N; = (mL—;%-‘ is the number of link layer fragments

for the " slice. m - k. denotes the size of the fragments in terms of the number of bits,

and L; denotes the size of the i'" slice in terms of the number of bits. P.,(K) is the
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link layer fragment error probability, which can be derived based on the method proposed
in [10, 18] according to the ordering statistics of subcarrier selection. To analyze the
link layer fragment error probability based on the linear Reed-Solomon block code, the
codeword symbol error probability will have to be derived based on the average BER in
the physical layer when different number of selected subcarriers are used for transmission.

It is assumed that the channel coefficients are generated independently with a Rayleigh
distribution, the channel gain A\ = |H,|?, for n =1,2,..., N., will consequently be expo-
nentially distributed [17], so that f\(A) = e™ and F)(\) = 1 — e are the probability
density and cumulative distribution function of the channel gain A, respectively. Similar
to [10], the subcarriers are first ordered based on its channel gain in ascending order such
that Ay < Ay < +++ < Ay, where A\, o= | Homy|*with o(n) being a function that returns
the index of channel gains in Lz_%s?:éridking‘ord:er. Heﬁ‘ce,zt‘h_e probability distribution of the
channel gain is [19] j | H: L 3

NFEQ) L B )
Nclef)\ﬁu(_i‘\fc»fz#l)“'(l - é,)\;)n—l

B, e R

fn(/\n) =

Assuming M-QAM modulation with Gray coding is employed for all subcarriers, the BER

for the n'* subcarrier can thus be approximated as [10,17]

an ~

VAT 1 fc< gmogg(M)RcAnn), (36)

———€r
VM logy VM No  2(M—-1)

where R, is the code rate of the FEC, erfc(-) is the complementary error function, Ej/Ny

is the transmit SNR, and n £ chjvcp with V., denoting the length of the cyclic prefix.

Under the total transmission power constraint and the uniform power allocation over

the selected subcarriers, the transmission power per bit in the proposed CLDOSSA is

o & 10g2 (Mref)Rref

Ey(K) = Ey.
W) =K Tlog, 0N R,

Replacing E, with E,(K) in (3.6), the BER expression for the n'* subcarrier can be

3.3 Proposed CLDOSSA 17
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rewritten as

an (K) ~ ﬂer c N, Eb 310g2(Mref)Rref)\nn (37)
VM logy VM K Ny 2(M —1)
Using f,.(\,), the average BER can be written as
Po(K) = [ PO 0)0A
0
(3.8)

The closed-form expression for Py, (K) can be derived according to [10], thus obtaining

NI(VM n—1 VA ez,
(n— DN —n)‘\/_logQ\/_Z CUR

P, (K) =
o (K) c—n+i+1

, (3.9)

Nc Eb 310%2(Mref)RCn . i ! i Fip
where b = KN oD al

To ease the derivation of -codéword ?yfnbol 'probaf)ﬂity, it is assumed that bits in
. | 3 T

the fragment are scrambled®so that bits in the ‘same codeword symbol are loaded into

nonadjacent subcarriers so tl‘}atneach bit 1 the same codewo_td symbol is independent from

each other. Hence, the codewerd erfop-nprobaiﬁi-}ffy for the i'" symbol can be represented

as L

(z+-15-m71
psi(K) = Ex[psi(K)] =1— (1= Py, (K))
j=im
1=0,1,...,n,— 1,
where A = {An., An.—1,---, AN._x 11} denotes the channel realization when subcarrier

selection is employed, and

d(j) = N —mod Q%J ’K>

returns the index of the subcarrier in which the j* coded bit is mapped. d(j) can be

characterized by the permutation function

I(j) = mod(j/ny, ny) + {\/j—n_bJ, for j=0,1,...,m — 1,
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where n, = n.m denotes the total number of bits in each fragment. It is assumed the
codeword symbols are properly interleaved in different fragments so that each codeword
symbol are independent from each other. The fragment error probability can thus be
expressed as

Pop(K) = W(PS(K); nes 1), (3.10)

where ¢ denotes the error correction capability, ps(K) = [psy(K),ps,(K), . ..,Ds, _1(K)]
is a vector of average symbol error probabilities and W (ps(K);n.,t) is the probability
that a number of errors larger than ¢ are found in the first n. code symbols and it can be
recursively solved by the method proposed in [10].

Note that (3.4) is a nonlinear integer programming problem, thus, it is difficult to
find the global optimum solution --Hb\;fenvel“ a.ur.ie:fxi“ﬂptimal solution can be found if M
and R, are eliminated from (34) ThlS ucain be dene by- ﬁndlng a suboptimal K., de-

noted as K* (M*, R* ) where M* and F uare optlrlnal value of M and R., using

ref —

= K

ref

(3.5). Recall from (3.2) that; for square constellatlon such ag M-QAM, Kopt logy (4M,ef) =

Nclogy (Myer). This implies thajc as K _subcarrlers are chosen from N, number of subcarri-

o ]
?

ers in an OSSA-OFDM based Syszcem, thg modulatibn.]evel has to be increased from M, e

to 4 M, in order for the OSSA-OFDM based system to have the same transmission rate
as the reference OFDM system. From this, it can be concluded that M* = 4 M .

Substituting M* into (3.5),

]\[C 10g2(Mref)Rref
log,(M*)R,

o Nc IOgQ(Mref)Rref

~ logy(4Myef) R,

- K,

Kref (M*7 Rc) =

and (3.10) can be used to jointly determine K, and R. by considering a finite code
rate set. Assuming packets of length k. bytes are encoded with RS(k., k./R., m) and

transmitted with K, subcarriers. Denote (K, R.) as a set of integer pairs consisting
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of the number of subcarriers selected and its corresponding FEC rate. If N. = 64,
Nep = 16, Myos = 4, Ryer = 1/2, k. = 56, and m = 8, then from (3.10), (K,,R.) =
{(20,4/5),(24,2/3),...,(44,4/11),(48,1/3)}. Plotting the analytical average fragment
error probability performance using the elements in (K., R.) can then determine which
pair renders the best performance. This is shown in Figure 3.3, which indicates that
(24,2/3) renders the best performance amongst all the elements in (K., R.). The sim-
ulated fragment error probability performance is also plotted in Figure 3.4 to verify the
result in Figure 3.3. It is interesting to note that the optimal pair (24,2/3) outperforms
the coded OSSA in [10] when the optimal K and R. are selected to be (32,1/2). After the
optimal pair of K and R,, denoted as (K*, R}), has been found, Ky = K,f(M*, R}) = K*

is also determined. Using K

e (3.4) ¢an be rewFitten as

N, | : 0 Nk L -
min o DIEDIE
i=k ' ,
NS-L L E » [_L 1
' 1 i :
i=1 & . ) ref g

(3.11)

Even though (3.11) is still a nonlinear, discrete constrained minimization problem, un-
like the problem formulation in (3.4), a near-optimal solution for (3.11) can be easily found
using Lagrangian relaxation [20], which is more efficient than the method proposed in [12].
Note that the feasible region for (3.11) is N+, making exhaustive search infeasible. The
Lagrangian relaxation of (3.11) with respect to the rate constraint is ¢;,z(\) = miny £(k, \),

for A € R, where

N Ns 1
Uk, \) = Z E[D;(K;)] + A <Z riK; — K—) (3.12)
i=1 i=1 ref
N _ 1
- Z <E [Di(Ki)] + A <7“sz - m)) (3.13)

i=1

N,
=Y L(K;,N), for 1 <K; <N, K; €Z,
=1

3.3 Proposed CLDOSSA 20



Chapter 3

o K =20, R.=4/5
A K =24, R.=2/3

K =28, R, =4/7
K =32 R.=1/2
K =36, R. = 4/9
& K =40, R, = 2/5
o K =44, R, = 4/11
o K =48, R.=1/3

N
o

b
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=
o

Packet Error Probability
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Figure 3.3: Analytical evaluagion of fragur_piant érror probability of OSSA with different
pairs of the number of subcartiers Sele(:tedi and*its corresponding FEC rate. N, = 64,

]

N = 16, My = 4, Ryt = 112 ko = 36, afidim=8. [ =

i

is the Lagrangian with K; £ K% N(u)ut'é.ﬂ-the;tu-&(}(-i, )\) i-us_;;he Lagrangian for the " slice.
From the above, it is clear that m&(K,, A) is indeﬁe-n;iently additive since each slice is
assumed to be independently decoded. As a result, the minima of ¢(k, \) is obtained
when each ¢;(K;, \) is minimized. Furthermore, the Lagrangian for all the slices share the
same \. Hence, once the optimal X is known, k can be determined by considering K, for

i=1,2,..., N, which minimizes ¢;(K;, \).

According to the property of Lagrangian relaxation, the Lagrangian dual
ELD = Iilg())(eLR()\) (3.14)

will always lower bound the optimal solution for (3.11). Since ¢pr(\) is a piecewise
linear and convex function of A\, £;p can be solved using the subgradient algorithm [20].

Furthermore, the near-optimal solution A* and k* can be refined by the branch and bound
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—— K =24, R, =2/3 (OSSA with K = K,;, R. = R} ) |]
— K =32, R. = 1/2 (OSSA with K = Kopg, Re = Ryet) |

-2

107k

Packet Error Probability

107k

10 15 20
SNR (dB)

. i

Figure 3.4: Comparison between the analytlcal résults (fsolid lines) and simulation results

(circles) for fragment error probablhty of OSSA Wlth FEC coding. N, = 64, N, = 16,

Mot =4, Rees = 1/2, k. —56 and m~—8 +

algorithm [20] to obtain a bet‘tue‘r selﬁtiz)n.

To iteratively obtain the near—ndp’ncinulal solut@en Iisill;ig subgradient algorithm, each iter-
ation requires the computation of ¢;gz(\). Although the derivation of k which minimizes
lrr(A) can be simplified by solving each K; that minimizes ¢;(K;, A\) for a given A ex-
haustively, it may be computationally demanding as N.N; is large. However, a more
computationally efficient searching method can be found by exploiting the convexity of
C;(K;, \) for different values of A\. The convexity of ¢;(K;, \) can be deduced with the
first-order condition of ¢;(K;, \) so that possible candidates for K; can be selected, and
thus greatly reducing the searching space of K;. Taking the first-order difference of (3.13)
with respect to all K;’s and setting the result to 0, we obtain

PU(K;) ri

~

K; (D?’V - D?)

Vi, (3.15)

where P!'(K;) and K/ denote the first-order difference of P/(K;) and K;, respectively.
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Figure 3.5: B K;: (a) i =1, (b) i = 144. The slice in (a) is from I-frame.
The slice in (b) is from P-frame. N, = 64 and SNR = 8.5 dB. K; denotes the set of the

possible candidates for K;, given A in different interval.

According to the number of suitabie K ~’s'that satisfy (3.15), given different values
of A, the vertical axis can be partltloned into_two mtervals of different types. A plot of
—% vs. K;, fori1 =1 and 7 = 144 cJ)f tl;le ﬁrst GOP is shown in Figure 3.5. The

i

convexity of £;(K;, \) related to dlfferentr’types of i'ntervaldl of A is indicated in Figure
3.5. In Type (I), there is n(ki_suitableL Eg-:ﬁlbc}ﬁatisﬁ_es, (5.15), so no local minima nor
maxima exist in ¢;(K;, \). In tﬁisL caLse.,L the Weighting_ on 7"1[?@ is relatively large such that
(;(K;, \) is dominated by rl_ffz Ei(ki, A) ‘becomes aﬂconvex function, so the extreme point
N. can be chosen as the optimal K; which minimizes ¢;(K;, A). In Type (II), there are
two suitable K;’s that satisfy (3.15) which are denoted as K and K[, where K} < K.
Since E [D; (K;)] is an increasing function and riK; is a decreasing function with respect
to K, it can be deduced that K} is a local minimizer and K/ is a local maximizer.
Nevertheless, the existence of the local maxima implies that the extreme point could also
be the local minimizer. Therefore, K* and N, are both selected as possible candidates
for K;. Since there might be some error resulting from the approximation in (3.15), the

selected K; might not be exactly equal to the optimal K; (but quite close to the optimal

K;) which minimizes ¢;(K;, ) the most. In order to deal with this problem, a possible
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searching range centered at the possible candidates of K; can be set up to enlarge the
candidate set so that given a specified A\, a more accurate k can be obtained. Since A is a
scalar, the subgradient algorithm can simply be implemented using the bisection method
to obtain the solution efficiently. With the reduced search space of k, a near-optimal
solution for (3.11) can now be obtained efficiently by finding the smallest A such that the

corresponding k satisfies the rate constraint in (3.11).

3.4 Simulation Results and Discussions

In all the simulations, N. = 64 and N, = 16. In this case, n = 0.8. A bandwidth of
20 MHz was employed. The channel c_oefﬁcienl;s_u are directly generated in the frequency
domain with Rayleigh diStI‘ibutiOI.l:.‘L‘It is ‘as;sume(_i'kt};at__sufﬁcient number of cyclic prefix
symbols has been added to thia system éoﬁkﬁla:t, no-iSI ani.i'ICI are incurred. The channel
is assumed to be static durifl;gu.the transmissio:fl ..(;f link laygr fragments. The modulation
and FEC rate for the refere-iflcé sys’pe%n?ﬁ%A eyndf Rt = 1/2, respectively. The
transmission rate of the OSSAn-rar}d f)'(u;SSA :sys[tems ins-;the same as that of the reference
system. . L .

The video sequence used in the simulation is the first 24 frames of a video sequence
“Stefan” in CIF (352x288 pixels) format and is encoded in the H.264 standard [14] with
the baseline profile. There are 8 frames in a GOP. In each GOP, the first frame is an
[-frame, followed by 7 P-frames. These frames are encoded such that each slice only
contains a single row of MBs. There are 18 slices per video frame (a typical MB contains
16x16 pixels). All slices are fragmented into link layer fragments with 56 bytes and
are encoded with RS(56,56/R.,8). There are no retransmissions involved and the error
concealment scheme used in the decoder is a simple frame copy when the corresponding

slice is lost. 16-QAM is employed for the DOSSA and OSSA systems. Based on the

fragment error probability analysis derived in Section 3.3, the optimal selection of R, and
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Kot in the objective function are 2/3 and 24 respectively. Hence, the link layer fragments
are encoded using a code rate of R, = 2/3 in the proposed CLDOSSA.

The algorithms proposed in [9,11] were not used in our simulations for performance
comparison with the proposed CLDOSSA because both approaches are based on layered
video architecture, which is different from our packet-based video format. Hence, an
UEP OSSA and EEP OSSA will be used to demonstrate the efficacy of the proposed
scheme in a fair manner. Note that the UEP OSSA used here is different from the one
reported in [9] where UEP in [9] is provided via channel coding in the physical layer.
The UEP OSSA used here employs the OSSA with link layer FEC where the FEC rate
of each slice is controlled by the application layer to achieve UEP. This type of FEC
coding scheme was also reported in {15]'as Model 2. In the network layer, slices of the
code rate will be packetized mto tﬁe same packef a;;'fie_rlded with protocol header and

passed to the link layer. The link layéf'fﬁaﬁie:i&ili be f.r.agmented into fragments and

encoded using FEC with the uz}ssigne(ti cpdé ;éxte. The OSSA-OFDM based system will
then transmit the encoded fi@?gmentg.u_wtfilmeﬁce _be’évlveen the proposed CLDOSSA
and UEP OSSA is that UEP i "(?LBDOSSA is proyideato different slices by employing
different number of subcarriers for transmission under constant rate of FEC, while the
number of subcarriers selected for the UEP OSSA is same for all slices while the FEC rate
for different slices is different. Note that the average code rate will be the same as that of
the CLDOSSA. The assignment of the FEC rate for each slice in the UEP OSSA-OFDM
based system can be determined using a method similar to the one described in Section
3.3 to minimize the overall expected video distortion in a GOP. The probability of slice
loss in the expected distortion function will be determined by the FEC rate employed
for each slice based on the analysis of packet error rate in [10]. EEP OSSA is simply an

OSSA based schemes that does not employ any cross-layer design techniques. Therefore,

the number of subcarriers selected and the FEC performed in the link layer is assumed to
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be static during the video transmission. In addition to the above OSSA based techniques,
the optimal bit/power loading algorithm for multicarrier systems proposed by [1] will also
be used for comparison. The algorithm in [1] can guarantee optimal bit loading as well as
efficient power allocation to minimize BER using a greedy algorithm. Since the slice error
probability for video transmission system utilizing this algorithm is intractable, only an
EEP version of the algorithm will be used for comparison.

For ease of comparison, it is assumed that the available FEC rates for the UEP OSSA
are Ry = {1/2,7/12,2/3,4/5,7/8}. According to the optimal K, and R. derived in
Section 3.3 for the coded OSSA, the average FEC rate for the UEP OSSA will be 2/3,
and the link layer fragments are transmitted over the top 24" strongest subcarriers. For
the EEP implementation of [1], the FBC rate isthe same as that of the reference OFDM
based systems with R. = 1/ 2 ; A1s£), it jis ‘iassuméd t.'}ia@ the available constellation set

i F 1 \Ti " - Hee
are QPSK, 16-QAM, 64-QAM and 256—QAM.'_Fui_“therm(‘)re.J the EEP OSSA that employs
' - :I
K}y and the corresponding J2, and one which employs Kl,pt from (3.2) and Ryes = 1/2

T
|

are also used for comparisonf%—n W % 1B9E

Figure 3.6 shows that video ;juqiipy, in terms of aLVe_réZgé PSNR, of transmission systems
employing the proposed CLDOSSA, UEP OS‘SA, EEP Campello and EEP OSSA. The
transmit SNR is equal to 8.5 dB. It is clear that the CLDOSSA and UEP OSSA perform
far better than the EEP OSSA in the first few frames of GOP. The video quality degrades
due to the error propagation incurred by packet loss. Although the performance of the
CLDOSSA degrades more rapidly than that of the EEP OSSA, the average PSNR is still
higher than that of the EEP OSSA system, as shown in the figure. The average PSNR
of the CLDOSSA is 5.5 dB better than that of the EEP OSSA and also outperforms
the UEP OSSA and the EEP implementation of [1] by 2.6 dB and 1.7 dB, respectively.

Figure 3.7 also shows that the CLDOSSA consistently outperforming the UEP OSSA and

!R.ct is the FEC rate used in the reference OFDM based system.
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EEP OSSA. Also, the EEP OSSA based system which employs the optimal K, and R,
outperforms the EEP OSSA based system that employs the K, and R,e. This agrees
with the simulation results of fragment error probability shown in Figure 3.4. Clearly,
the proposed CLDOSSA is able to outperform the EEP OSSA in terms of PSNR because
the CLDOSSA exploits knowledge about the video content; allowing it to better assign
channel resources for video transmission. Moreover, the proposed CLDOSSA outperforms
the UEP OSSA because the present scheme can offer a fine-grained level of UEP by directly
accessing the control of data transmission in the physical layer. It can be observed from
Figure 3.7 that [1] outperforms the CLDOSSA at high SNR. This performance gain comes
at the cost of increased implementation complexity to support adaptive modulation. In
addition, extra CSI feedback is negded'bif the algorithm in [1] to support adaptive power

allocation and bit loading. At _ld;)s} SNR (less thant9 dB)sit is obvious that the CLDOSSA
. = : -

outperforms [1] since the latfer does not tak'é conltént lififormation into the account so
af = :I

that relative to the CLDOSSA, the yideof(J:onAI.ltent of higher importance cannot be well

|

protected. [-;;n W % 1B9E

In order to investigate what éffécjc the FEC grar}‘ulafi‘éy have on the UEP OSSA; three
different FEC rate sets are provided for compé[rison: Ry = {14/27,14/21,14/15}, Ry =
{14/27,14/24,14/21,14/18,14/15} and R3 = {14/k | k = 47,45,...,17,15}. Figure 3.8
shows the video quality for the OSSA systems with different granularity of UEP levels,
and the performance for the CLDOSSA and EEP OSSA are also plotted for reference.
Even though the UEP OSSA with R, and R3 can further improve the video quality of the
UEP OSSA with Ry by employing a more fine-grained level of UEP, the CLDOSSA still
outperforms the UEP OSSA, especially at low SNR. When SNR is low, the CLDOSSA will
employ less subcarriers and allocate power to those reliable subcarriers. This is similar
to the concept of waterfilling based power allocation algorithms. Hence, OFDM based

systems using the CLDOSSA has higher flexibility to make use of the channel compared
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Figure 3.7: PSNR vs. transmit SNR performance for the CLDOSSA, the UEP OSSA,
the EEP implementation of [1] and the EEP OSSA. PSNR is measured across the first 24

video frames.
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Figure 3.8: PSNR vs. transmit SNR performance for the CLDOSSA, the UEP OSSA of
different FEC rate set, and the EEP OSSA. PSNR is measured across the first 24 video

frames.
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BER Optimized Multimode
Precoder De51gn for MIMO-OFDM

Based Spatlal Multlplexmg Systems

4.1 Overview =

Multiple-input multiple-output orthogonalfrequency aivision multiplexing (MIMO-OFDM)
has been extensively promoted as key technology for next generation of wireless commu-
nication systems due to its potential to achieve significant capacity and diversity gain
in frequency-selective fading channels without sacrificing spectral efficiency nor incurring
heavy computational burden [5]. This capacity gain can however be offset by spatial
correlation among the antennas, especially at the mobile terminal where limited space
imposes a severe constraint on the placement of the antennas.

Antenna selection has been proposed as an effective and inexpensive means to com-
bat against this problem as it reduces the number of RF chains at the transceiver while
retaining many of the diversity benefits. The selection procedure often relies on channel

state information (CSI) feedback from the receiver to transmitter [21-23]. It was shown

31
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in [24,25] that space-time coded (STC) MIMO-OFDM can attain full diversity of L, N;N,.,
where each term is denoted as the channel length, number of transmit antenna, and num-
ber of receive antennas, respectively. [25] has further shown that employing antenna selec-
tion does not change this diversity advantage. This fact has motivated various selection
schemes [26-29] for MIMO-OFDM based systems. [26] extended the maximum capacity
unimode antenna selection scheme! in [23] to select a subset of the total number of trans-
mit and receive antennas for transmission by successive eliminating the columns/rows of
the channel matrix that yields the minimum loss in capacity. This scheme, however, does
not yield the best bit error rate (BER) performance nor does it guarantee the maximum
diversity order can be achieved. The multimode schemes in [27,29] exploit space-frequency
block coding (SFBC), adaptive mo_(_iplatidn, and dw energy-based antenna selection scheme

to further enhance performanpen: Howevergthe mefcho'cls do not guarantee optimal BER

. =
i | .

can be attained as the design scheme does nz)t'ig'iif_eué:‘tluy optimizes the BER expression. [28]
' - :I

proposed a minimum mean—;sqll_lared efrog (MMSE) based selection scheme which utilized
similar successive eliminatioﬁn;:onceptu_;a:s:imﬂ. Howlever, it suffers from the same
deficiency as [27,29] in terms of BER optimizations FufjtJhermore, it is unclear what data
rate each data stream should have after the selection has been done. While the above
techniques assumed a fixed amount of antennas are to be selected, [30] relaxed this con-
straint and proposed a joint transmit and receive (Tx/Rx) MMSE selection scheme to
reduce the BER. Significant improvements in BER performance was reported over conven-
tional MMSE joint Tx/Rx design such as [31,32] which uses a fixed number of antennas.
Unfortunately, the global optimal solution was found only via an exhaustive search. This
was acceptable since [30] only considered flat fading MIMO channels with small number

of antenna elements.

Herein, a multimode transmit antenna selection/precoding algorithm is proposed for

!Unimode antenna selection schemes only entail selection of the antenna subset.

4.1 Overview 32



Chapter 4

MIMO-OFDM based spatial multiplexing systems. The proposed multimode precoding
algorithm is designed to optimize average BER over all data streams under a constant
rate constraint by 1) determining the necessary number of antennas/spatial streams and
subcarriers that are needed, and 2) choosing the appropriate mapping of the data stream
to the selected antennas and subcarriers for transmission. The present scheme is able to
choose the strongest spatial and spectral channels such that the BER is minimized and
can easily tradeoff between diversity and spatial multiplexing gain, as discussed in [8].
The other advantages of the proposed method include: 1) the use of linear receivers
only, such as zero-forcing (ZF) or MMSE, for signal recovery, thus bypassing the use
of computational expensive receivers such as maximum likelihood, and 2) the solution,
although suboptimal, does not res_(_)lqtut'c') perforniing exhaustive search. Results will show
that the proposed method can Lpﬁtkp“erkforr‘n‘ the mul-timoélé method proposed by [28] and the
OFDM implementation of thje.nnqultimodéLme;t_h(?_(::l.s i)roff)o.sged by [2,3]. Furthermore, our
o .

simulation results will indica;teu_that infzregséél naiversity order can be achieved compared to
those reported in [2,3] by exialﬂoitingtslu)_;a[f;amhénnel g;ﬂn diversity since the number
of antenna, number of subcarri-ér‘;‘ }H}d the mapping of L’Eile data stream to those selected
antennas and subcarriers are adjusted uadaptiv‘e'b} based on CSI feedback.

This chapter is organized as follows. Section 4.2 describes the system and the data

model. The proposed scheme is developed in Section 4.3, followed by a complexity analysis

in Section 4.5. Simulations in Section 3.4 verify the efficacy of the proposed scheme.

4.2 System Model

Consider a MIMO-OFDM system with N, transmit antennas, N, receive antennas and N,
subcarriers. The data symbols of each antenna are modulated with M-QAM constellation
and converted to block symbols. We assume the constellation is uniform over all the data

streams of all the antennas. Inverse fast Fourier transform (IFFT) is performed to the
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block symbols to impose orthogonality among subcarriers. Samples at the output of IFFT
block are converted from parallel to serial data symbols and transmitted over frequency-
selective fading channels. In order to counter intersymbol interference (ISI), a guard
interval in the form of cyclic prefix of length N, is added to each OFDM symbol of length
N, before transmission. At the receiver, the reverse process is performed to demodulate

the data symbol. The transmission efficiency due to the cyclic prefix is defined as

a N

T=N.+N,

Each subcarrier can be regarded as an independent MIMO flat fading channel due to

the orthogonality among subcarriers. The channel matrix H(k) for the k* subcarrier is

H1§“;(7€-.) " H’1,2(/€5 e Hy(K)

I H ), Haalk) - o v, ()

.
1
1
i

| Hn, (R oK), - -+ Hgv, (k)

where H; ;(k) denotes the Ch;ﬂgel nééiﬁ”be‘év&éér&%he jtf%jigfansmit antenna and ' receive
antenna for the k' subcarrier. As.s“uinirulgCSI is lanVK}r.i at the receiver. The joint antenna
and subcarrier selection can be performed at the receiver and only the indices of the se-
lected antennas are fed back to the transmitter so to reduce feedback overhead. If adaptive
power allocation is employed, extra data are required in the feedback to provide power
allocation information to the transmitter. In the sequel, it is assumed that coherence time
of the channel is large enough for accurate CSI to be fed back to the transmitter.

The transmit antenna selection is performed subcarrier by subcarrier to select M;(k)
transmit antennas out of N; transmit antennas for the k' subcarrier, where M;(k) < N,
is assumed to avoid rank deficiency when linear receiver is employed. Hence, there are
M, (k) data streams transmitted on the k' subcarrier. This selection can be done by

precoding the transmit data stream by an N, x M,(k) precoding matrix, Wz, ) n(k),
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which is created by choosing M;(k) =0, 1,..., min(N;, N,) columns from I,. Therefore,

there are N,, = min(Ny, N,) + 1 number of selection modes for each subcarrier. n(k) =

Ny
0,1,..., — 1 is the index for the data stream-to-antenna mapping for each selec-

My (k)

tion mode. Thus, the precoder is used to map the data stream to specific antennas prior

to transmission. Furthermore, Wiy, k) = § War,(x),00 Wan )15 - - W N de-
M;(k ( ! )1

My (k)
Ny
notes the set containing the precoding matrices, with Wy, (x)n(x) denoting the
My (k)

n(k)™ precoding matrix in Wy, ). For My(k) = 0, we further define Wy = {Wy},
where Wy o denotes an empty matrix, which implies no transmission for the specified k"

subcarrier.

]

Using the precoding matrix sthe effective channel matrix is H,(k) = H(k)W ar,0).n0)

so that the N, x 1 received ngnél Vectofzg(ik)"pfor“th“e k:’?hL subcarrier can be written as
k) = Hp(R)R/A(R)X(F) + Vi),

where x(k) is an M, (k) x 1 trdngmif .éignal vector. /The constellation size is normalized
such that E[x(k)x™ (k)] = L, ). &Vu(k}- isithe N; 3 1. zero-mean complex Gaussian noise
vector with variance Ny for the k™ subcarrier with elements v(k) that are independent,
and identically distributed (i.i.d.). Note that v(k) is independently generated for every
subcarrier. A(k) is an M;(k) x M;(k) diagonal power allocation matrix, where [A (k)]
denotes the average symbol energy at the 7" transmit antenna for the &' subcarrier for

the duration of one OFDM symbol. This will be elaborated further in the next section as

part of the precoder design. The estimated signal X(k) at the receiver can be written as
xX(k) = Gy(k)y(k) = v A(k)x(k) + H(k)v(k), (4.1)

where G, (k) denotes the equalization matrix. In the case of ZF equalizer (ZFE), G, (k) =

HY (1)
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Figure 4.1: Block diagram of proposed multimode precoding scheme.

4.3 Proposed Multimode Precoding Scheme

4.3.1 Precoder Design

In the present scheme, the precodingg matrixs Wy, 1)nx) is designed to minimize the
average error probability under,a c;)nstant rate constraint. Specifically, the optimal values
of M,(k) and n(k), denoted as M (k)y-and 7;*(1@) lenceforths are determined at the receiver
and sent back to the transrpitter as precoding Aparametersj via the feedback channel as
shown in Figure 4.1. The bui’gstrearﬂ at Lthek transmitter le converted to multiple data
streams by the spatial—frequencgf mult{plexer (SF-Mux).” All the data streams are mapped
to transmit antennas according to the preeoding i)arameters and transmitted over the
wireless channel after OFDM modulation. At the receiver, the received signal will be
equalized with per-tone ZFEs corresponding to the antenna selection at the transmitter.
The equalized data streams will then pass through the symbol detector and converted to

bitstream with the spatial-frequency demultiplexer (SF-Demux).

For M-QAM constellation with Gray coding employed for all the data streams, the
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BER expression of the i’ data stream for the k" subcarrier can be approximated as [10,33]

vM—1 3n
Pbi (WMt(k),n(k)) ~ Werfe SNRZ(k)m

_ \/M —1 [A(k>]zz 3n
VMo, VM Ny [ (B (), (1)) ] 2= 1)

(4.2)

where erfc(+) is the complementary error function and SNR; (k) denotes the (post-processing)
SNR of the " data stream for the k" subcarrier at the output of the ZFE, which can
be obtained from (4.1). The post-processing SNR is the parameter of interest in (4.2)
because the channel noise is colored by the ZFE, and thus, the noise power can vary as
a function of the channel [34]. Therefofe" the eiiféra,ge BER expression for MIMO-OFDM

based systems with precodlng and hnear equahzatlon can be written as

j umf | e

N. Mi(k) vl

Py (W) =~ Z Z Py (WMtac) n<k>) &5 1
W, M k) Py A
B HA(K)], 31
_ erfc S - )
a\/_logQ\/_;l ; \ Ny ‘[(Ef(MHp(k))_lLiQ(M_ 1)

3

where

W = |:WMt(1),n(1) Wir@)ne) - WMt(NC),n(NC)} ,

which contains all the precoding matrices specified for the corresponding subcarriers,?

and a = 2[;1 M, (k) denotes the total number of data streams at the transmitter. In

addition, the total transmission rate for the multimode scheme is

br = alogy(M Z M, (k) logy (M), (4.4)

2Even though P, (W) is not explicitly a function of W, W is used here for ease of presentation. The

expression is correct in the sense that Py is a function of all (non-overlapping) submatrices making up

W.
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which is used as the rate constraint in the proposed formulation.

From (4.3), it is clear the elements of the power allocation matrix [A(k)],; play an
significant role in determining the BER. An obvious choice is to use equal power allocation
so that [A(k)],, = Eplogy(M), where Ej denotes the energy per transmitted bit. From

(4.3), the average BER using equal power allocation can be written as

N, M (k)

_ _ £y 3logy(M)n
MMEP E E erfc
Pb, (W) o / IOgQ / k = NO [(Hﬁ(k)Hp(k))_l} Q(M— 1)

113

(MMEP)

and the BER optimized multimode equal power (MMEP) precoder W' M (k) (k) for all k&

can be obtained by solving

HLiH ?b,MMEP(W) = i ‘7 E .

s.t. bT—ZMf 1og2 )J )

(4.5)

If W%w(g;( K = W0 for a specific k, none of the antenna will be selected for transmission

on that particular k' subcarrier. In this case, the BER for this & subcarrier is equal to
0.

To further enhance BER performance, the low complexity inverse power allocation
scheme in [35] is also considered. The amount of power allocated in this scheme is in-
versely proportional to the channel gains such that selected attenuated subcarriers are

compensated; thereby boosting BER performance. In other words, [A(k)],; is propor-

tional to [(Hf(k)Hp(k))fl} ~ such that the post-processing SNR of all the data streams

i

for all subcarriers are equalized. Consequently,
[(HH(k)Hp(k))_l} Eybr

AR, = -
S S | (B ) H (k)

, (4.6)

w

i
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where Epbr denotes the total transmitted power. Substituting (4.6) into (4.3), the average

BER using inverse power allocation can be written as

_ _ VM -1 Eybr 3
Pb MMIP W)= — X erfc s
’ ( ) V' M log, \/]\/[>< Ny S Ve ZMt(k) [(HH@)Hp(k))*l] 2(M —1)

i

(MMIP)

and the BER optimized multimode inverse power (MMIP) precoder W My (k) (k) for all k

can be obtained by solving

min Fb,MMIP (W)
W

s.t. bT—ZMt ) log, (M),

0 < My(k) < Ny — 1atg0 £.00(k) < — 1, Vk.
' Ce \ Mi(k)

=] >, ¢ , (4.7)

, - i: %
- & i | Lf
Note that -1 | (H (RTELG) T =11 ((HH JH (k) ) = S0 0 (H, (k).
Also, it is easy to see that rﬂinimizingL Ek.ﬂ z , (Hp(k:)) is equivalent to minimiz-
“@MMIP) !

ing the objective function in -(4 7) Therefore WM* (i n*(k) for all k£ can also be obtained

by solving

4.3.2 Computation of the Precoders

Since W contains all the precoding matrices that will determine the transmission rate

for each of the corresponding subcarrier, (4.5) and (4.8) become a nonlinear, discrete
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constrained minimization problem. If exhaustive search is employed, the number of points
Ne

N,
to be searched for (4.5) and (4.8) is | > Nm! ' ; making this method infeasible
1
because, in practice, N, can be in the order of 10%. To bypass this problem, Lagrangian
relaxation [20, p. 323] can be used to obtain a near-optimal solution.
Since Pyavep(W) and Py anip (W) (or equivalently Z]kv; i]‘itl(k) o; 2 (Hy(k)) ) are
functions of H,(k), they can be written more generally as Zé;v; J (H (k)W a,(6)n(k) ) » Such

that the Lagrangian relaxation of (4.5) and (4.8), with respect to the rate constraint, can

be written as

ELR()\) = IT%DE (W, /\) y A€ R-H (49)
where -
- Ne S e N,
C(W,A) =D f, (n}I(k)WM;‘@?j,n(k))'+ A (NtMt - Mt(k:)>
i = :E5)\
= > 5 (FE)Woanetyaa) + A Mg = M;(k)) (4.10)
k=T [ )
NcL_: B L [7“-: -
= > LW fhahnenys N
k=1 1 I

is the Lagrangian and A is the Laglia;lge multiplier. LN.ote that (W ask)n(k), A) can be re-
garded as the Lagrangian for the & subcarrier. It can be observed that £x(W s, (k) n(k), A)
is independently additive since each subcarrier is orthogonal to each other. As a re-
sult, the minima of ¢ (W, )\) is obtained when /¢, (WMt(k),n(k), )\) is minimized for each k.
Furthermore, the Lagrangian for all subcarriers share the same parameter A. Hence,
once A is known, W can be determined by considering W, (k),n(k) Which minimizes
Ce(W (k) (i) s A)-

From [20, p. 324], the Lagrangian dual function is £;,p = maxy>¢ {Lr()\), where {1 p is
the infinmum of the objective function in (4.5) and (4.8) and it is a convex function [36,
p. 215]. Thus, the global optimal solution for ¢, can always be attained efficiently.

Since £ r(\) is a piecewise linear and convex function of A, £;p can be solved using the
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subgradient algorithm [20, p. 409]. Furthermore, such a solution can be refined by the
branch and bound algorithm [20, p. 355] to obtain a better solution.

The subgradient algorithm can easily be implemented using the bisection method
to obtain the solution efficiently because A is a scalar. Although the derivation of
W which minimizes E(W, A) can be simplified by solving each Wy, ) nx) that min-

imizes £(W s, k)n(k)s A) for a given A exhaustively, it may be infeasible as there are

Ny
S Nm et possible solutions for each subcarrier.
{

A preselecting procedure can be employed as an alternative to reduce the search region
such that there are only N,, possible solutions for each subcarrier. This is done by first

obtaining Wy, k)n=x) for each selection mode. The optimal precoder W sz (k) (k) for

each k can thus be solved using thé: Lagrangian relaxition method. This reduces the total

number of precoding matrices being eva;lqal}jed in each itération to N.N,,.
EIS AT
. .

4.4 Unimode Precoding™ -

In order to compare and apprécf@te the performapcé éain obtained from the proposed

multimode precoding scheme, the unimode pr-ecoding scheme is also derived. Unlike
the proposed multimode scheme, the number of antennas is assumed to be a priori
known (hence, it is no longer a design parameter) and it is uniform across all subcar-
riers, i.e. M,(k) = M,. Hence, only the data stream-to-antenna mapping needs to be
determined. In order to compare the proposed multimode and unimode scheme in a

fair manner, M; should be chosen such that N.M,; = fj;l M, (k) is satisfied. Defining

Wit = Wano, Wagt, o, W
Mi:
M

) as the set containing the precoding matrices
—1
A

N,
Wt nery, for n(k) =0,1,..., - 1, which are created by choosing M; columns from

M,
Iy, for all k. Following similar derivation as in Section 4.3, the average BER for unimode
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precoding can then be written as

1 Ne My

Fb,UMEP (W) =N Z Z By, (WMz,n(k))
ciVit

k=1 i=1

1 Ne¢
- ﬁ Z Pbavg (WMt’n(k)) ’
¢ k=1

(4.11)

where P, (WMt’n(k)) = M% Zi]\itl b, (WMt’n(k)) is the average BER for the k™" subcar-
rier. Obviously, to minimize Py,(W) in (4.11) is equivalent to minimize Py, (W s, ()
for each subcarrier. From (4.2), the average BER for the £ subcarrier using equal power

allocation can be written as

VM -1 M E 3nlog, M
pUMEP) Wit k) = _— h A erfc - : ’
bavg ( n( )) Mt /M10g2 JrM Zz:; ¥ L A N() [(Hg(k)Hp(k))il} ) 2<M - 1)

and the BER optimized unimé)d“e equal :pﬁjx}eg—F(UMEP)_‘ﬁrecoder for each subcarrier is

- ; .
Wg\ljl\ga = L Pb(UMEP) (Warz, (i) -
Pk Wour ,n(k?.? War, 1

Similarly, the average BER’_‘using‘ inverse .poi;vér allacation can be written as

_ - VM -1 . e [ . Eybr 37
Pb,UMIP(W) = —— X erfc 1
VM log, VM No S, S [ (B ey () 1] 21D

13

It is obvious that minimizing Py, yyip(W) is equivalent to minimizing
fj;l Zij\iﬁ [(Hf (k:)Hp(k))_l] ~ for each subcarrier. Hence, the BER optimized unimode

inverse power (UMIP) precoder for each subcarrier is

M
UMIP : -
W, = gmin 307t 0.
W]Mt,n(k)ewfwt i=1

4.5 Complexity Analysis

The computational complexity under consideration is defined as the number of multipli-

cations and additions, which is identical to the definition of flop as indicated in [37, p.18].
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The computational complexity for the MMEP, MMIP, UMEP, UMIP schemes, and the
MIMO-OFDM implementation of the selection criterion 5 (SC5) method in [3] is summa-
rized in Table 4.1.

The computational complexity for the proposed multimode scheme can be considered
in two stages. The first stage involves the computation of f (H(k‘)WMt(k),n(k)) for all
combinations of M;(k) and n(k), while the second stage considers the use of the Lagrangian

relaxation method to attain WMt*(k;),n*(k;)'g

Np—1

It is clear that there are a total of N. ) . effective channel matrices which

i
need to be evaluated. Assuming that the R-SVD algorithm [37, p. 253] is employed to

compute all inverses and singular values. In the case of the MMEP precoder, evaluat-

ing f (H(k)YW ar, (k)nr)) 18 equiv;ﬂé.n;c to evalruatingk(i-lff(k)Hp(k))_1 which also equals to

VH(E)ES2(k)V(k), where V(k) and-X( k*lT hre the Smgular vector and value matrices of

H,(k), respectively. Hence, the amount of computatlon rbqulred will be

N sl | .
N, ZN"‘ ! ' (2N,i* +114°) | eForthe MNP precoder, evaluating f (H(k)W g, k)0 )
is equivalent to evaluating o; > (Hp(k:)) Hence, theL: amount of computation required will

Ny
be | N. ZN"‘ ! (2N,i? 4+ 2i%) |. In the second stage, the evaluation of the La-
i
grangian relaxation is considered in two parts. The first part considers the computation
of X using the bisection method and the second considers the evaluation of the Lagrangian.
The bisection method begins by defining an interval (0, \™®*), where \™®* is initiated
to be 1. Tt is subsequently increased (by doubling it) until >"r<, M;(k) > N.M;. The

bisection method will then be applied to decrease A until the rate constraint is tight,

whereby the optimum A, denoted as A\*, is obtained. Assuming that a precision of €,

#Since the most computational expensive part in the first stage is to compute (H/f (lc)Hp(lc))_1 for
equal power allocation scheme or o, 2 (H,(k)) for inverse power allocation scheme, the computation of

the operations, such as erfe(-), /-, etc, is therefore omitted.
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is used in obtaining A\* and the computations for attaining a suitable A™** is negligible,
then the number of iterations for the bisection method will be log, <i> [38]. For each
iteration, 1 multiplication and 1 addition will be used for the computation of A using the

bisection method. For the second part of the second stage, if the preselection procedure

is not used, then x(Waz,#)n(k)s A) Will need to be evaluated NS No~! i times in
]
computing the Lagrangian relaxation. If preselection procedure is employed, then only
Ce(W at(k),n* k), A) needs to be evaluated. This, however, only needs to be performed
N.N,, times as described in Section 4.3.2. Assuming f (H(k)WMt(k)m(k)) has been cal-
culated in the first stage, 1 multiplication and 2 additions are required to compute one
Ce(W at(k),n (k) A) in (4.10). Since the preselection procedure will only be performed before
bisection method, the Computation'i‘s ure..lativ'ely As.lurneL.ll“Acompared to that of the Lagrangian.
Thus, the computation for thé preselecthin le:?cedUre cah be ignored. The total number

of computations for the second stage will then be logz ( ) (24 3N.Np,).

For the unimode scheme each Subcarrler requlres calculatlon of f ( (k)WMt’n(k))

for all n(k). If UMIP is employed evaluatlng f( ( )WMt n(k)) involves computing

o;? (H,(k)). Using the R-SVD algorlthm the Computatlonal complexity will be
Ny

N, (2N, M? + 2M}?). In comparison, if UMEP is employed, evaluating

M,

J (H(k)W a1, nr) ) involves computing (Hf(k)Hp(k))_1 = V()22 (k)V (k). Hence, the

Ny
computational complexity will be N, (2N, M? + 11M}).
M,

From the above, it is clear that the computational burden lies in the evaluation of
f (H(k)WMt’n(k)), which increases as the number of selection modes are increased, as in
the proposed multimode scheme. However, the complexity will not be too high when N,,

is small.
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Table 4.1: Number of multiplications and additions for the proposed multimode pre-
coding schemes, the unimode precoding scheme in Section 4.4, and an MIMO-OFDM

implementation of the SC5 scheme in [3].

Scheme f (H(k)WMf(k)ﬂ'L(k)) Stage 1 Stage 2 (with preselection)

=1

MMEP | (HZ (k)Hp (k) ™" = VE(R)S2(k)V(k) | Ne S Nm—! (Nt ) (2N;i2 +1133) | logy (%) (24 3NcNy,)

MMIP o; 2 (Hy(k)) Ny Nm—t (Nt ) (2Nri? +2i%) | logy (L) (24 BNeNm)
UMEP | (HZ (k)H,(k)) " = VE()E2(k)V (k) Ne ( N ) (2N, M? + 11M3) —

My
UMIP o2 (H,(k)) N. ( e ) (2N, M2 + 2047) -

My

SC5 [3] | (HY (H,(k) ' = VI (R)E-2(k)V (k) NCZ??‘I(JV,t)(2Nri2+11i3) -

4.6 Simulation Reésults and ‘Discillssions

In all simulations, N, = 64l and "N, = 16; '1nu this, case, jn = 0.8. It is assumed that
the transmission is ISI- anduICI—freé.nL‘i‘he(ch@nnel goefl;icients are directly generated
independently in the frequenc§ doma;in with a Ray}eigh distribution, where the fading
process is normalized such that E[|H”(k:)|2] ='T. |

The BER performance for the MMEP, MMIP, UMEP, and UMIP precoding schemes
are shown in Figure 4.2 with spectral efficiency R = M;log,(M) = 4 bits/s/Hz and
M,; = 2. The constellation is chosen such that the transmission rate constraint in (4.4)
is satisfied. In the following, X x Y denotes MIMO-OFDM based spatial multiplexing
systems with X transmit and Y receive antennas. 3 x 3, and 4 x 4 systems are considered.
In addition, 1 x 1 and 2 x 2 systems with no precoding (no diversity) are also plotted
for comparison. In this instance, equal power (EP) allocation is used. From Figure 4.2
all precoding schemes can achieve lower BER than 1 x 1 and 2 x 2 systems as they do

not benefit from any selection diversity. For the 3 x 3 system, the proposed MMEP
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Figure 4.2: BER vs. SNR perﬂfofrﬁance for multirﬁo@e and unimode schemes (R = 4

bits/s/Hz). =¥ =

precoding scheme outperfor:mus the UMEPJﬁiecoding sch[(:éme by 1.5 dB at a BER of
1073, This is possible becauégjchangél}géirﬁ;quiﬁy is exbloited in the MMEP scheme.
Moreover, the MMIP precodiné‘ metu};(.)ud outperforms_ Qﬁé MMEP precoding method, and
the UMIP scheme outperforms the UMEP se¢heme. HFOI" 3 x 3 system, the proposed MMIP
scheme outperforms UMEP scheme by 2.7 dB at a BER of 1073. It is interesting to note
that in the 4 x 4 system, the performance gains of all the proposed multimode schemes
over their unimode counterparts are less than those in 3 x 3 system. This is because
the extra antenna pair increases the spatial diversity, hence, the unimode schemes can
directly benefit from extra selection diversity to select antenna subset of good quality
without exploiting the diversity over all the subcarriers. Furthermore, the performance
gap between MMIP /UMIP is less than that of MMEP/UMEP. This is because the inverse
power allocation scheme reduces the diversity of the post-processing gains over all the

subcarriers by compensating the attenuated subcarriers.
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The BER performances for various precoding schemes in a 4 x 4 system with spectral
efficiency R = M;log,(M) = 12 bits/s/Hz and M; = 3 are shown in Figure 4.3. In
addition to the unimode scheme, SC1 scheme in [2] and the SC5 in [3] are also included.
Since SC1 and SC5 were originally proposed for MIMO spatial multiplexing systems, an
MIMO-OFDM implementation of the two schemes are used here. SC1 is an unimode
scheme where an optimal antenna subset is selected based on the maximum minimum
post-processing SNR. SC5 is a multimode scheme in which the optimal modes for M;
and M-QAM pair are chosen. Note that this is different from the present multimode
scheme that employs uniform constellation and adaptively changes the number of transmit
antennas. In the simulation, (M, M) = (2,64) and (3, 16) are used to achieve 12 bits/s/Hz
spectrum efficiency for each Subcal_r_riu@r."lj‘rom the figure, the proposed MMEP and MMIP

precoding schemes clearly outkpénrkfo'rrhn aLllftl}e othefﬂ co.r'frp_eting schemes. This shows that

BER performance can be ilqrjlpr;)ved by: éxpl(')itlng“ éhaﬁn;;l gain diversity in frequency-
. .

selective fading channels. Ho.yvever, Ethins j)uefforman(}e gain comes at the cost of extra

feedback information from thg- receiye}jﬂt.'é-éwohntn of power allocated for each data

stream needs to be transmitted. "'f'herefore, the pe‘rf_o‘rfiﬂance of inverse power allocation

based precoders are expected to be more ‘sensitive to inaccuracy or delay in the CSI

feedback.
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Figure 4.3: BER vs. SNR performance between multimode, unimode, SC1 [2], and SC5 [3]

schemes (R = 12 bits/s/Hz).
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Conclusions and Future Works

5.1 Conclusions

In this thesis, we proposed reséurce alloca];l(pn technlques for wireless multimedia commu-
(B F

nications. The CLDOSSA is an OFDM- bésed algorlthm Qan easily achieve fine-grained

UEP levels protect video CQntent of | dlfferent 1mportance Moreover, it can be imple-

mented without exact CSI fe‘e_dba,ck‘—. For the ‘Cross—layer optimization of the proposed
scheme, we jointly optimized thé Lco‘nﬁguratim‘q in Lthé ;Dhysical layer and link layer and
solved for the number of selected subcarriers employed in the CLDOSSA for each slice
with Lagrangian relaxation method. Simulation results show that the proposed scheme
can outperform the UEP OSSA| EEP OSSA, and the EEP implementation of [1] in terms
of PSNR, especially at low SNR.

In addition, a multimode antenna precoding scheme was also proposed for MIMO-
OFDM based spatial muxltiplexing systems. Simulation results show that the proposed
schemes can exploit spatial diversity as well as channel gain diversity to enhance link reli-
ability. Furthermore, the inverse power allocation strategy simplifies the precoder design
compared to that of the equal power since only the eigenmodes of the effective channel

matrix are used. Although the inverse power allocation based precoders outperform other
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schemes, this gain comes at the cost of extra feedback information from the receiver as

exact channel gain for each subcarrier needs to be transmitted.

5.2 Future Works

In the future, we can further investigate video streaming using the DLDOSSA in a multiple
user scenario, where the transmit rate balancing among all the users will be a crucial issue.
Moreover, the CLDOSSA can be extended for use in MIMO-OFDM systems to further
enhance the transmission rate.

Since all the proposed schemes in this thesis assume CSI is perfectly known at the
transmitter, the proposed scheme can allogate th_ue resource to proper subcarriers or trans-
mit antennas and thus elevate the.:s;;stem pﬂerforl_na:n.uc:éV_ However, CSI at the transmitter
is usually imperfect due to ifrslp'erfect Chﬁﬁijle},estiinatiqri; quantization of CSI, or delay

of CSI feedback from the réceiver. Thereforé, .investigati.dn into how these factors can
L o |

. i ol =
impact system performance is keen in.achieving the desirable performance. Furthermore,

for the MIMO-OFDM systems,. ‘_pheuc'hannel was assumied to be spatially uncorrelated.
This is not usually the case for the mobile device as size of the device limits placements

of the antennas. Therefore, schemes which also take this factor into account will make

the system even more practical.

5.2 Future Works 50



Bibliography

[1] J. Campello, “Optimal discrete bit loading for multicarrier modulation systems,” in
Proc. of the Intl. Symp. Information Theory, Cambridge, Mass, USA, Aug. 1998, p.

193.

[2] R.W. Heath, Jr., S. Sandhu, andA. Paulraj, “Antenna selection for spatial multi-

plexing systems with lineat" i‘ecéivers,” ' [EEE Conftmunications Letter, vol. 5(4), pp.

e =
142-144, Apr. 2001. :{7; 1% |

[3] R.W. Heath, Jr. and D.J:Love, “Mglt_imode antenna/selection for spatial multiplexing

systems with linear receivers,”™ [EBE Trans: on S@énal Processing, vol. 53(8), pp.

3042-3056, Aug. 2005. 7

[4] W. Stallings, Data and Computer Communications. Prentice Hall, 2007.

[5] G.L. Stiiber et al., “Broadband MIMO-OFDM wireless communications,” in Proc.

of the IEEE, vol. 92(2), Feb. 2004, pp. 271-294.

[6] D. R. Company, Using MIMO-OFDM technology to boost wireless LAN performance

today. St. Louis: White Paper, 2005.

[7] G.J. Foschini and M. Gans, “On limits of wireless communications in fading envi-
ronment when using multiple antennas,” Wireless Personal Communications, vol. 6,

pp- 311-335.

BIBLIOGRAPHY o1



Chapter 5

8]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

L. Zheng and D.N.C. Tse, “Diversity and multiplexing: a fundamental tradeoff in
multiple-antenna channels,” IEEE Trans. on Inform. Theory, vol. 49(5), pp. 1073—

1096, May 2003.

D. Dardari et al., “Layered video transmission on adaptive OFDM wireless Systems,”

EURASIP Journal on Applied Signal Processing, vol. 2004(10), pp. 1557-1567, 2004.

D. Dardari, “Ordered subcarrier selection algorithm for OFDM-Based high-speed
WLANS,” IEEFE Trans. on Wireless Communications, vol. 3(5), pp. 1452-1458, Sept.

2004.

Z. Wang et al., “Jointly optimized transmission of scalable video streams in OFDM

]

wireless systems,” vol. 1, Nov, 2006!

3 - [I . r, of
C.-H. Chen, C.C. Fung and S.-J. - Wang, -:"‘P?L_cuketizc_ad.video transmission for OFDM
) N i 1

wireless systems with dyﬁémic ordered subcarrier selecﬁnion algorithm,” in Proc. of the
r i

Intl. Conf. on Acoustic:s;, Speech,canr’d‘_uSignal Processiﬁg, Apr. 2009, pp. 1993-1996.

r . 1 o
1

ITU-T Rec. H.264/ISO/IEC-‘f1_496—10, “AdvancgedL'g\u/ideo Coding,” Final Committee

Draft, Document JVT-E022, Sep.u2002.

T. Wiegand et al., “Overview of the H.264/AVC video coding standard,” IEEE Trans.

on Circuit and Systems for Video Technology, vol. 13(7), pp. 560-576, Jul. 2003.

O. Harmanci and A.M. Tekalp, “Rate-distortion optimal video transport over IP
allowing packets with bit errors,” IEEE Trans. on Image Processing, vol. 16(5), pp.

1315-1326, May 2007.

S. Wenger and G. Cote, “Using RFC2429 and H.263+ at low to medium bitrates for

low latency applications,” in Proc. of the Packet Video Workshop, Apr. 1999.

J.G. Proakis, Digital Communications. New York: 4th ed. Wiley, 2001.

BIBLIOGRAPHY 52



Chapter 5

[18]

[19]

[20]

[21]

[23]

[25]

[26]

D. Dardari and V. Tralli, “High-speed indoor wireless communications at 60 Ghz
with coded OFDM,” IEEE Trans. on Communications, vol. 47(11), pp. 1709-1721,

Nov. 1999.
H. David, Order Statistics. New York: Wiley, 1981.

G. Nemhauser and L. Wolsey, Integer and Combinatorial Optimization. New York:

Wiley, 1988.

D. Gore, R. Nabar, and A. Paulraj, “Selecting an optimal set of transmit antennas
for a low rank matrix channel,” in Proc. of the Intl. Conf. on Acoustics, Speech, and

Signal Processing, vol. 5, Jun. 2000, pp. 2785-2788.

D. Gore, R. Heath, and, ands A Paulraj, “S}?'atigtical antenna selection for spatial

multiplexing systems,” in%Proe. of:t/%ra;]qtl.‘ .C‘onf. .oh_ Communications, vol. 1, Apr.
‘E|L4 A b

2002, pp. 454-454. = = =

]

i e 2
A. Gorokhov, “Antenna@el'ectiokn Lalt’g515-i-i;l:l-lj-}cg;.-fo1r.MEAﬁ—tilraunsmission systems,” in Proc.
of the Intl. Conf. on Acouéti_cs, Speech, and Signal:Processing, vol. 3, May 2002, pp.

b 1

2857-2860. Ll ne

B. Lu, X. Wang, and K.R. Narayanan, “LDPC-based space-time coded OFDM sys-
tems over correlated fading channels: performance analysis and receiver design,”

IEEE Trans. on Communications, vol. 50(1), pp. 74-88, Jan. 2002.

I. Bahececi, T.M. Duman, and Y. Altunbasak, “Performance of MIMO antenna selec-
tion for space-time coded OFDM systems,” in Proc. of the Wireless Communications

and Networking Conference, vol. 2, Mar. 2004, pp. 987-992.

M. Collados and A. Gorokhov, “Performance of MIMO-OFDM WLAN systems and
antenna subset selection,” in Proc. of the IEEE Beneluxr Chapter on communications

and Vehicular Technology Symposium, 2003.

BIBLIOGRAPHY 93



Chapter 5

[27]

28]

[29]

[30]

[31]

[33]

[34]

[35]

M. Torabi and M.R. Soleymani, “Adaptive modulation for OFDM systems using
space-frequency block codes,” in Proc. of the IEEE Wireless Communications and

Networking, vol. 1, Mar. 2003, pp. 61-65.

G.L. Stiber et al., “Joint antenna and subcarrier selection for MIMO-OFDM sys-
tems,” in Proc. of the IEEE Intl. Conf. Communications, Circuits and Systems,

vol. 2, Jun. 2006, pp. 1153-1156.

M. Torabi, “Antenna selection for MIMO-OFDM systems,” Signal Processing, vol.

88(10), pp. 2431-2441, Oct. 2008.

N. Khaled, S. Thoen, and L. Deneire, “Optimizing the joint transmit and receive
MMSE design using mode se!gegtrié'n;” IEEE Trans. on Communications, vol. 53(4),

pp. 730-737, Apr. 2005. . e
F 4 1 uTi =

= By b
H. Sampath, P. Stoica,and A. Paulraj,_:-“@eneralizea linear precoder and decoder

]

design for MIMO channels using the: x}\}eighted MMSE criterion,” IEEE Trans. on

Communications, vol. 45;('1:2), p}jz)?198—22z)u67 Dec.'i 2601.

3

A. Scaglione et al., “Optimal deSigns for: spacé—time linear precoders and decoders,”

IEEFE Trans. on Signal Processing, vol. 50(5), pp. 1051-1064, May 2002.

K. Cho and D. Yoon, “On the general BER expression of one- and two-dimensional
amplitude modulations,” IEEE Trans. on Communications, vol. 50(7), pp. 1074—

1080, Jul. 2002.

R.W. Heath, Jr. and A. Paulraj, “Antenna selection for spatial multiplexing systems

Y

based on minimum error rate,” in Proc. of the Intl Conf. on Communications, vol. 7,

Jun. 2001, pp. 2276-2280.

N.Y. Ermolova and B. Makarevitch, “On subchannel inversion for improvement of

power efficiency in OFDM-based systems,” IET Communications, vol. 3(5), 2007.

BIBLIOGRAPHY o4



Chapter 5

[36] S. Boyd and L. Vandenberghe, Convez Optimization. Cambridge University Press,
2004.

[37] G.H. Golub and C.F. Van Loan, Matriz Computations. 3th ed. Johnn Hopkins

Press, 1996.

[38] R. Cendrillon et al., “Autonomous spectrum balancing for digital subscriber lines,”

IEEE Trans. on Signal Processing, vol. 55(8), pp. 4241-4257, Aug. 2007.

BIBLIOGRAPHY 95



