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Abstract

This thesis introduces the forwarding strategies for wireless bidirectional relay
transmission. In bidirectional relay transmission, a relay receives simultaneously
arrived signals from two terminals and then forwards the mixture of signals to the
terminals. With the help of self data, each terminal can extract desired data from the
received mixing signal.

In this thesis, we first give a brief overview on relay transmission models and the
two basic forwarding strategies: amplify-and-forward (AF) and decode-and-forward
(DF). Then we focus on an AF-based forwarding strategy, which we termed
fold-and-forward (FF). We discuss the relay operation and the corresponding
detection rule at the terminals in a FF system with BPSK modulation. We also give

error analysis in a two-dimensional signal plane, which simplifies the symbol error



probability expression of FF system from a double integration into a sum of single
integrations. Simulation results show that in an uncoded system, FF provides 1-1.5 dB
gain over AF in high signal-to-noise ratio (SNR) region when the channels are
symmetric. “The channels are symmetric” means that the two terminal-to-relay links
have the same channel gain. The performance gain of FF system degrades when the
channels become asymmetric.

Then we consider FF system with higher order modulation. In higher order
modulation system, the design of FF operation must avoid a decoding ambiguity
problem, which means that the terminal cannot distinguish data from the other
terminal with the help of self data. We address the use of a proper folding threshold to
avoid the ambiguity problem. Simulation results show that in high order modulation
system, the choice of forwarding strategy, -including whether to use FF or not and
what folding threshold should ‘be selected, depends on the channel conditions,

modulation type and the signal-strength of the terminals.
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Chapter 1

Introduction

1.1 Scope of the Work

With the increasing need of high quality multimedia and communication services, high rate
digital wireless transmission over large areas has been gaining more and more research inter-
ests. The next generation communication standards, such-as IEEE 802.16m and 3GPP LTE-
Advanced, have included many promising techniques to achieve the goal of high-rate, high-
mobility, high-coverage and high-sytem-capacity: transmission. Among these techniques,
relaying has attracted a lot of attentions.-The concept of relaying is to enhance the system
performance and enxtend coverage areas by employing serveral simple and low-cost relay

stations between source and destination terminals.

There are many interesting research issues related to the relay transmission. For exam-
ple, the precoding [2], [21], the space time coding [16], [19] and the relay selection [11], [12]
are just some of the topics. Channel estimation [8], [9] and synchronization [4], [15] are
some other issues. Our work focus on the forwarding operation in the relay system. More
specifically, the relay system we considered in this thesis is bidirectional relay, also known
as two-way relay network (TWRN), in which it takes only two time slots to exchange infor-

mation between two terminals. The fundamental of bidirectional relay can be traced back



to Claude E. Shannone in 1961 [18], where the achievable rate of two-way communication
channel is analyzed. However, it is not until recent that the bidirectional relay transmission
begin to gain research interests [1], [3], [10], [13], [17], [20], [23]. A bidirectional relay system
is regarded spectral-efficient comparing to the traditional relay, where the exchange of infor-
mation between two terminals takes four time slots. The mechanism of bidirectional relay is
conceptually easy but hard to analyze. However, through the step-by-step discussion on a
noval forwarding operation in the bidirectional relay systems, we hope to establish some ba-
sis for future studies on forwarding strategy design while providing simpler analytical results

o1l error performance .

In this thesis, our work can be summarized as following:

e Study relay transmission model.
e Study conventional forwarding strategies inrelay Systems.

e Study a noval forwarding strategy, termed as fold-and-forward (FF), for bidirectional

relay systems.

— Study the relay forwarding operation in FF systems.
— Analyze the error performance of FF systems.

— Discuss on the selection of forwarding method at the relay station.
Main contributions of this thesis are as follows:
1. Introduce FF for bidirectional relay.
2. Include a parameter, the folding threshold, for FF design.
3. Develop an error analysis scheme for relay systems.

4. Provide guidelines for designing relay forwarding strategies.



1.2 Organization of This Thesis

This thesis is organized as follows.

e Chapter 2 introduces relay transmission model and conventional forwarding strategies

in relay systems.

e Chapter 3 discusses a noval forwarding strategy in bidirectional relay systems with

binary-phase shift keying (BPSK).

e Chapter 4 extends discussion on forwarding strategy to systems employing higher order

modulation.

e Chapter 5 contains the conclusion and points out some future work.



Chapter 2

Overview of Relay Transmission
Model and Forwarding Strategies

In this chapter, we first introduce three relay transmission models. Then we give an overview
of the typical forwarding strategies used in relay systems. The contents of this chapter are

mostly arranged from the contents of [6], [7]; {14}, (20}, {22] and [23] .

2.1 Relay Transmission Model

A common relay system model is the ““three-nede model” shown in Fig. 2.1. The system
is composed of two terminal nodes and one relay node, where each node may have a single
or multiple antennas. The terminals exchange their messages through the help of the relay.

There are two possible scenarios:

1. There does not exist a direct link between the two terminals. The relay is necessary

for communication between the terminals.

2. There exists a direct link between the two terminals. The relay is used to enhance the

system capacity or provide diversity.



An example of the first scenario is that when the relays are used to provide coverage
extension. On the other hand, in the second scenario, relays are used to improve the trans-
mission quality. In general, the second scenario provides more flexibility in signal processing
techniques. For simplicity, in this thesis we only consider the first scenario with each node

having only one single antenna.

Under the first scenario, there are three different scheduling protocols:

1. Four phase scheduling is shown in Fig. 2.2(a). It requires four time slots to complete

one exchange of messages.

2. Thress phase scheduling is shown in Fig. 2.2(b). It needs three time slots to complete

one exchange of messages.

3. Two phase scheduling is shown.in Fig. 2.2(c).-It takes two time slots to complete one

exchange of messages.

Four phase scheduling is the traditional relaying protocel. In such a protocol, terminal 1
transmits its data to the relay in the first. time slot. Then the relay forwards the information
to terminal 2 in the second time slot. In the third time slot, terminal 2 transmits its data
to the relay and the relay forwards the information in the last time slot to complete one
exchange of messages. Many existing signal processing techniques can be applied directly to
four phase protocol, since the data of the two terminals are transmitted separately. However,
the drawback of is the latency and bandwidth inefficiency; in the conventional relayless
transmission, only two time slots are needed for a complete message exchange. To reduce
latency and improve bandwidth efficiency, some studies [7], [13] outline the use of the three
phase protocol, in which the terminals separately transmit their data to the relay in two
time slots and the relay may perform binary XOR on the decoded data. Then the relay

broadcasts the resulting signal in the third time slot. The terminals, after receiving the



Figure 2.1: The three-node model in relay transmission.

signal, may perfom binary XOR of the decoded data with its own transmitted data to
extract the desired data from the other terminal. This protocol reduces the required time
slots for message change from four to three. Some recent studies [17], [23] exploit the
superpositioning nature of electronic magnetic waves and propose the use of the two phase
protocol. The two terminals simultaneously transmit their own data to the relay in the first
time slot. Assuming that the terminals have perfect synchronization and their data arrive
at the relay at the same time, the relay receives a signal consisting of the sum of the two
data plus noise. Then the relay forwards the signal to both terminals in the second time
slot. The terminals subtract the self-data component from the received signal and decode
the desired data. This protocol further compresses the required time slots to two. Our work

mainly considers the forwarding operation under the two phase protocol.

2.2 Conventional Relay Forwarding Strategies

Forwarding strategy is one of the most important features that determines the system per-
formance and the relay complexity in a relay system. As shown in Fig. 2.3, there are several
forwarding points in the signal processing flow at the relay. When the forwarding is per-
formed earlier in the flow, the relay has less processing complexity and incurs less delay.

When the forwarding is performed later in the flow, the relay mitigates the noise effect and
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Figure 2.2: Scheudling protocols of relay transmission.

provides better system perfomance: In what follows, we give an overview on two basic classes
of forwarding strategies: amplify-and-forward (AF)-and decode-and-forward (DF). An AF
relay does not decode the received signal but forwards the amplified signal directly. A DF
relay decodes the received signal, re-encodes the result and then forwards the signal to the
destination. In general, when signal-to-noise ratio (SNR) is high, a DF relay has better
error peformance at the cost of higher complexity and decoding latency. For more details

concerning AF and DF, we refer readers to [14] and the references therein.

2.2.1 Amplify-and-Forward

An amplify-and-forward relay, as it is named, simply amplifies its received signal and then
forwards the result to the destination. We introduce the AF system for the three scheduling

protocols in the following.
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In the four phase protocol, the signal transmission flow is shown in Fig. 2.4. At the end

of time slot 1, the relay receives

Yr1.= hin/Psr Xy + N, (2.1)

with /Ps; being the transmission power-of ‘I'1, h; the channel gain between 71 and the
relay, and N; the additive noise at the relay intime slot 1 which has zero mean and variance

012\,1. In time slot 2, the relay transmits signal

Xra=181YR0 (2.2)

to T2, with 8, being the power scaling factor that is inversely proportional to the received

power and given by

Pr

= ) 2.3

The received signal at T2 is therefore

Pr
Yo=h Y, Zs. 2.4
’ 2\/1735,1|hl|2+<712\/1 1t 2 (24)
For time slots 3 and 4, the transmission is in the opposite direction and the received signal
at T'l is

Yi=h Fr Yo+ Z (2.5)



with

Yra2 = h3\/Ps2X2 + Na.
The decoding of the desired data under the four phase protocol is based on Y; and Y5.

The signal transmission flow in the three phase protocol is shown in Fig. 2.5. In time

slots 1 and 2, the relay receives, respectively,

Yr1 = hiy/Ps1 X1 + Ni, Yro = hoy/Ps2Xo + No. (2.6)

In time slot 3, the relay linearly combines Yz and Ygo with weights k; and ks, and then

scales the result with #. The broadcasted signal is
Xr = B(k1YR1 + kaYg2) (2.7)

where

8= S
Ps1lki|*|ma]? + Psalkal*fhal*+ [kafPoX, + |kal?0%,
The received signals at T'1 and T2 are

Y1 = hpif(kihiy/Ps1X1 + kahor/ Ps o Xo) + hp1 (ki N1 + koNo) + 77,

Yo = hpof(kihi/Ps1X1 + kaohor/Ps2Xs) + hpaf(k1 N1 + koNo) + Zs, (2.8)

respectively. Assume that the terminals have perfect channel state information (CSI), the

terminals subtract the self data component from the received signals and obtain

Y, = hp1B(kahar/ Ps2Xs) + hp15(kiNy + kaN2) + Z4,

Y, hiaB(kihiy/PsiX1) + hpaB(kiNy + ko Ny) + Zs. (2.9)

Therefore, the decoding of the desired data in the three phase protocol is based on Y; and



In the two phase protocol, the AF signal transmission is shown in Fig. 2.6. In time slot

1, the relay receives signal

YR:hl\/PS’1X1+h2\/PS’2X2+N. (210)

And in time slot 2, the relay scales the signal and broadcasts
Xgr=pPYr (2.11)

with

f = P
PS,1|h1’2 + PS,?’hQP —+ 0'12\7.
The terminals receive
Y1 = hpif(hi/Ps1X1 + hor/Ps2Xs + N) + Zy,

Yo = hpef(hi/Ps1 Xy +ho/Ps2Xo + N)+ Zs, (2.12)

respectively. After subtracting the self data, the decoding of desired data is based on

Y1 = hp1 8o/ P Xs)+hp AN Z1,

Yy = hpaShin/Bsa XD Ehp, N+ Zo. (2.13)

2.2.2 Decode-and-Forward

A decode-and-forward relay decodes the received signal, re-encodes it, and then transmits
the result to the destination. Since the relay performs decoding before transmission, the
forwarded signal is clean without additive noise from the relay reception. However, the
decoding may be incorrect, which may cause error propagation and diminish the performance

of the system. In the following, we introduce DF system for the three scheduling protocols.

The DF signal transmission in the four phase protocol is shown in Fig. 2.7. In time slot

1, the relay receives

Yii = hiy/Psa X1 + Ny (2.14)

10
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P X, Yer  Xgpy=BYe, Y, Time slot 2:
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Figure 2.4: Signal flow of AF in four phase transmission.

Time slot 1:

" XR = ﬂ(leR,l +szR,z)

Figure 2.5: Signal flow of AF in three phase transmission.
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Py Time slot 1:
541 Y, h2 \/Pszxz Timeslot2: = ===

Figure 2.6: Signal flow of AF in two phase transmission.

Based on this received signal, relay decodes the T'1 data as X, and transmits in time slot 2

the signal
XR,l —Y PRXl. (215)
Terminal 72 decodes the T'1 data based on the received signal

Yo = hon/PeXy + Z,! (2.16)

Following a similar procedure in time slots 3 and 4, terminal 7'1 decodes the T2 data based

on its received signal
Yy = hy/PrXs + 2 (2.17)
where X, is relay’s decoding result of the T2 data.

The DF signal transmission in the three phase protocol is shown in Fig. 2.8. In time slots

1 and 2, the relay decodes the T'1 and 72 data as X, and X, based on the received signal

Yr1 = hi/Ps1 X1+ Ni, Yro = hay/Ps2Xo + Ny, (2.18)

respectively. In time slot 3, the relay performs XOR on the decoded binary data X, and X,

and broadcasts to T'1 and T2 the signal

Xp = /Pr(X1® X3). (2.19)

12



The recevied signal at terminals 7'1 and T2 are

Yi =hpiv PR(Xl @ Xz) + Z1, Yo = hpay PR<X1 S XQ) + Zs, (2.20)

respectively. Each terminal performs decoding to obtain its estimation of X; @ X, and then

performs XOR. on the result with self data to recover the data from the other terminal.

The DF signal transmission in the two phase protocol is shown in Fig. 2.9. In time slot

1, the relay receives signal

Yi = hiy/Ps1 X1 + hoy/PsaXa + N. (2.21)

The relay performs hard decision on Yz and maps each decision region to a fixed value and

broadcasts in time slot 2 the signal
Xr = LC(YRr); (2.22)

where the function C(-) makes hard decision on Y5 and maps the result to a value in a fixed
codeword set S and scaling factor 4 is given by

Pr

Bi= B

(2.23)

with F representing the average power of signals in the codeword set. Terminals 71 and

T2 receive signals

P,
Yi = hp FRC(YR>+ZM
Pr
Yo = hps FC(Y]{)-FZQ, (224)

s

respectively. With the help of self data, each terminal then finds the most possible codeword

in S and recovers the desired data from the other terminal.

13
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Figure 2.7: Signal flow of DF in four phase transmission.

Time slot 1:

Figure 2.8: Signal flow of DF in three phase transmission.
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Chapter 3

Fold-and-Forward Bidirectional Relay
System under BPSK Modulation

In our work, we consider a bidirectional relay system that employs an AF-based forwarding
strategy. The relay takes absolute valueron 'its received signal and, after propoer power
scaling, it broadcasts the resulting signal to the destination terminals . We call the above
relay operation as “fold-and-forward.(FF),” since the operation forwards a signal whose
distribution is a folded-version of the signal forwarded in a conventional AF system. In this
chapter, we discuss how to perform FFE ‘and analyze the corresponding symbol error rate
(SER). We assume that the system is uncoded ‘and both terminals transmit BPSK signals;

we leave the discussion on higher order modulation to the next chapter.

3.1 System Model

The system model is illustrated in Fig. 3.1, where X; is the datum from terminal 7%, 7 = 1, 2,
and A and B are the transmitted signal amplitudes of T'1 and T2 data. Yy, Xg, and Y;
are the received signal at the relay, the transmitted signal at the relay, and the received
signal at the terminal ¢, respectively. The communication involves two time phases. Phase

1 is called the multiple access (MAC) phase, when both terminals simultaneously transmit

16



a block of data symbols to the relay and generates at each symbol time a received signal
given by Yr = hiAX; + ho BXs + N. The quantity h; is the channel gain from 7T; to the
relay and we assume that hl > h2 > 0 without loss of generality. We also assume that the
channels are known to all the terminals and the relay, and that the terminals compensate
the phase rotation caused by the channels. The quantity NV is the additive white Gaussian
noise (AWGN) at the relay with zero mean and variance ¢%. For notational simplicity, we

define a = Ahy, b = Bhy and M = aX; + bX, and assume that a > b.

In phase 2, the broadcast (BC) phase, the relay transmits an operated signal Xz = f(Yg)
to both terminals T'1 and T2. The relay operation function f(-) takes the absolute value
of the received signal if it is under certain threshold w < 0 and then subtracts a positive
constant C' from the resulting signal to remove the DC bias from the signal. The function
f(+) can therefore be written as

_ JB(ufE=0) 1 ifusw,
flu) = {B(u - C), otherwise. (3:1)

where [ is the power scaling factor to satisfy: the power constraint at the relay. We will

discuss this power scaling factor later.om-in section-3.2.

During the BC phase, terminal i receives the signal Y; = h; Xgr + Z;,1 = 1,2, where Z;
represents the zero mean AWGN with variance o} at terminal i. Here, we assume that
channel reciprocity holds and that the channel is invariant during the 2 phases. Since each
terminal knows what itself sends to the relay in the MAC phase, it can use its own data as
a priori information to detect the other terminal’s data embedded in the received Y;. More

detailed discussion on the detection rule will be given in section 3.3.
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Y, =Ah X, +Bh,X,+N

Lax, n R h, BXNZ2
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T1 h, R h2 T2
* | | ] | | | | »
Y1=hJXR+Zl XR:f(YR) Y2:h2XR+Zz

MAC Phase (Phase 1)
w== == = BC Phase (Phase 2)

Figure 3:1:' System model.

3.2 Power Scaling

To maintain a certain fixed average transmission power,-the relay must multiply a power
scaling factor 3 to the signal before forwarding it to the destination terminals. In an AF
system, this scaling factor can be easily obtained as the power constraint Pgr divided by the
average power of Yz. However, in an FF system, the relay received signal Yy is folded and
DC-removed. The average power of this operated signal Yy has to be recalculated. For this,

since we have

R

_ {|YR| — C, Zf YR < w, <32)

Yr —C, otherwise,
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the average power of Yp is:

E[[Val?] = / Py, [Val? dVr
= / pYR(|YR|2+02—2|YR|C)dYR+/ Py ([Ya|> + C? — 2YR0) dYg

= / pyR|YR|2 dYR -+ / pyRC2 dYR — 20(/ plele dYR + / pYRYR dYR)

[e.9] — —00 w

= / Py, | Yal? dYr + C* — 20, (3.3)

where py,, is the probability distribution of signal Y.

The first term in the last righ-hand side of (3.3) is the average power of Yz, which is equal
to a®?+b?+02 in the BPSK case. The second and the last terms together represent the power
reduced by the folding operation. We have defined J £ [*_py, |Yr|dYg+ [° py,Yr dYr and
the work now is to calculate this J value. Singe both terminals transmit BPSK signals, the
relay receives a signal with value M =aX; +bX, in the set S = {a+b,a—b, —a+b, —a— b}
plus relay noise N. Assume that the value of M = m is known, the distribution of the
received signal r at the relay is N(m,o%). As shown in Fig. 3.2, the signal value below

w < 0 is folded (taken absolute value)s ie:,

_ )i e <w,
" {r, otherwise. (3:4)
Therefore, we have
/p;fdf = /w pr(—r)dr+/mprr’dr
L oN (m — w)? m—w
= [ e(— )~ mQ(" )
ON ( - w)2 m—w
e )+ ma(-" )
= I fep(- ) e
Vor 20% 20%
Q=) = Q7 )
2 G(m,w). (3.5)
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~ N(m,o)

7

w

Figure 3.2: The signal folding operation.

Now, we may get the value of J as

J = > p(m)G(m,uw) (3.6)

meS

= E[G(a—k b,w) +G(a —byw) + G(—a +b,w) + G(—a — b,w)].

The power scaling factor 5 for FF system is-therefore given by

Pr
DT B 3D

@+ 4o%+C2-20T

One thing to note here is that the value of 3 depends on the values of w, C' and o%.

3.3 Detection Rule

One of the most important features of network coding is the utilization of self-data as a

prior: information to detect the desired data from the received mixture of signals. In an
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FF system, even though the forwarded signal is distorted, the destination terminal can still
recover the desired signal. However, the data detection at the terminals closely depends
on the forwarding operation at the relay. More specifically, it depends on the choice of
the folding threshold w. For the following discussion, we assume that w = 0, which is a
reasonable choice in the BPSK + BPSK case. The detection rule for other choices of w can
be derived in a similar way. First, consider the received-signal distribution at the destination
terminals. At terminal 71, it receives

Yi = hf(Yr)+ 21
hlﬁ(_YR_C>+Zl7 Zf YR < w,
hp(Yr —C) + 23, otherwise,
MmB(—(M +N)=C)+ 2y, if (M+N)<uw,
hpB(M + N)—C)+ Zy, otherwise.
Recall that M = aX;+bXs. Consider the distributionof Yz and Z;, assuming that M = m is

(3.8)

known. The conditional probability density function (conditional PDF) of Y7 can be derived

as

o2 h1Bm~+h?B20% (y1+C)

(hlﬁm — (y1 + C))2 w—= U%Jrh%BQJJQV

[exp(—

] M=m) = e

2@ o) Tt
ST

U%hlﬁm—hﬁﬁgaf\, (y1+0C)

(hlﬁm + (yl + C>)2)Q( W oy +hiBo%
2(0% + hif2%0%) nipoj o}

PRy
oz thifoy

+exp(—

With (3.9), the receiver at T'1 may apply the mazimum likelihood (ML) principle to detect
T2 data. That is:

e If T'1 sends +A in the MAC phase, the detection rule is

X, = +1, Z:f T (ala +0) > fyim(yila — b)), (3.10)
=1, if frim(yila+0) < fyim(yila —b).
e If T'1 sends —A in the MAC phase, the detection rule is
X2: +17 Zf fY1\M(y1| _a+b) nyl\M(yl‘ —(l—b), (311)
=1, if frm(y| —a+0) < fyype (il —a —0b).

21

)

(3.9)



Similarly, the conditional PDF of Y5 can be derived as

0% haffm+h3B%0% (y2+C)

1 (hefm — (yo +C))*, W~ o2 T h3F%03
M=m) = exp(— e
fY2|M(y2| ) \/ﬁ h%/Bzo-JQ\f T 0_%[ p( 2(0_% + h%ﬁ20']2v) )Q( h%gQU%UJQV )
oy +h3B%0%
02 hafm—h2B202 (y2+C)
pexp(- P £ OOt T (5.12)
P2 (0% T oY) [Pz | |
oy +h3B%0%
And the corresponding ML detection rule is:
e If T2 sends +B in the MAC phase, the detection rule is
. 1, b) > — b
X, = +1, Z.f Jrane (2] +0) > fyan(y2| — a +0), (3.13)
—1, if from(yela +0) < fron(ye| —a+b).
o If T2 sends —B in the MAC phase, the detection rule is
. 1, 1 =) > —a—>
X = +1, @'f Toapr(ala=0b) 2 fy,m(y2| —a —b), (3.14)
=1, if framrlyeld =0). < fyynr(y2| —a —b).

The above ML detection eventually gives an optimal decision threshold v, that results in
minimum error probability. However; (3.9) and-(3.12) are in complicated forms which may
introduce high computational complexity for finding v,,; at the destination terminals. We
thus try to find a simpler suboptimal decision threshold vgypep: in the following. For this, we
first take a step back to look at the AWGN-free situation. Since terminal 7’1 can transmit

+A or —A, we consider the two cases seperately:

e If T'1 sends +A in the MAC phase, it knows that the relay receives either Yr = a + b
or Yg = a — b. As both values are greater then w = 0, the folding operation does not
really fold Yz. The value of Y7 would be either h;8(a + b — C) or hif(a — b — C).

Therefore, T'1 makes the following declaration:

(3.15)

P —1, when Y] = hy1B(a — b — C),
71 +1, when Vi = hiB(a+b—C).
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e If T'1 sends — A in the MAC phase, it knows that the relay receives either Yz = —a+b
or Yg = —a — b. As both values are less than w = 0, the folding operation maps the
value —a + b to a — b and the value —a — b to a + b. The value of Y; would still be

either hy5(a+b—C) or h1B(a—b— C). However, T'1 makes the following declaration:

%, {+1, when Vi = hyB(a — b— O), (3.16)

—1, when Y] = hyfS(a+b— C).

For terminal 72, the decision rule is similar:

e If T2 sends +B in the MAC phase, it knows that the relay receives either Yz = a + b
or Yg = —a + b. The folding operation maps the value —a + b to a — b. The value of
Y, would be either hofB(a + b — C) or heff(a — b — C). Therefore, T2 declares:

X, = {—1, when Y5 = hoff(a — b — C), (3.17)

+1, . when Yo =hyf(a +b—C).
o [f T2 sends —B in the MAC phase, it knows that the relay receives either Yr = a — b
or Yp = —a — b. The folding operation maps the value —a — b to a + b. The value of

Y, would be either hof(a + b= C) or haf(a-—=b — C'). Thus, T2 declares:

R {-1-1, when Yo =hof(a — b — C), (3.18)

X1 —
—1, when Y5 = hofS(a+b—C).

Now consider the situation when AWGN is present. Assume that the signal strength is
high comparing to noise. Under this situation, at terminal 71, the received Y; would have
a distribution that is approximately the sum of two Gaussian-distributed quantities with
different means but the same variance, as illustrated in Fig. 3.3. The typical choice of the

decision threshold vy for Y] is h15(a — C). That is,

) {hlﬁ(a —b-C), ifY; <mpla—C),
Y, =

. (3.19)
hif(a+b—C), otherwise.

With (3.19) and the detection rule for Y; in AWGN-free case, we can summarize the detection

rule as:
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hpa-b-C) v,  hfa+b-C) Y,

Figure 3.3: Hllustration of approximated Y; distribution.

e If T'1 sends +A in the MAC phase,

. —1
Xy = ,
S

e If T'1 sends —A in the MAC phase,

; +1
X =B\
AL

i Y < b Bla—C),

otherwise.

(3.20)

if Ya<-hBla— O),

otherwise.

(3.21)

Similary for Y3, the decision threshold is vy = hy3(a—C') and the detection rule is summarized

as:

e If T2 sends +B in the MAC phase,

; ~1
Xlz{ 7
+1,

e If T2 sends —B in the MAC phase,

5 1
Xlz {+ ’
_1’

Zf }/2 < h?ﬁ(a - C)v

) (3.22)
otherwise.

if Yo <hgf(a—0C),

otherwise.

(3.23)
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3.4 Error Analysis

To start, we note that when w = 0, the average error probability at terminal 7% can be
written as

1 1
P, = §Pr(yi > i|ry # x9) + §Pf(yz‘ < vilmy = x9). (3.24)

In [6], the author has derived the average error probability for 71 when h; = hy = 1 and
A=B=+/P, as

+o0 V1
P, = %—1‘%/ (G(u—2+/P;, 03)+G (ut+2+/ Py, 0%)—2G (u, U?V))[/ G(y1—Bu—C), o) dyi]du,
0 —00
(3.25)
where G(u,0?) = \/Zlfmexp(—%).

Experience with MATLAB shows that there is difficulty in carrying out the above double
integrations for the FF system, due«tothe semi-infinite range of integration. So we find
an alternative way to calculate the exact error probability of the FF system. In [5], the
author provides a method for caleulating the error probability of two-dimensional signal
constellations. By expressing the distribution of circularly symmetric complex AWGN in
polar form, we can simplify the error probability from double integral over an infinite range
to a sum of single integrals over finite ranges. This method can be applied here for analyzing
the error probability of the FF system and we show how this is done in the following. First,
consider the following example, where a signal point S lies on the two-dimensional plane, as
shown in Fig. 3.4. The signal is interfered by a zero-mean circularly symmetric AWGN N
of variance 0. The decision region for S is the sector bounded by the semi-infinite lines O A
and OC'; a decison error happens when Z falls in the sector ZAOD or sector ZDOC'. The

probability that Z lies in the sector ZAOD is

T—1 [e'e]
P :/ d9/ p(r, 0)dr (3.26)
0 R
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where p(r, ) is the bivariate Gaussian density function in polar form. Under the assumption

that AWGN is circular symmetric, we have

2
T T
p(ﬁ 9) = %GXP(—F

) (3.27)

Carrying out the integration on r in (3.26) with (3.27), we obtain

1 [ R’
P = — ———)db

1 T—1 X2 2

= — exp(—5— .Oim 2 )df
27 J 202sin”(0 + 1)
1 =1 7281n21/11

= — ——=——)d 3.28

where the second equality holds because R = ji??;i(zi; and the third equality results by

defining 72 = % and changing variables as ¢ = m — (6 +11). The probability that Z lies in

the sector ZDOC' can be similarly derived as

1 T2 > fyf sin2¢2

Py exp( ol )do. (3.29)

Therefore, the error probability for’S'is
P, =P +P;. (3.30)

The above example shows that we can divide the error region into several sectors and
represent the probability as a sum of single integrals with finite ranges. Now, we consider
the FF bidirectional relay system. Assume that the folding threshold is w = 0 and the

2

decision threshold at terminal i is v;. Also assume that o3 = 0 = o? for simplicity. At T'1,

the decision error on X5 can be written as

P, = Pr(X;=+1)[Pr(Xo=41)Pr(yy <vilm=a+0b)+Pr(Xy=—1)Pr(y; > vilm =a — )]

+Pr(X; = —1)[Pr(Xy = +1)Pr(y1 > vilm = —a + b) + Pr(Xy = —1Pr(yy < v1]m = —a — b)].
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SZ=r

SE =R
SO =X,
D

Figure 3.4: A signal point S on two-dimensional plane with circularly symmetric complex
AWGN. Sector AOC' is the decision region.

With (3.8), we may write the decision boundary y; = vy, as

16( YR_ )+le’01, ZfYR<07
h8(Yr=C) + Z1 =y, otherwise,

F@+ 2= Fhne=C JNf Yr <0, (3:32)

Yr + hl,BZ hiﬁvl +.C; " otherwise.

We draw this decision boundary on the signal plane with Yz and Z; being the x-axis and
the y-axis, as shown in Fig. 3.5. Now, consider the m = a + b case. The error region is the
shaded area shown in Fig. 3.6. Following a similar derivation as in the example, we may

obtain the error probability as

1 77—(¢1—¢) QSiDZ .
Pr(yy <wvilm=a+0b) = p exp(_% Si<n¢;19 ¢))d9
0
1 T—(¢1+¢) '}/%Slﬂ2(¢1—}—¢)
9 - do 3.33
21 Jo b sin%0 ) ( )

2
where v = 2%. The error region for the m = a — b case is shown in Fig. 3.7, and the error
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probability is

Loy Y55in’(¢ — ¢o)
Pr(y;, > =a—-0b) = — -2 do
L int(o 4 6)
— — do 3.34
27 J, P sin?(6) ) (3:34)
with 72 = %. Similarly, the error region for m = —a + b and m = —a — b are shown in

Figs. 3.8 and 3.9, respectively, and the error probabilities are

1 [romes) v3sin’(¢ — ¢3)
P = —a+b) = — -3 de
e (o + )
— — db 3.35
+27T 0 exp( sin?(#) ) ( )
and
1L fas? yisin® (¢4 — ¢)
P = —a—b) = <t —-H do
r(yl < U1|m a ) I 0 eXp( SiHQ(G) )
I rece | adsin’(64+ ¢)
= — df 3.36
27 Jo \ =% sin2(9) ), ( )

respectively, with 73 = % and i = %. Substituting (3.33), (3.34), (3.35) and (3.36) into

(3.31) and simplifying, we obtain error probability of X5 as

1 [rend Yisin®(¢1 — ¢)
P, = — - do
2 4 [/0 exp( sin®6 )
T—(p—¢2) 2¢in2(dh —
+/ exp(—728111 (QZ ¢2))d6
0 sin“6
m—(p1+¢) 2.:..2
[T (- TG0
0 sin“f
T—(¢+¢2) 24512
+ / exp(— 25 P T 02) 4 (3.37)
0 sin“f

One thing to note here is that the above simplification comes from the fact that the fold-
ing threshold is at w = 0 which produces a symmetric decision region and thus the error
probabilities involve the exact same terms when X; = 41 and X; = —1. This fact does

not hold when w # 0. For example, if w = —a, then the decision boundary is as shown
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V, +h,5C

Figure 3.5: The decision boundary of FF system for 7T'1.

in Fig. 3.10. It is easy to see from the figure that the error probabilities do not contain
the same terms and thus we need to use (3.31) and calculate each term individually using a
similar procedure as the one discussed above. For conciseness of this chapter, we leave more
detailed discussion on the relation-between w and the error probability in the next chapter
when we look at high-order modulation system. Nevettheless, we still show the simulation

result for the w = —a case along with AF and FF results in the next section.

3.5 Simulation Results

In this section, we present simulation results for uncoded FF bidirectional relay systems.
We assume that the instantaneous channel gains are known at the terminals and the relay.
We also assume that the variances of AWGNSs are 03 = 05 = 0> = 1. We define a “weak-
signal-to-average noise ratio (WSANR)” as 5—22. We set A = B in all simulations and set the
relay power constraint to Pr = B?. For comparison, we present the results for AF system,

wherein the relay simply amplifies the received signal with proper power scaling. Results for
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Figure 3.6: Shaded area is the error region when m = a + b.

Figure 3.7: Shaded area is the error region when m = a — .
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Figure 3.8: Shaded area is the error region when m = —a + b.

Figure 3.9: Shaded area is the error region when m = —a — b.
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Figure 3.10: The decision boundary of FF system for 71 when w = —a.

an FF system with folding threshold w = —a are also presented. To distinguish it from the

w = 0 FF system, we designate the w»="—a system as “partial fold-and-forward (PFF).”

Figs. 3.11, 3.12 and 3.13 show’the bit error rates (BERs) of all data, of X, and of XQ,
respectively, when hy = 1 and hs = 1. The solid lines show the results of Monte Carlo
simulation and the dash lines are the analytical results obtained from the two-dimensional
error analysis we discussed previously. As we ean see from the figures, the FF system provides
about 1.5-2 dB gain over the AF system at high WSANR. The PFF system has a very slight
performance degradation compared to the FF system; the degradation comes from the fact
that PFF only folds part of the signals in the constellation set and thus provides less power

saving.

Figs. 3.14, 3.15 and 3.16 show BER results when hy = 1 and hy = 0.8. The FF and PFF
systems provide about 1 dB overall performance gain. The decrease in performance gain
compared to the h; = hy = 1 case mainly comes from the error in X 1. As we can see from

Fig. 3.15, the X error rates of the three systems are close. The decrease of hy degrades the
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performance of X; detection more in the FF and PFF systems than in the AF system.

Figs. 3.17, 3.18 and 3.19 show BER results when h; = 1 and hy = 0.5. The FF system
performs slightly better than the AF system at high WSANR, while the PFF system perfoms
worse than the AF system. Looking at Figs. 3.18 and 3.19, we see that this phenomenon
is due to that the decrease of h, seriously degrades the performance of X; detection in
the FF' and PFF systems. One thing we can conclude from the above results is that the
asymmetry of channels in bidirectional relay transmission impacts the best choice of the
relay forwarding strategy. When the channels are highly asymmetric, AF may be preferable
to FF in performance. To see how relay can determine its forwarding strategy, we plot the
overall BERs of FF and AF systems as functions of WSANR and hy, for h; = 1, in Fig. 3.20.
The relay should choose AF when the channel condition falls in the solid-color-marked areas

and choose FF when the channel condition is-in the'mesh-marked areas.

33



Toatal BER average

BER

| —B—FF . R
o—r |\ \

| —¥— PFF SRR

| = = = AF analytical .
.. = = = FFanalytical |...
-1l = = = PFF analytical | ‘"

10 1 1 1
-5 0 5 10 15
WSANR (dB)

Figure 3.11: Overall BER of FF, AF and PFF systems when hy = 1 and hy = 1.
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BER of N1-to—N2 message
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= = = FF analytical | '\
| = = = PFF analytical | :
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Figure 3.12: BER of T1 data of FF, AF and PFF systems when h; = 1 and hy = 1.
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BER of N2-to—N1 message

BER

= = = AF analytical W
= = = FF analytical

= = = PFF analytical | ..

WSANR (dB)

Figure 3.13: BER of T2 data of FF, AF and PFF systems when h; = 1 and hy = 1.
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Figure 3.14: Overall BER of FF, AF and PFF systems when h; = 1 and hy = 0.8.
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Figure 3.15: BER of T1 data of FF, AF and PFF systems when h; = 1 and hy = 0.8.
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Figure 3.16: BER of T2 data of FF, AF and PFF systems when h; = 1 and hy = 0.8.
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Figure 3.17: Overall BER of FF, AF and PFF systems when h; = 1 and hy = 0.5.
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Figure 3.18: BER of T1 data of FF, AF and PFF systems when h; = 1 and hy = 0.5.
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Figure 3.19: BER of T2 data of FF, AF and PFF systems when h; = 1 and hy = 0.5.
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Figure 3.20: Overall BERs of FF and AF systems as functions of WSANR and hs.
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Chapter 4

Fold-and-Forward Bidirectional Relay
System with Higher-Order
Modulations

In this chapter, we consider how to apply FE-in systems employing higher-order modulation.
Two things to note here. The first-one is that higher-order modulations, such as QPSK,
16QAM or 64QAM, can be transmitted as two PAM signals, one for the real part and one
for the imaginary part. We assume that the channels are perfectly known at the terminals
and any phase rotations caused by the channels can‘be pre-compensated. The second thing
to note is that the FF operation can be carried out on each subcarrier in the orthogonal
frequency division multiplexing (OFDM) system. The block diagram for OFDM system with
FF is shown in Fig. 4.1. As a result, we focus on PAM signals using a single subcarrier and
take 4PAM as example. The approach can be generalized to higher PAM constellations.
For brevity, we discuss here the “4PAM + BPSK” system, which means that terminal 71

transmits 4PAM signal and terminal T2 transmits BPSK signal.
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self data

self data

Figure 4.1: Block diagram for OFDM system with FF.

4.1 System Model

The system model is basically the same-as.discussed in-chapter 3, with the only difference
that terminal T'1 transmits 4PAM:signal. For convenience; we illustrate of the system model

again in Fig. 4.2 and list the definitions of the parameters below.

e X;: 4PAM data from terminal 71" Xy € {#1, -1, +3, —3}.

X,: BPSK data from terminal 72. X, € {+1,—1}.

A: amplitude of T1’s +1 data.

B: amplitude of T2 data.

Xpg: transmitted signal from the relay R.

Y1, Ys, Yg: received signals at T'1, T2, R, respectively.

hi: channel gain between 7T'1 and R.
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Y, =Ah X, +Bh,X,+N

L 4x R R . BX N2
jTlf R T2
* | | —_— I | |
Y =hX, Xp=1Qp) Y, hZXR+Z2

MAC Phase (Phase 1)
w== == = BC Phase (Phase 2)

Figure 4:2:' System model.
hs: channel gain between T2‘and R.
N: AWGN at the relay, with-zero mean-and variance o%.

Z1, Zo: AWGN at T'1, T2, respectively, with.zero mean and variance o%.

M: £ aX; + bX,.

f(): relay forwarding function, defined as

Flu) = {B(IU| -C), ifu<u,
Blu—C), otherwise,

with w < 0 being the folding threshold and C' a positive constant.
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4.2 Power Scaling

The power scaling factor 5 can be obtained following the same procedure as in Sec. 3.2. The

result is
B = \/5a2+b2+0]2\,+02—20J (4.1)
with
J = %[G(3a+b,w) + Gla+b,w) + GBa—bw) +Cla—b,w)
+G(—a+bw)+ G(—a—bw)+ G(—3a+b,w) — G(—3a — b, w)]

where

Glmw) 2 D foxp(— M0 WLy oY) gy

m,w) = Nor: exp 207 exp 20 m p— )

4.3 Detection Rule

In this section, we discuss the detection. rule at T2. The detection rule at T'1 can be easily
obtained from the result in Sec. 3.3, since 'l expects to see BPSK signal. For T2, recall

that the conditional PDF
o2 hgﬁm—i—h%ﬂQaQ (y2+C)
(ham = (2 + O)* ) A
2(c% + h3320%) h3B2og 0%
7 1305
o2 hoBm—h23202 C
(hafim + g+ C)P o 0 F T
202 1 h33%0%) T,

3 32329
ozt+h3B%0%

xp(— )

frape(Y2| M =m) =

e
V2my\/hiB%0%; + a%[

)] (4.2)

+exp(—

The ML detection rule can be applied to get the following:

e If T2 sends +B in the MAC phase, then m € ST = {3a + b,a + b, —a + b, —3a + b},
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and the detection rule is:

=3, if frym(y2|m) is maximum for m = —3a + b,

A =1, if fyem(y2lm) is maximum for m = —a + b,

X = . . . (4.3)
+1, if fyom(y2|m) is maximum for m = a + b,
+3,  if fyem(y2|m) is maximum for m = 3a + b.

e If 72 sends —B in the MAC phase, then m € S~ = {3a — b,a — b, —a — b, —3a — b},
and the detection rule is:

=3, tf fyom(y2|/m) is maximum for m = —3a — b,

5 =1, of fyom(y2/m) is maximum for m = —a — b,

X, = (4.4)

(y2|m)
(y2|m)

+1,  if fyem(y2|m) is maximum for m = a — b,
(y2|m)

+3,  if fyom(y2lm) is maximum for m = 3a — b.

Considering the high SNR situation, we may again simplify the detection rule. Note
that the detection rule depends on the folding threshold w, since different w values result
in different signal distributions at T2.«Take the w='=2a case for example, if T2 sends +B
in the MAC phase, then it knows that in-the BC phase it will see a signal with distribution
of the shape illustrated in Fig. 4.3. The four peaks happen at Yo, = hyfB(—a + b — C),
hoB(a+b—C), haB(3a—b—C), and hyfi(3a+b— C'). The decision thresholds are therefore
chosen as v; = hof(b — C), vo = hyff(2a —=C),.and vz = hy5(3a — C).

If T2 sends —B in the MAC phase, then it will see a signal with distribution of the shape
illustrated in Fig. 4.4. The four peaks happen at Y5 = hoff(—a — b — C), haff(a — b — C),
hafB(3a — b — C), and hef(3a + b — C'). The decision thresholds are therefore chosen as
vy = hof8(—=b—C), vg = hof(2a — b — C), and v3 = hy(3a — C).

The decision thresholds and the detection rule for other choice of w can be derived by
the same procedure. At the end of this section, we summarize the simplified detection rules
for three typical w values, i.e., w = 0, w = —2a and w = —3a. Note that the value of C' is

different for each different w value.

When the folding threshold is w = 0, the detection rule is simplified as follows:
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= = = Component from 3a+b
L Component from a+b |
----- Component from —a+b
| = = = Component from —3a+b|

Figure 4.3: Signal distribution‘seen at 72 when w = —2a and 72 sends +B.

= = = Component from 3a-b
o Component froma-b |
‘‘‘‘‘ Component from —a—b
- = = = Component from —3a-b|-

Figure 4.4: Signal distribution seen at 72 when w = —2a and 72 sends —B.
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e If T2 sends +B in the MAC phase,

Zf YV2 < hZﬁ(a’_ C)v
if hgﬁ(a — C) <Y; < h26(2a — C),
Zf th(QCL — C) <Y, < hgﬁ(fﬂa — C),

otherwise.

e If T2 sends —B in the MAC phase,

When the folding threshold is w = —2a, the simplified detection rule is:

if Yo < hyf(a—C),
Zf hgﬁ(a — C) <Y; < hgﬁ(QCL — C),
if hof8(2a — C) <Yy < hyf3(3a — C),

otherwise.

e If T2 sends +B in the MAC phase,

i Yo < happ(b= O,

if haBhb—C) < Yo <hyB(2a —C),
if haB(20 = C) <Yy & hyB(3a— C),
otherwise.

e If T2 sends —B in the MAC phase,

_1’
5 +1,
+3,
_37

When the folding threshold is w = —3a, the simplified detection rule is:

Zf }/2 < hZB(_b - C)?
if hoB(=b—C) <Yy < hoff(2a — b — C),
if haB(2a—b—C) <Yy < hyf(3a —C),

otherwise.

e If T2 sends +B in the MAC phase,

if Yo <hyB(—2a+b-C),

if hoB(—2a+b—C) <Yy < hyB(b—C),
if heB(b—C) <Yy < hyff(2a+0—C),
otherwise.

20

(4.5)

(4.7)

(4.8)

(4.9)



h,f3a

h,f2a

Figure 4.5: Decision boundaries of the 4PAM+BPSK FF system for 72 when w = 0.

e If T2 sends —B in the MAC phase,
=1, if Y, <hyff(—b—=C),
o)L it heBEb = O & Ve haB(20 — b - O),

X, = , (4.10)
+3,  if haB(2a == C) < Ya< hof3(3a — C),

—3, otherwise.
4.4 Error Analysis

The symbol error performance of FF in the 4APAM + BPSK system can be derived using
the two dimensional signal plane method we introduced in Sec. 3.4. Note that at T2, the

decision region is of the shape shown in Fig. 4.5 for w = 0 and Fig. 4.6 for w # 0.

We give some remarks on the folding threshold w here. It may be not so obvious why we
would have such a parameter in the system, since it seems that we only need to choose w = 0
to fold half of the signal plane to the other half as in the BPSK + BPSK case. However, the
reason becomes clear when we consider higher-order modulations. In systems with higher-

order modulations, the combining of two signals may result in constellation overlapping. If
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Figure 4.6: Decision boundaries of the 4PAM+BPSK FF system for 72 when w # 0.

the overlapped constellation is folded again, there will be ambiguity such that the terminal
cannot distinguish the desired data: To illustrate this problem, consider the case where a = b
in absence of AWGN. As shown in Fig. 4.7(a);-therelay receives a signal value in the set
{—4b, —2b,0, +2b, +4b} with probability {%, }l, i, }l, %} The value —2b may come from —a—b
or —3a + b and the value +2b may come from a + b or 3a — b. If the folding threshold is set
as w = 0, as shown in Fig. 4.7(b), the value —2b will be folded to +2b. At T2, when it sees
the received value being +2b, it cannot distinguish the real T'1 data: if T2 transmits +B,
T1 data may be —3A or A; if T2 transmits — B, T'1 data may be 3A or —A. This ambiguity
limits the performance of the FF system and can be avoided by selecting a different folding
threshold. For instance, in the above example, if we choose a folding threshold w = —3a,
as shown in Fig. 4.7(c), then only the signal value —4b will be folded to +4b and thus the

ambiguity is avoided. The conclusion is that the performance of the FF operation depends

heavily on the channel conditions, especially with using higher-order modulations. Thus we
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—-3a-b -3a+b a-b a+b
O @ O @

—a-b —a+b 3a-b 3a+b
O @ O @

1 1 I 1 1 YR
-4b  -2b 0 2b 4b
(a) Value set before folding.
-3a+b —3a-b
) O
—a->b
O
a-b__ a+b

O )

—a+b 3a=b . 3a+b

5] O @
: : I : : Y,
—-4b  =2b 0 2b 4b
(b) Value‘set after w= 0 folding.
—3a-b
O
-3a+b a-b  a+b

&) O &

—a-b —a+b 3a-b 3a+b

O @ O @
. : | : — ¥,

-4b  =2b 0 2b 4b

(c) Value set after w = —3a folding.

Figure 4.7: Relay signal value sets of the 4PAM+BPSK FF system when a = b in absence
of AWGN.
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need to choose a proper forwarding strategy based on the channel conditions.

4.5 Simulation Results

In this section, we present the simulation results for uncoded FF bidirectional relaying with
T1 transmitting 4PAM signals and 72 transmitting BPSK signals. We also present the
results for AF relaying, and that of PFF relaying whose folding threshold is w = —3a.
We assume that the variances of AWGNSs are o3 = 0 = 0> = 1. We set A = B in all

simulations and set the relay power constraint as Pr = B?.

Figs. 4.8, 4.9 and 4.10 show the symbol error rates (SERs) of all data, of X; and of X,

respectively, when hy = 1 and hy = 1. The SER of all data is given by Pr(Xl#Xl);Pr(X#XQ).
As we can see from the figures, the FF system experiences an error floor phenomenon which
results from the ambiguity problem.that we mentioned.previously. The PFF system, with

proper choice of the w value, avoids the ambiguity and provides about 0.5-1 dB gain over

the AF system.

Figs. 4.11, 4.12 and 4.13 show the. SERs of all‘data, of X, and of Xg, respectively,
when h; = 1 and hy = 0.8. We observe that the FF system still experiences performance
degradation due to X detection error. This is because that the signal constellations, though
not overlapped, are quite close and still incur ambiguity to some extent, as shown in Fig. 4.14.
We also notice that the PFF system also experiences some performance degradation due to

the assymetric channel.

Figs. 4.15, 4.16 and 4.17 show the SER of all data, of X; and X, respectively, when
hi = 1 and hy = 0.5. As shown in Fig. 4.18, now the FF system does not experience
ambiguity and thus is able to provide about 1-1.5 dB of performance gain over the AF

system. We also see that the channel asymmetry causes more harm on the PFF system than
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SER

—— PFF
| = = = AF analytical }:::::

| = = = FF analytical |
= = = PFF analytical

10_ I I I I
-5 0 5 10 15 20
WSANR (dB)

Figure 4.8: Overall SER of FF; AF and PFF systems when hy = 1 and hy = 1.

on the AF system, which results in worse overall SER for the PFF system.

We give a concluding remark here. In high-order modulated bidirectional relay system,
the design of forwarding strategy is more sophisticated. We need to consider not only the
channel conditions but also the signal constellation to avoid decoding ambiguity. To provide
better SER performance, the bidirectional relay should be designed to sense the asymmetry

of channel and able to switch between AF, FF and PFF.
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Figure 4.9: SER of T1 data of FF, AF and PFF systems when h; = 1 and hy = 1.
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SER of N2-to—N1 message
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Figure 4.10: SER of T2 data of FF, AF and PFF systems when h; = 1 and hy = 1.
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Figure 4.11: Overall SER of FF, AF and PFF systems when hy = 1 and hy, = 0.8.
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Figure 4.12: SER of T1 data of FF, AF and PFF systems when h; = 1 and hy = 0.8.
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Figure 4.13: SER of T2 data of FF, AF and PFF systems when h; = 1 and hy = 0.8.
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Figure 4.14: Signal distribution of Yz when h; =1 and hy = 0.8.
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Figure 4.15: Overall SER of FF, AF and PFF systems when hy = 1 and hy = 0.5.
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Figure 4.16: SER of T1 data of FF, AF and PFF systems when h; = 1 and hy = 0.5.
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Figure 4.17: SER of T2 data of FF, AF and PFF systems when h; = 1 and hy = 0.5.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we first presented three transmission models of a relay system. The conve-
tional relay transmission requires four time slots to complete one data exchange between two
terminals. The network-coded relay transmission mixes the separately arrived data at the
relay and broadcasts the result; it requires three time slots.. The bidirectional relay transmis-
sion receives simultaneously arrived signal and then broadcasts the signal. It requires only
two time slots to finish one data exchange between two terminals. We also introduced two
classes of forwarding operation: amplify-and-forward (AF) and decode-and-forward (DF).
An AF relay simply forwards the received signal with proper scaling, while DF relay decodes,

re-encodes and then forwards the signal.

We mainly focused on a recently proposed AF-based forwarding strategy, which we
termed fold-and-forward (FF). We discussed the FF operation, along with its power scaling
and the detection rule. We also analyzed the symbol error performance using a two dimen-
sional signal plane method. The simulation results showed that the performance gain of FF
system depended on the channel condition and the terminals’ modulation type. When the

channels are strongly assymetric, FF may not have better performance comparing to AF.
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Thus, a bidirectional relay must select a proper forwarding strategy based on the channel

condition.

5.2 Possible Future Work

Several possible extensions for our research are as follows:

Employ fold-and-forward to MIMO relay systems.

Consider joint design of forwarding strategy and the channel coding.

Do channel estimation and analyze the impact of estimation error in bidirectional relay

system.

Consider design of forwarding strategy for two=dimensional signal constellations.

67



Bibliography

1]

T. K.-Akino, P. Popovski, and V. Tarokh, “Optimized constellation for two-way wireless
relaying with physical network coding,” IEEFE J. Sel. Areas Commun., vol. 27, no. 5,
pp. 773-787, June 2009.

C.-B. Chae, T. Tang, R. W. Heath, Jr., and S. Cho, “MIMO relaying with linear pro-
cessing for multiuser transmission in fixed relay networks,” IEEE Tran. Signal Process.,

vol. 56, no. 2, pp. 727-738, Feb. 2008.

M. Chen and A. Yener, “Multiuser two-way relaying: detection and interference man-
agement strategies,” IEEFE Trans. Wareless.-Commun., vol. 8, no. 8, pp. 4296-4305,
Aug. 2009.

Y. Cheng, Y. Jiang, and X. You, “Preamble design and synchronization algorithm for

cooperative relay systems,” in Proc. IEEE Veh. Technol. Conf.-Fall, Sep. 2009, pp. 1-5.

J. W. Craig, “A new simple and exact result for calculating the probability of error
for two-dimensional signal constellations,” in Proc. IEEE Military Commun. Conf.,

McLean, VA, Oct. 1991, pp. 571-575.

T. Cui, T. Ho, and J. Kliewer, “Memoryless relay strategies for two-way relay channels,”

IEEE Trans. Commun., vol. 57, no. 10, pp. 3132-3143, Oct. 2009.

68



[7]

[10]

[11]

[12]

[14]

C. Fragouli, J. Y. Boudec, and J. Widmer, “Network coding: an instant primer,” ACM

SIGCOMM Computer Communication Review, vol. 36, no. 1, pp. 63-68, Jan. 2006.

F. Gao, T. Cui, and A. Nallanathan, “On channel estimation and optimal training
design for amplify and forward relay networks,” IFEE Trans. Wireless. Commun., vol.

7, no. 5, pp. 1907-1916, May 2008.

F. Gao, R. Zhang, and Y.-C. Liang, “Optimal channel estimation and training design
for two-way relay networks,” IEEE Trans. Commun., vol. 57, no. 10, pp. 3024-3033,

Oct. 2009.

Y. Han, S. H. Ting, C. K. Ho, and W. H. Chin, “High rate two-way amplify-and-
forward half-duplex relaying with OSTBC,” in Proc. IEEE Veh. Technol. Conf.-Spring,
May 2008, pp. 2426-2430.

A. S. Ibrahim, A. K. Sadek, W. Su,-and K. J. Ray Liu, “Coopertative communications
with relay-selection: when to-cooperate and whom te cooperate with?”, IEEE Trans.

Wireless. Commun., vol. 7, no+7; pp. 2814=2827, July 2008.

Y. Jing and H. Jafarkhani, “Single and multiple relay selection schemes and their achiev-
able diversity orders,” IEEE Trans. Wireless. Commun., vol. 8, no. 3, pp. 1414-1423,

March 2009.

S. Katti, H. Rahul, W. Hu, D. Katabi, M. Medard, and J. Crowcroft, “XORs in the air:
practical wireless network coding,” IEEE/ACM Trans. Networking, vol. 16, no. 3, pp.
497-510, June 2008.

K. J. Ray Liu, A. K. Sadek, W. Su, and A. Kwasinski, Cooperative Communications

and Networking. Cambridge University Press, 20009.

69



[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

Y. Mei, Y. Hua, A. Swami, and B. Daneshrad, “Combating synchronization errors in
cooperative relays,” in Proc. IEEE Int. Conf. Acous. Speech Signal Process., vol. 3,
March 2005, pp. iii/369-ii/372.

R. U. Nabar, H. Bolckei, and F. W. Kneubuhler, “Fading relay channels: performance
limits and space-time signal design,” IEEFE J. Sel. Areas Commun., vol. 22, no. 6, pp.
1099-1109, Aug. 2004.

P. Popovski, and H. Yomo, “Physical network coding in two-way wireless relay chan-

nels,” in Proc. IEEE Int. Conf. Commun., June 2007, pp. 707-712.

C. E. Shannon, “Two-way communication channels,” in Proc. 4th Berkeley Symp. Math.

Stat. Prob., 1961, pp. 611-644.

T. Unger and A. Klein, “Applyingrelay stations with multiple antennas in the one- and
two-way relay channel,” in IEEE Int—Symp. Personal Indoor Mobile Radio Communi-

cations, Sep. 2007, pp. 1-5.

T. Wang and G. B. Giannakis, “Complex field network coding for multiuser cooperative

communications,” IEEE J. Sel. Areas Commun., vol. 26, no. 3, pp. 561-571, Apr. 2008.

J. Yu, D. Liu, C. Yin, and G. Yue, “Relay-assisted MIMO multiuser precoding in fixed
relay networks,” in Proc. Wireless Communications, Networking and Mobile Computing,

Sep. 2007, pp. 881-884.

M. Yu and J. Lin, “Is amplify-and-forward practically better than decode-and-forward
or vice versa,” in Proc. IEEFE Int. Conf. Acous. Speech Signal Process., vol. 3, March
2005, pp. iii/365-iii/368.

S. Zhang, S. C. Liew, and P. P. Lam, “Hot topic: physical-layer network coding,” in
Proc. 12th Annual Int. Conf. Mobile Comput. Network. ACM, pp. 358-365, 2006.

70



e AR L {5:ﬂ4%aAM$o°W{A
g?ﬁ&*\—‘%%}.l Lo I E4 PR R

WM AR AN cARL T4 ES T ERLE

@Q’E’Ev" %@%] 7 *'ai“%”%g G o R

2
g

e

EA 1B ENR
Q;lﬁpf%
L% AT

%, g
;}p i ‘;’HL 58 “‘;;LL N

35

C



	Cover_01_sjlu.pdf
	Cover_02_sjlu.pdf
	abstract.pdf
	acknowledgement.pdf
	Thesis.pdf
	bio.pdf



