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Student: Wei-Guo Lin Advisor: Dr. Sheng-Jyh Wang
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Abstract

In this thesis, we propose a saliency-based system for the detection
and recognition of static:.waymarks. This system can be used to help blind
people navigate through a scene with noticeable waymarks. In this system,
a user with normal visionfirst captures a video of the scene. He or she
then manually selects a few static'waymarks in the video that possess the
following properties: 1) with strong contrast, 2) with simple texture, and
3) with regular shape. Based on these properties, we design a saliency
detector which can quickly identify the candidate regions in any newly
captured video. Over the candidate regions, the system adopts a set of
directional filter banks and the HSV color space to analyze the shape
features and the color features respectively for the recognition of the
pre-selected waymarks. In this thesis, through careful design and analysis,
we have developed a static waymark detector that can well handle the
challenges of varying illumination, scaling, rotation, shape variation, and
Imbalanced training data.
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Chapter 1.

INTRODUCTION

For blind people, it is very important for them to realize where they are or which
direction they are heading for. The first solution people think is GPS (Global
Positioning System), which can give the position of the user. However, for a user at a
standstill, GPS can’t offer the orientation information, which could be very crucial to
blind people. Another method is to install sound devices around the path to offer
sound service. A main drawback of this approach is the price to set up numerous
sound devices along the path. A new approach isto use the street-view tool on web
service. However, this requires a large data base and heavy computations for
recognition.

One more approach is to use GPS plus salient waymarks, as shown in Figure 1-1.
If a blind person uses GPS, he/she would know his/her location and the expected
waymarks around him/her. If the blind person can carry a camera with him/her,
together with a computational device to identify the location of waymarks in the
captured images, he/she would be able to realize what direction his/her face is heading
to. Hence, in this thesis, we aim to set up a system that can automatically detect and

recognize salient waymarks in 2-D images.



Figure 1-1 use waymarks to help blind people

Our system is designed to help a blind person to pass through a path that he/she
frequently walk on. The implementation of this:system includes four major steps: 1)
an assistant with normal vision first captures a few videos along the regular route; 2)
the assistant selects salient waymarks in the captured videos; 3) our algorithm learns
the features of the selected waymarks; and 4) we develop a suitable detector to
automatically identify these salient waymarks.

Here come a few challenges in the development of our system. The first and the
most important challenge is the change of lighting condition. The other challenges are
the scaling and rotation of waymarks, the diverseness of the waymark shape, and the
imbalanced amount of training data in the learning process.

In this thesis, we will first introduce a few related works and techniques in
Chapter 2. In Chapter 3, we will present the proposed method for detection and
recognition of static waymarks. Some experimental results are shown in Chapter 4.

Finally, we give our conclusion in Chapter 5.



Chapter 2.

BACKGROUNDS

First we will introduce two related systems in Section 2.1. Related approaches for

detection and recognition will be introduced in Section 2.2 and 2.3, respectively.

2.1. RELATED SYSTEM

We will introduce two systems proposed in [1] and [2]. In these two works, the
waymarks to be detected are the traffic signs. In Figure 2-1, we show the different
kinds of traffic signs tested in [1]. There are 5 different colors and 10 different shapes
in these traffic signs. In Figure 2-2, we show-the flow chart of the proposed system in
[1]. In that system, there-are three major stages: 1) Segmentation, 2) Shape

classification, and 3) Recognition [1].
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Figure 2-1 Traffic signs in [1].
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Figure 2-2 The flow chart of the system in [1].

Since these traffic signs have clear and distinct colors, the authors in [1] first
performed segmentation analysis based on this property to get the corresponding
results as shown in Figure 2-3. Over the segmentation result, they selected the
interested regions as the candidate blobs. After that, for each candidate blob, the
authors measured the distance from the external edge of the blob to its bounding box
(DtBs) for shape classification, as shown in Figure 2-4. They used the DtBs as the

shape feature and a SVM classifier is applied to DtBs for shape recognition.



(c) (d)

Figure 2-3 (a) Original image (b) Segmented by red color (c)(d) Candidate blobs [1]

D,

Figure 2-4 DtBs for a triangular shape [2]

After shape recognition, the subsequent task is content recognition. In the
recognition stage, every candidate blob is normalized as a 31*31 grayscale image. For
different shapes, the interested region would be different, as shown in Figure 2-5 [1].
The authors used the pixel values in the interested regions as the feature vectors.
Based on these feature vectors, they used the SVM classifier to recognize different

traffic signs.



@lA

Figure 2-5 The interested regions for circular and triangular [1]

Unlike [1], the work in [2] only wants to detect and recognize five kinds of

traffic signs as shown in Figure 2-6.

OFf J-1A|P)

(a) (b) (c) (d) (e)
Figure 2-6 Five kinds of traffic signs in-[2]

(a) Speed limit sign (b) No'stopping sign (c) No.entry sign
(d) Pedestrian sign.(e) Parking sign

In [2], the authors combined bottom-up and top-down processes in their
system. The bottom-up process is a fast:mechanism to find the regions that may
attract observers’ attention in a complex scene. The top-down process is a slower
mechanism for recognition based on the HOG feature of the traffic signs. The

framework of [2] is shown in Figure 2-7.
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Figure 2-7 The traffic sign‘detection framework in [2]

In the bottom-up saliency-based-module;-as shown in Figure 2-8, the saliency
map is the result of the bottom-up process, as shown in (b), and the detection results

are shown in (c).

(@) (b) ©

Figure 2-8 (a) Original image. (b) Saliency map. (c) Traffic sign saliency regions (marked by green

rectangles) [2]



In the top-down process, [2] uses an HOG (Histogram of Orientation
Gradient) feature extractor to compute the feature vectors for both traffic sign sample
patches and ordinary scene patches. An SVM classifier is trained based on these
feature vectors for traffic sign recognition. Experimental result showed that the
system proposed in [2] can achieve robust detection under the variations of the
illumination, scale, pose, viewpoint change, and even partial occlusion. Their results

are shown in Figure 2-9.

(a) (b)

Figure 2-9 (a) Example ofillumination invariance. (b) Example of different scales [2]

2.2. DETECTION

In this section, we will introduce a few methods for object detection. In many
related works, object detection is achieved via color thresholding. In general,
thresholds are set for the red, green, and blue components of the image. However, the
value of RGB space is usually sensitive to lighting change. Hence, the method in [3]
uses the color ratio, instead of the color value, to reduce interference.

Instead of using the RGB color space, the authors in [4] used the YUV space
since this space can separate the luma(Y) component from RGB space and encode the
color information in U and V. With a similar reason, the HSI color space is chosen in

[5] as the color space for object detection.
8



Instead of using detail information for object detection, bottom-up related
approaches detect the object based on the physical properties of the object. In [6], the
authors decomposed an input image into three channels, intensity, colors, and
orientations, as shown in Figure 2-10. Next feature maps of different scales of three
channels are obtained by Gaussian pyramids. They apply center-surround difference
on each feature map. For each feature type, the multi-scale feature maps are integrated
to generate a conspicuity map. Finally all the conspicuity maps are combined into a
single saliency map by the winner-take-all rule and the inhibition-of-return

mechanism. Figure 2-11 demonstrates the saliency detection result given by [6].

Inputimage _—— —

[ Linearfiltering |

_— colors _— _—intensity _— __—orientations_—
( Center-surround differences and normalization
I I I
~ —  Feature L — maps —
= 'I__{IQ maps) (6 maps) = 'I-- (24 maps) _‘_'_I_
( Across-scale combinations and normalization
I — Conspicuity - I maps I—J—

[ Linear combinations |

Saliency map _— I —

[ Winnertake-all | Inhibition
- of return

Attended location

Figure 2-10 Proposed method of [6]

(@) (b)

Figure 2-11 (a) Input image (b) corresponding saliency map



In spectrum domain, the method [7] applies the Spectral Residual (SR) and the
simple Fourier Transform operation for object detection. In this approach, the authors
obtain the spectral residual by subtracting the input image of log amplitude of
spectrum with the reference of, as shown in Figure 2-12. The saliency map is then
obtained by transforming the spectral residual back to the spatial domain.The saliency
maps generated by [7] is shown in Figure 2-13(c). In spite of its simple operation, this
SR method performed surprisingly well in detecting the saliency regions of many

images.

Input image Log spectrum curve
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Figure 2-12 (a) Input image (b) corresponding log spectrum (c) reference (d) spectral residual

Figure 2-13 (a) Three input images (b) saliency map by[8] (c) saliency map by [7]



However, [8] points out the spectral residual of the log amplitude spectrum may
be not essential to the calculation of the saliency map. On the contrary, only the phase
spectrum plays the major role in detecting saliency regions. In [8], the saliency maps
are generated only by transforming the phase spectrum of the image back to the

spatial domain. The saliency map generated by [8] is shown in Figure 2-13(b).

Instead of transform domain approaches, [9] proposes the concept of the
feature-pair which is the relation between the central point and its 8-connectivity
neighbors as shown in Figure 2-14. In their approach, [9] first decompose input image
into one intensity channel and two opponent-color channels. After that, [9] computes
the feature-pairs of three channels and forms feature-pair distribution. A
demonstration of intensity-pair distribution is shown-in Figure 2-15. Finally, based the
feature-pair distribution, [9] forms-the 3-D histogram. which is used for saliency
analysis. The analysis result’is then mapped back to the spatial domain to generate

salient map. The saliency map_generated by [9] is shown in Figure 2-15(b).

(E,A) (E,B) (E,C)
(E\D) D<—;> F;;* F |(EF)
G| H| I
(E,G) (E,H) (E,l)

Figure 2-14 The main idea of feature-pair

Neighbor pixel value

Intensity-pair distribution

Figure 2-15 Example of intensity-pair distribution in [9]
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(@) (b)

Figure 2-16 (a) Input image (b) saliency map by [9]

2.3 RECOGNITION

The shape is also an important feature of static waymarks. Authors in [3]
apply the corner detector to recognize object shape, as shown in Figure 2-16. [4] uses
the relation of boundary line (Figure 2-17) to determine the shape. The recent
approach [5] uses the distance to -borders (Dtbs) as the features of shape. The

illustration of [5] is shown in Figure 2-18.

)

Figure 2-17 Corner detection result in [3]
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Figure 2-18 The relation of boundary line in [4]

/ il i

@ (b)

Figure 2-19 (a) The Dbts of triangle (b) the feature vectors of (a) by Dtbs [5]

After the shape recognition, we want to recognize the context inside the
shape. The current approach [2] applies the Histogram of Oriented Gradient descriptor
(HOG) to obtain the features of the objects. In [2], they first divides the image into
small connected regions, called cells. After that, each cell gathers a histogram of
gradient directions for the pixels within the cell. Finally, these histograms of each cell
are represented as the descriptor. For better accuracy, the measure of intensity across a

larger region of the image, called a block, normalizes the histograms of each cell in

13



the block. This normalization enhances the robustness of the descriptor to lighting
changes.

[10] proposes the concept of the Speeded Up Robust Features (SURF). The
same as HOG, the input image is divided into many sub-regions. Each sub-region is

analyzed by the Haar wavelet and the filter response in horizontal direction and

vertical direction are denoted as d, and d, respectively. The wavelet responses

d,and d,are summed up over each sub-region as two feature vectors. In order to

obtain extra information, they also extract the sum of the absolute values of the

responses, |dx|and‘dy‘. Therefore, each sub-region has a four-dimensional descriptor

vectorv:(ZdX,Zdy,Z|dx|,Z‘dy|). Figure 2-19 are three examples of SURF

Figure 2-20 Three examples of SURF [10]

descriptor.

> dx
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Chapter 3.

PROPOSED METHOD

The goal of the system is to detect and recognize the static waymarks. The
system includes two stages 1) Bottom-up, 2) Top-down learning.

1) Bottom-up: In this stage, the static waymarks in the image are fast identified.

2) Top-down learning: In this stage, we want to get the features of the static
waymarks which are useful for recognition. Here, we use the skills of machine
learning to learn the features that can be used in the recognition.

Input image goes through the operation of Bottom-up and a corresponding
saliency-map is generated. The Saliency-map shows where the interesting region and
where the static waymarks in. Second we use the features that get form the

Top-down learning to do recognition.

¥ 3

Recognition »I Result

Saliency-map

Bottom-up
= »

Image

Figure 3-1 Block diagram of the proposed system
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3.1. BotTOM-UP

In Bottom-up, we want to fast identify the location of the static waymarks.
Here, we find the physical properties to implement our Bottom-up algorithm. The
static waymarks like fire hydra, bands have the following properties 1) strong contrast
with respect to its surrounding regions 2) regular shape 3) simple texture. The three
properties will be discussed in following section.

The flow chart of proposed Bottom-Up is illustrated in Figure 3-2. First the
input image are decomposed into three color map R color, G color, and B color.
Second these color map go through three operations based on three physical
properties 1)strong contrast, 2)regular. shape, and 3) simple texture. Finaly the

corresponding salient map will be generated for each color map and combine them.

[ R saliency [ ( saliency ] [ B saliency

Combination

Linear filter

Image

Figure 3-2 Block diagram of the proposed Bottom-up
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3.1.1. LINEAR FILTERING OF IMAGE DATA

Because the color of the static waymarks is simple, similar to [6]’s approach,
we decompose an input image into a few feature vectors, including R color, G color,
and B color, where r, g, and b denote the red, green, and blue components of the input

image. For each color, negative values are set to zero.

Ror_(9+D) Eq. 3-1
2

Gog (+D) Eq. 3-2
2

sz—(r;g) Eq. 3-3

3.1.2. STRONG CONTRAST

In the Figure 3-3, we can‘notice the objects, (a) fire hydra, (b) blue band,
and(c) unable parking band, have the strong contrast compare to the surroundings.
This is because they are designed salient for the people. And in the top-down, we
want to analyze the color of objects. Thus, we hope the algorithm that can not only
show the strong contrast but also can do the analysis of color. Therefore we apply the

feature-pair proposed by [9].

(b) blue band (c) unable parking band

Figure 3-3 The example of the static waymarks

(a)fire hydra

17



For each of the R color, G color, and B color, we compute the feature-pair
distribution as proposed in [9].

Take R component for example, we first analyze the relation between the
central point and its 8-connectivity neighbors. In the Figure 3-4, we define the 8
neighbors of the point E and define the eight 2D coordinates (E,A) (E,B) (E,C) (E,D)
(E,F) (E,G) (E,H) (E,)) as the R color-pairs. Here A, B....I is the R color value and the
point A~ is the neighbor of E. Here we use the eight R color-pairs forming the R

color-pair distribution.

(E,A) (E,B) (E,C)
B C

L,
ED) | D> E=P F | (ER)
H

(E,G) (E,H) (E,)

Figure 3-4 The main ideaof feature-pair

3 Red-pair distribution
g
©
=
o
S
=]
=
50 150 S0 e (50, 100)
=
0 50 0

50 | 100 | 50 » (50, 50)

The red channel of 2D Image

Central pixel value

Figure 3-5 The feature-pair distribution

By using the R color-pairs of all the image pixels, we can obtain the R
color-pair distribution as shown in Figure 3-6. Obviously, we can notice that the R
color pairs in smooth regions will lie around the 45° line; whereas the R color pairs
across edges will lie far from the 45°line.

Figure 3-6 shows an example of the R color-pair distribution of the fire hydrant

image. It is clear that the road and grass are the major backgrounds of the image.

18



Therefore the R color-pairs of these two regions are two major clusters in the R
color-pair distribution. On the other hand, the fire hydrant map to a smaller cluster in
the top-right corner of the distribution. Moreover, the R color pairs over the road
-grass boundary and the fire hydrant - grass boundary form four clusters (represented
in green color) far away from the 45-degree line as shown in Figure 3-6.

In the R color-pair distribution, we can easily notice that the boundary
between the fire hydrant and the grass show a stronger contrast than the road-grass
boundary. Here we can conclude two facts that (1) the fire hydrant is “less common”
than the road and grass; and (2) the fire hydrant has a stronger contrast compared to
its background. We obtain the conclusion that the fire hydrant may attract the
attention of most observers. We also form the .G color-pair and the B color-pair

distributions.

R color —pair distribution

g0

Figure 3-6 The example of R color-pair distribution

Similar to [10], we form a 3-D histogram by dividing the plane of
feature-pair values into uniform cells and calculate the number of feature pairs in each
cell. Most clusters lei around the diagonal in the 3-D histogram; the largest cluster
corresponds to the background in the image; the foreground objects correspond to

smaller clusters; and those clusters away from the diagonal correspond to the edge.
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R color-pair distribution '
3D histogram

Figure 3-7 The 3-D histogram

Based on the 3-D histogram, a contrast-weighting algorithm is proposed to
weigh the saliency degree of each cell around the diagonal. This weighting algorithm
contains three main parts: the “edge weight” to gather the information that the
off-diagonal cells provide, the “self weight” to determine whether a diagonal cell
corresponds to a visually salient region, and the “foreground weight” to judge whether
a diagonal cell corresponds to not the background.

The three parts are respectively base on.three ideas 1) the stronger the edge is
the more salient the objects are, 2) the smaller the size of objects is the more salient
the objects are, and 3) the more different comparing to background is the more salient

the objects are. Thus, we combine the three properties to the formulate

Edge weight

Color contrast weight = -
Self weight

x Fareground weight Eq. 3-3

1) Edge weight
The Edge weigh is the edge that can give t how much contrast is. Edge weigh
count is like Figure 3-8. The formulation is

Edge _weight = > hist(i, j)><d2 Eq. 3-4
i, j ={3-D _histogram off the diagonal}

<52 +15 x4 = 2830

Figure 3-8 The computation of edge weight
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2)

3)

Self weight

The Self weight is the size of objects that can give t how much contrast is. The
smaller the size of objects is the more salient the objects are. The formulation is

Self _ weight= > hist(i, j) Eq. 3-5

i, j={the histgram of the object}
Foreground weight

The foreground weight is how different between objects and background. The
more different comparing to background is the more salient the objects are. In the
3D histogram, the maximum of histogram on the diagonal is the background. And
the foreground weight is how long to the maximum of histogram like Figure 3-9.

The formulation is

Foreground wei Eq. 3-6

.1* Background

Figure 3-9 The 3-D histogram
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3.1.3. REGULAR SHAPE

As we know, the static waymarks are different from the natural scene like trees,
flowers. The main difference is the shape. In the Figure 3-10, we can find the shape of

(a) fire hydra, (b) blue band, and (c) unable parking band is more regular than the

surrounding.

(a) Fire hydra (b) blue band (c) unable parking band

Figure 3-10 The example of the static waymarks
The regular shape means it is.compounded of the straight line like horizontal,
straight, oblique, and the circular line. Therefore the best way to implement the
property is to detect the boundary. Here we find the filter banks have these properties.
In the Figure 3-11, we use these filters to do convelution with the R color, B color,
and G color. And the objects have the regular shape will response.

ENNIELS

Figure 3-11 The filter that can detect boundary [11]
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3.1.4. SIMPLE TEXTURE

As we observe, the static waymarks are designed for easy identification. Thus
they have to be designed differently compared to natural scenery. We notice that they
are not complicated and have the simple texture compared the natural scenery.

In the paper [8], it mentions that if the signal is a pulse Figure 3-12 (a), the
reconstructed signal based on the phase spectrum will have high response in location

of input pulse.
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Figure 3-12 (a) Original signal(pulse) (b) Reconstruction result using phase [8]

Then we find the specially designated objects also have the property. Look the
Figure 3-13 (a). We find the blue band has simple texture and at the B channel (Blue)
Figure 3-13 (b) we can notice it also has the property like pulse.

We find the specially designated object also like a pulse signal in nature image.
Take Figure 3-13 (a) and (b) for example. Blue signboard in the image has simple

texture. At B channel (Blue) it is the same as the situation depicted in Figure 3.12(a)

U T

@ (b)

Figure 3-13 (a) Blue band (b) B color of blue band

Conversely, if the signal is not pulse but regular signal like sine Figure 3-14 (a),

then we can find the result (b) has lower response. We think the natural scenery has
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this property because it has more complex structure

1
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Figure 3-14 (a) Original signal(sine) (b) Reconstruction result using phase [8]

The method of reconstruction result using phase is that

Fy)=F((xy)) Eq. 3-7
p(x,y)=P(f(x,y)) Eq. 3-8
sM(x,y) = g(x, y)*F || F[e""* ]I Eq. 3-9

where F and F! denote the Fourier Transform and Inverse Fourier Transform,
respectively. P(f) represents the phase spectrum- of the image. g(x, y) is a 2D Gaussian

filter. SM( x , y ) is reconstruction result using phase.

3.1.5. COMBINATION

Based on the three physical properties, we can obtain the three saliency
maps which are normalized to one for ‘each color map. The three saliency maps are
combined and we apply the variance of them as the weighting (Eqg.3-13). The R, G,
and B saliency map are generated respectively by the Eq.3-10, 3-11, and 3-12.

R _saliency =W, x R _ Contrast +W,, x R _ Shape+W_, xR _Texture Eq.3-10
G _saliency =W, xG _ Contrast +W,, xG _ Shape +W,, xG _Texture Eq.3-11

B _saliency =W, x B _ Contrast +W,, x B__ Shape +W,, x B _Texture EQ.3-12

2

iZN:(Si(x, y)— Mean, ) iZN:S (x,y)

W, =——, v, =\-= , Mean, =~ Eq.3-13
M x N ' M xN

2 Ve

k=1
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3.2. TorP-DOWN LEARNING

In this section, we will discuss how we design a classifier for the recognition
of the static waymarks. In order to achieve robustness to illumination, scale, and
rotation, we chosen the color and shape as the features; then, a SVM classifier is
trained based on the chosen features. Finally, we apply the Synthetic Minority
Over-sampling Technique (Smote) algorithm to solve the problem of imbalanced data
in the machine learning. The following sections are 1) color analysis and 2) shape

analysis 3) SVM classifier 4) the algorithm of Smote

3.2.1. COLOR ANALYSIS

As we known, the RGB" color.space. is sensitive to illumination change;
therefore, we choose the HSI.space as the candidate space for color analysis due to its
robustness to illumination change.

In order to get color features, we obtain the histogram of hue and saturation

and don’t consider intensity. The example is shown in Figure 3-15(b) and (c).

(@) (b) (©)

Figure 3-15 (a) Blue signboard (b) the saturation of (a) quantized by ten (c) hue of (a) quantized by ten
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3.2.2. SHAPE ANALYSIS

Only color information is not enough for presenting the features of the static
waymarks, hence the shape of the object is also taken into consideration. There are
many methods to get the features of shape. However, in our system, we use the filter
based approach for shape analysis because the shape of the static waymarks is
composed of many different directional lines. Here we use the six directional lines to
present the shape as shown in Figure 3.16. In order to be invariant to light change, we
convolute the hue and saturation of the static waymarks with these filters as shown in

Figure 3-17.

— SR 1%/

Figure 3-16 The six directional lines

ENNIAE

Figure'3-17 The six directional filters

The challenge of the shape analysis is the rotation of the object. To take care
of this issue, we use the descriptor in [12]. In this descriptor, we divide the patch into
24 regions as shown in Figure 3-18(a).The sum of value in each region constitutes the
24 dimensions features vectors. If the objects rotate, we have to adjust the feature

vectors as shown in Figure3-18.

(b)
Figure 3-18 (a) Original (b) rotate
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In order for rotation invariant, we have to adjust the features vector. Here
we choose the method “maximum shift”. In the Figure 3-19, we divide the patch into

8 regions and get the sum of each region.

Figure 3-19 Maximum shift
If the maximum is region 5 in the Figure 3-20(a), we shift the regions 5, 13,

and 21 in the Figure 3-20 (b) to the top as shown in Figure 3-20 (c).

inside Inside’ middle Middle’ outside Qutside’
17 ST N (137 [17] (217
5 6 10 14 18 22
3 7 11 15 19 23
4| shift |g 12| shift |16 20 Sh‘ﬂi 24
5| —>|1 13| —> | 9 21 17
p 5 14 10 22 18
. 3 15 11 23 19
8 | | 4 | 116 | 112 ] [24] L20]
(c)

Figure 3-20 (a) Find the maximum region (b) correspond region t (c) the result of shift
Although we apply “maximum shift”, we can’t solve the problem of rotation.

Example in Figure 3-21 demonstrates this problem. In Fig. 3.21, the object rotates in
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(b). We can find the result of filter 1 in (a) is equal to the result of filter 2 in (a) if we

use “maximum shift”. Therefore we also have to adjust the filers.

filter result fi

[
m
[
A
~
—_ —_
image .
-~ image
A

(@) (b)

Figure 3-21 (a) Find the maximum region (b) correspond region t (c) the result of shift

result

=
o
o

1
1
Ll

!
AN NININES
|

Here we use the “minimum-shift”’ to adjust the filters. We calculate the sum

of each result of filter and shift the result with minimum sum to the top as shown in

Figure 3-22.
filter result New result
| Kegimp) _
—_—> e -
_I'N
= o ) minimum
image . -
.
Figure 3-22 Adjust the result of filters
Through two shifting operation, our proposed method is invariant to
rotation.
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3.2.3. SUPPORT VECTOR MACHINE

We apply the SVM classifier for data classification. In Figure 3-22, there
are two classes: one is marked in blue and the other is marked in white. Here we want
to find a hyper plane that separates two classes and Hj, H,, and Hs are all possible
hyper planes for data separation. The main idea of SVM classifier is to choose a hyper
plane which can get the maximum margin of two set; therefore Hs is selected as the

decision plane in SVM classification.

Figure:3-23 The three hyper planesto'separate two sets

We have training data labeled as{x;, y.}, wherei=1... 1, y, e {-11}, x, e{R"}.

In our proposed method, the vectors Xx;are color features and shape features, the
values y; are “1” for one class and “-1” for the other class, d is the dimension of
the vectorx;, and | is the number of training data. We find the hyper plane

{w,b} that separates the two classes as shown in Figure 3-23. The vector w is

the normal to the hyper plane, ﬁ is the perpendicular distance from the hyper
W

plane to the original, and |w|is the Euclidean norm ofw .
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Figure 3-24 Find the hyper plane
In order to separate the two set, the following constraints should satisfy:

y,(X, W' +b)-1>0 Vi Eqg.3-14

SVM classifier chooses the best hyper plane that has the maximum margin 2

wi

by minimizing |w| in .Figure 3-23. Minimizing the |jw| is the same

minimizingM. The problem can be summarized by-minimizing [wl subject to
2 2

the constraints Eq.3-14. Here we express the previous problem by the Lagrange

multipliers as

T -
VTJ,Q{@‘Z%[Q (w-x, —b)-1]} Eq. 3-15

i=1

The solution can be expressed by terms of linear combination of the training vectors

|

W=D aCX; Eqg. 3-16
Il NS\/

b=—-> (w-x—c) Eg.3-17
Nsv i=1

where N, isthe number of «; which are not equal to zero.
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3.2.4. SYNTHETIC MINORITY OVER-SAMPLING

TECHNIQUE (SMOTE)

The problem of our proposed method is imbalanced data. The number of the
negative data is about 3000; however, the number of static waymarks data is about 40.
The difference is about 60 times. In Figure 3-24(a), if the training data is balanced, the
estimated decision boundary (solid balck line) will approximate the true boundary
(solid red line) if there is few wrong data (black symbol ‘+’). In contrary, if the
training data is imbalanced (Figure 3-24(b)), the estimated decision boundary (solid
black line) may be very far from the true boundary (solid red line) if there is few

wrong data (black symbol “+).

(@) (b)
Figure 3-25 (a) Balanced data (b) imbalanced data

Thus, if the training data is imbalanced, we have to synthesize new data for
the minority set. Here we apply SMOTE algorithm in [13].Synthetic samples are
generated in the following way: Take the difference between the feature vector
(sample) under consideration and its nearest neighbor. Multiply this difference by a
random number between 0 and 1, and add it to the feature vector under consideration.
This causes the selection of a random point along the line segment between two
specific features. This approach effectively forces the decision region of the minority

class to become more general. The following the pseudo-code for SMOTE in [13].
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Algorithm SMOTE(T, N, k)
Input: Number of minority class samples T, Amount of SMOTE N%; Number of
nearest neighbors k
Output: (N/100)* T synthetic minority class samples
(*If N is less than 100%, randomize the minority class samples as only a random
percent of them will be SMOTEd.*)
if N <100
then Randomize the T minority class samples
T =(N/100) *T
N =100
endif
N = (int)(N/100)
(* The amount of SMOTE is assumed to be in integral multiples of 100. *)
k = Number of nearest neighbors
numattrs = Number of attributes
Sample[ ][ ]: array for original minerity class samples
newindex: keeps a count of number of synthetic samples generated, initialized to 0
Synthetic[ ][ ]: array for synthetic samples(*Compute k nearest neighbors for
each minority.class sample only. *)
fori—1toT
Compute k nearest neighbors-for 1,-and save the indices in the nnarray
Endfor
Populate(N, i, nnarray) (*Function to-generate the synthetic samples. *)
while N~=0
Choose a random number between 1 and k, call it nn. This step chooses one
of the k nearest neighbors of i.
for attr < 1 to numattrs
Compute: dif = Sample[nnarray[nn]][attr] — Sample[i] [attr]
Compute: gap = random number between 0 and 1
Synthetic[newindex][attr] = Sample[i][attr] + gap = dif
endfor
newindex++
N=N-1
endwhile
return (* End of Populate. *)
End of Pseudo-Code.
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Chapter 4.

EXPERIMENTAL RESULTS

In this chapter, we will show and discuss our experimental results. In computer
simulation, the proposed algorithm is coded in Matlab without code optimization, and is
tested over a PC with Intel® Core™2 Duo CPU running at 3G Hz. The first experimental
stage is to capture the video in the campus. Here we prepare three videos captured at
different places for four different static waymarks. Figure 4-1 and 4-2 show the three

places and the selected waymarks.

My

Figure 4-2 Left to right: blue signboard, fire hydrant, Disabled signboard, and parking signboard
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In Table 4-1, for each static waymark, we randomly selected forty image
patches in the video. The SOMTE algorithm was used to synthesize two hundred
image patches as the positive training samples. On the other hand, three thousand
image patches were extracted from the same video. The video was captured in the
afternoon.

Table 4-1 Number of training images

Static waymarks The number SMOTE
selected
Blue signboard 40 200
Fire hydrant 40 200
Unable signboard 40 200
Parking signboard 40 200
Negative images 3000 X

In the Figure 4-3, we .use the four:-colored bounding boxes to recognize four

different static waymarks.

Figure 4-3 Use different colors bounding boxes for different static waymarks

The results of four static waymarks, with variations in rotation and scale, are

shown in Figure 4-4 and 4-5.
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Figure 4-5 Static waymarks in the afternoon with rotation variations

Here we also apply our algorithm to the videos captured at noon and evening. The

results are shown in Figure 4-6 and 4-7.
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Figure 4-7 Static waymarks in the evening with rotation variations

Table 4-2 is the detection rate and false alarm for each static waymark at noon,
afternoon, and evening. The number of testing image for each static waymark is about
six hundreds. In Table 4-2, we find varying illumination is important effect at the
detection rate. Moreover, if there are many objects similar to the static waymark, such
as cripple signboard or parking signboard, the detection rate of the static waymark is

lower than others.
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Table 4-2 Detection rate and false alarm at different time for each static waymarks

Time Static Blue Fire Cripple Parking
waymarks signboard hydrant | signboard | signboard
Detection rate 99.9% 99.9% 94.5% 93.5%
Afternoon | False alarm 3 2 0 0
(/2000 frames)
Detection rate 99.9% 99.9% 90.5% 89.4%
Noon False alarm 1 4 15 0
(/2000 frames)
Detection rate 94.2% 99.9% 92.1% 87.3%
Night False alarm 14 9 1 0
(/2000 frames)

In this thesis, we apply feature-pair, phase and directional filters for three
physical properties 1) strong contrast, 2) simple texture, and 3) regular shape

respectively. In Table 4-3, the three-methods are use respectively for bottom-up

detection.

Comparing to combining the three methods (Table 4-2), applying three methods
respectively (Table 4-3) has little lower detection rate in the afternoon and much
lower the detection rate at night, because of varying illumination. The result shows if

we combine three methods we can obtain the good bottom-up detection and detection

rate.

On other hand, in Table 4-4, we obtain the average computing time that

includes detection and recognition by different bottom-up detection. The number of

images is 2520 and the size of image is 360*240.
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Table 4-3 Detection rate and false alarm for different bottom-up methods

Time Static Blue Fire Cripple Parking
waymarks signboard | hydrant | signboard | signboard
Detection rate 99.9% 99.9% 85.6% 93.4%
Afternoon False alarm 3 0 2 0
(/1000 frames)
Detection rate 88.6% 99.9% 89% 82.3%
Night False alarm 0 29 0 0
(/1000 frames)
(@) Feature-pair
Time Static Blue Fire Cripple Parking
waymarks signboard | hydrant | signboard | signboard
Detection rate 92.7% 99.9% 81.7% 90.4%
Afternoon False alarm 0 5 12 0
(/1000 frames)
Detection rate | 75.5%% 99.9% 79.2% 77.2%
Night False alarm 22 15 0 0
(/1000 frames)
(b) Phase
Time Static Blue Fire Cripple Parking
waymarks signboard |- hydrant ‘| signboard | signboard
Detection rate 99.9% 99.1% 80.4% 88.7%
Afternoon False alarm 0 10 0 0
(/2000 frames)
Detection rate | 82.3%% 99.9% 70.6% 74.2%
Night False alarm 3 13 0 0
(/1000 frames)
(c) Directional filters
Table 4-4 Computing time for different bottom-up detection
Bottom-up Combination | Feature-pair Phase Directional
methods filters
Time (second) 15.1s 16.9s 22.4s 30.8s
(each image)
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In Table 4-4, combining the three methods spends least time because it can make
the static waymarks more salient and suppress the false alarm region.
We also consider our SVM classifier, which trained by the contain three

places, using in other places. Figure 4-8 shows the overview of other three places.

(©)

Figure 4-8 The overview of other three places

Table 4-5 shows the detection rate and false alarm for different places in the afternoon.

The number of testing image is about 300 for each static waymarks.

Table 4-5 Detection rate and false alarm for three new places

Time Static Blue Fire Cripple Parking
waymarks signboard | hydrant | signboard | signboard
Detection rate 83.6% 99.2% 80.5% 86.7%
Afternoon False alarm 0 13 10 0
(/1000 frames)
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In Table 4-5, we can notice some static waymarks have high detection rate and
some have low detection rate. In our opinion, if there are similar objects in the image
the bottom-up detection has worse performance and we obtain the lower detection rate.
Moreover, if the background is different the static waymarks the bottom-up detection

has better performance and we can obtain high detection rate.
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Chapter 5.

CONCLUSIONS

In this thesis, we propose a system of saliency-based detection and recognition
for static waymarks with well performance. Based on three physical properties, the
saliency detection can quickly identify the candidate regions in any newly captured
video. Over the candidate regions, HSV color space and directional filter banks which
are applied to analyze the color and shape respectively for the recognition of the
pre-selected waymarks. These features are_invariant to the lighting change, scale,
rotation. Our system also considers the problem of different shapes and imbalanced
training data. The result in chapter 4 shows the well detection rate under different
condition such like at noon, in the afternoon, and at evening. We also obtain the lower

detection rate for same static waymarks at different places.
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