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Abstract

This thesis proposes.a LDPC decoder architecture for NAND flash memory
system.BCH code is famous for NAND flash memory system because of its simple
hardware architecture. However, advanced technology scale down and more bits of
data stored per NAND Flash cell will cause the degradation of reliability. More parity
bits are required to improve the correcting capability of BCH code. But this greatly
degrades the storage capacity and is infeasible to commercial products. Soft input is
required to improve the correcting capability of error correcting code. However, BCH
code has only little improvement when soft input is provided. This thesis proposes a
2-bits soft input LDPC decoder, which can outperform BCH code under same code
rate.

The (9153, 8256) LDPC code is constructed by permutation matrix algorithm
with code rate 0.9. The variable-node-centric sequential scheduling (VSS)
architecture is adopted and CNU is modified to reduce hardware complexity.
Compared to the conventional Min-Sum two-stage pipelined architecture, the
proposed architecture can reduce approximately 96% combination circuits of VNU
and 76.8% registers. Using 90nm CMOS technology, the maximum throughput can
achieve 2.78 Gbps under operating frequency of 100 Mhz with 10 iterations.
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Chapter 1

Introduction

1.1 Motivation

Error correcting code is important to NAND flash memory system since error is un-
avoidable [1]. BCH code [2] [3] is famous for NAND flash memory system because of
its simple hardware architecture and hard input requirement. As advanced technology
scaled down and more bits of data stored per NAND flash cell, more errors are introduced.
Under the limitation of number of parity bits, the correcting capability of BCH code is
not enough to meet the requirement of next generatation' NAND flash emory system. Soft
input is required to improve the correcting capability. of error correcting code. However,
BCH code has only little improvement when soft-input is provided [4] [5]. LDPC code [6]
is a good candidate for its powerful correcting capability ‘and simple decoding algorithm.
2-bit soft LDPC code can outperform-BCH codewith same code rate.

Low density parity check (LDPC) code.is.a-famous error correcting code with near
Shannon limit performance [7]. The parity check matrix H can be described by a Tanner
graph [8]. The rows and columns of H are mapped to check nodes and variable nodes
respectively. In standard belief propagation (BP) algorithm, a LDPC decoder exchanges
messages between check nodes and variable nodes iteratively in fully parallel.

High code rate is a necessary condition for error correcting code applied on NAND
flash memory system. A high code rate LDPC code introduces large row degree which
causes implementation difficulty. The proposed LDPC code has a row degree of 81. The
solution to this problem is variable-node-centric sequential scheduling (VSS) [9] [10]. VSS

divides variable nodes into groups, and decodes in a scheduling order (partial parallel).



This greatly reduces the routing complexity and storage memory. A (9153, 8256) LDPC
code is constructed by permutaion matrix algorithm with code rate is 0.9. The proposed
LDPC code decoder has a better performance than BCH code with the same code rate
when 2-bit soft input is provided. The maximum throughput can achieve 2.78 Gbps under

operating frequency of 100Mhz with 10 iterations, using 90nm CMOS technology.

1.2 Thesis organization

The rest of this thesis is organized as follows. Chapter II gives the introduction of
NAND flash memory. In Chapter I1I, we introduce the decoding algorithm, performance-
related code paramemters and code construction. In Chapter IV, decoder architecture is

presented. The simulation result is given in Chapter V and conclusion in Chapter VI.



Chapter 2
NAND Flash Memory

2.1 Introduction of NAND Flash Memory

This section introduces the flash memory system and basic operations : Programming,

Erasing and Reading.

2.1.1 Flash Memory System

Flash memory is widely used for«data storage in portable devices. Since flash memory
is non-volatile, no power is needed to maintain-the information stored. In addition, flash
memory offers fast read access times-comparing to hard disk. In this thesis, we take a
NAND flash memory as thestarget flash memory.

There are three basic operations in'NAND flash . memory: called programming, erasing
and reading. NAND flash memory.can be programmed and erased block by block. Each
block contains number of pages. NAND. flash-memory can be read page by page. More
details of these three operations will be presented in next section.

Fig. 2.1 shows the flash memory system. Data are transmitted in pages where a page
size is equal to 4K or 8K bytes. One single page consists of data area and spare area.
The data area stores the user data, and the spare area stores the system-control signal
and parity bits of error correcting code (ECC). Pages are encoded before programming,

and decoded after reading from flash memory.



Flash [«— - ]

Buffer ECC System
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Figure 2.1: The Block Diagram of Flash Memory System.

2.1.2 NAND Flash Cell Programming

Fig. 2.2 shows a NAND flash Cell Programming. In a NAND flash Cell, there is a
Floating Gate between the Gate and Substrate. When data is written into NAND flash
Cell, OV is applied to the Source and Drain. A high voltage (V) is applied to the Gate.
Electrons in Substrate are attracted to the Floaging Gate. Different (V) can be applied
to control the amount of electrons injected in Floating Gate. The amount of electrons

injected in Floating Gate determines the threshold voltage of a NAND flash Cell.

ov

I . I

CECACHCACNS] Drain
Source / .
Substrate

Figure 2.2:«NAND Flash Cell Programming [1].
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A Single Level Cell (SLC) means that only 1 bit data is stored per cell. Therefore, the
threshold voltage region of a SLC is divided into two levels. Fig. 2.3 shows the threshold
voltage distribution of SLC. For example, the threshold voltage is controlled to 2.5V if
data 1 is stored, or 5.5V if data 0 is stored. There is variation of threshold voltage due

to noise disturb and will be introduced in the next subsection.

2.1.3 NAND Flash Cell Erasing

Electrons in Floating Gate must be erased before reprogramming. When NAND flash

Cell is earsed, OV is applied to the Source, Drain and Gate. And high voltage (Vs) is

4
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Figure 2.3: Threshold voltage distribution of a Signle Level Cell of NAND Flash Memory
[1].

applied to the Substrate. Electrons in Floating Gate are attracted to the Substrate and

no more electrons are left in Floating Gate.
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Figure.2.4: NAND Flash Cell Erasing [1].
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2.1.4 NAND Flash Cell Reading

Fig. 2.5 shows NAND flash Cell Reading. To read a NAND flash cell, the selected
wordlines are grounded and high voltage (Vp) is applied to the unselected wordlines. A

bias is applied to the bitlines. Current will flow through the transistor if there is no charge

stored in the cell.
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Figure 2.5: NAND Flash Cell Reading [1].

2.2 Reliability of NAND Flash Memory

Electron leakage, program and read disturb cause the variation of threshold voltage of
NAND flash cell. Errors may be introducted if the'threshold voltage shifts to other level.

More details about noise disturb will-be introduced in this-subsection.

2.2.1 Electron Leakage

The number of electrons stored in Floating Gate decreases over time because electrons
may leak from the NAND flash Cell.; This.preblem can be solved by erasing and repro-
gramming periodly. But NAND flash Cell may be damaged when number of Program
/ Erase cycles increases. Leakage will be more serious if NAND flash Cell is damaged.

Errors become unavoidable if NAND flash Cell is desired for a long time use.

2.2.2 Program Disturb

Fig. 2.6 shows the program disturb of a NAND flash Cell. Unselected cells on the
same wordline or on adjacent wordlines of programmed cell, may suffer from voltage stress
resulting in unwanted programming. Therefore, the threshold voltage of those unselected

cells increases and may shift to other level.
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Figure 2.6: Program Disturb.

2.2.3 Read Disturb

Unselected cells adjacent to cells being read may suffer from voltage stress resulting
in unwanted programming. As ineprogram disturb case, the threshold voltage of those
unselected cells increases and anay shift-to other level.

Veias  Veias® Vaias

4.5V

Unselected Page 4.5V

N

Read Disturb
Cells

Selected Page 0V

Unselected Page 4.5V

4.5V

Figure 2.7: Read Disturb.



In Fig. 2.3 , threshold voltage below 4V represents data 1 is stored, and threshold
voltage above 4V represents data 0 is stored. There is a tolerance range for the variation

of threshold voltage. Data is still correct if the threshold voltage does not shift to other

level.
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Figure 2.8: Threshold voltage distribution of a 2bits/cell NAND flash cell.

Fig. 2.8 shows a 2bits/cell NANDflash cell. The'storage capacity is doubled comparing
to the 1bit/cell NAND flashegell. Threshold voltage region is divided into 4 levels and
region for each level is narrewer.  Therefore, the probability-of threshold voltage shifting
to other level is increased and led to degradation of reliability.

Nowadays, NAND flash memory system .only providesshard input to error correcting
code. For example, in Fig. 2.8] only.three voltages (3.2V, 4V and 5.1V) are applied
to check in which level the threshold voltageis. NAND flash memory system does not
provide any information that how likely this bit to be '0” or ’1’. Information received by
error correcting code is exactly ‘0’ or '1’. We call this hard input.

BCH code is feasible for its simple hardware architecture and only hard input require-
ment. However, advanced technology scale down and more bits of data stored per NAND
flash cell will cause the degradation of reliability. More parity bits are required to im-
prove the correcting capability of BCH code. The increase of spare area (area for parity
bits storage) greatly degrades the data storage capacity and is infeasible to commerical
product. To overcome this problem, NAND flash memory system will provide more infor-

mation (soft input) in the next generation standard and much powerful error correcting

8



code can be adopted.
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Figure 2.9: Threshold voltage distribution of a 2bits/cell NAND flash cell.

In Fig. 2.9, if data 01 is stored and threshold voltage shifts to 5.5V, hard input only
provides that the second bit is a ’0’. More information can be provided if one more voltage
(5.8V) is applied to Gate. We can know that-the threshold voltage is less than 5.8V, and
the second bit has a high probability of being.’l’. This provides more information for
each data bit to error correcting code-and we call this soft.input.

BCH code has only little improvement when soft input is provided [4] [5]. LDPC
code is probability-based and soft information can be well-used. Therefore, LDPC code
is a good candidate for the next generation NAND flash memory system. Providing soft
input will inrease reading latency in flash-memory system. This is a trade-off between

correcting capability and system latency. This thesis shows that only 2-bits soft input

LDPC code can outperform BCH code under same code rate. Therefore, degradation to

system latency is minimized.



Chapter 3

Low Density Parity Check Code

LDPC code was first discovered by Gallager [6] in the early 1960s. But it does not at-
tract great attention until 1900s. The main reason is the high routing complexity making
implementaion very difficult. Decoding algorithm of LDPC code is iterative message-
passing decoding. Messages are passed between Check Node Unit (CNU) and Variable
Node Unit (VNU) during decoding process. This iterative message-passing algorithm pro-
vides superior correcting ability and makes LDPC code widely adopted in communication
application.

In this section, decoding algerithm will be introdueed and performance-related code

paramemters will be discussed: Finally,-a code construction algorithm will be introduced.

3.1 Decoding Algorithm

3.1.1 Standard Belief Propagation’(BP) Algorithm

The log-likelihood ratio (LLR) of intrinsic information of n'* variable node is denoted

" variable node to m*" check node is denoted by z,,. The

by P,. The message from n'
message from m'* check node to n!* variable node is denoted by €,,,. The a posteriori
LLR of n'" bit is denoted by z,. The current number of iteration and maximum number
of iteration is represented by ¢ and I, respectively. The standard BP is carried out as
followed.

1.Initialzation:

Set i = 1. For each m,n, set 20 = P,

10



2.Iterative Decoding:

(a)check node to variable node update step, for 1 < m < M and each n € N(m),

process
d i—1
. 2o
i —=2tanh! h(Zmn 1
= 2tanh™ (T tann(722)) (3.1)
n’e€N(m)\n

(b)variable node to check node update step, for 1 < n < N and each m € M (n),

process
G =Put ) € (3.2)
m/eM (n)\m
a=Pi+ D e (3.3)
m/€M(n)

3.Hard Decision:

Let X, be the n'" bit of decoded codeword. If sz) >0,X, =0, else if 240 < 0,X, =
1. If H(z®) = 0 or Ip ax*is reached, the decoder stops and outputs the codeword.
Otherwise, it sets i =7 + 1 and goes on iterative decoding.

The iterative decoding processes. for onediteration of standard BP is illustrated below.
The messages are updated inparallel way between check nodes and variable nodes. The

process is shown in Fig. 3.1.

3.1.2 Variable-node-centric Sequential Scheduling (VSS)

Algorithm

High code rate LDPC code introduces high row degree. This makes implementation
difficult due to the large number of inputs to sorter. The hardware cost and critical path
of Check Node Unit (CNU) is greatly incresed. Shuffle decoding algorithm [9] [11] with
variable-node-centric sequential scheduling architecture(VSS) [10] processes check node
update procedure in G cycles, reducing the number of inputs to sorter.

In VSS approach, the initialization, and hard decision remain the same as the standard

11



(a) Check node to variable node update of BP algorithm

! V2 V3 Vi V2

(b) Varibale node to check node update of BP algorithm

Figure 3.1: Hlustratin of standard BP.

BP algorithm. The only difference between two algorithms is the updating procedure.
Assume the N bits of a codeword are dividedmto G groups, so each group contains
N/G = Ng bits. The messages are-only exchanged between variable nodes from one
group and check nodes which are-connected to that group:’ In addition, each group of
messages is updated in order: Furthermore; one iteration takes N cycles. For G = 1, the
VSS scheduling becomes standard BP.

The normalized min-sum (NMS)algorithm which éompensates the approximation er-
ror in check node update step can also be applied to VSS approach with normalized factor
£ = 0.5. The updating procedure of NMS algorithm with VSS approach is carried out as
follows.

1.Initialzation:

For each m,n, set 20, = P,
2.Iterative Decoding:

(a)check node to variable node update step, for 1 < g < G —1,1 <m < M and each

12



n € N(m), process

e = H sign(zl,,.) % H sign(zi1)x

n’€N(m)\n,n'<g-Ng—1 n’eN(m)\n,n'>g-Ng (34)

min {WEN(m)min {lzt|}, min {|Zf7;b1/|}} x 3

\n,n'<g-Ng—1 n’€N(m)\n,n'>g-Ng

(b)variable node to check node update step, for g- Ng <n < (¢+1)- Ng — 1 and each

m € M(n), process

Z =P, + Z e (3.5)
m/eM(n)\m
a=Pit Y € (3.6)
m/€M(n)

3.Hard Decision:

Let X,, be the n'* bit of decoded codeword. If 20 >0,X, =0, else if 29 < 0,X,=11If
H(z®)t =0 or Ip;4x is reached, thetdecoder-stops and outputs the codeword. Otherwise,
it sets ¢ =7+ 1 and goes on itérative decoding:

The decoding process for“one iteration of VSS is illustrated in Fig. 3.2 with G = 3 as
example. The arrows with blue color represent check node to variable node messages to
be updated. The arrows with red ¢olor represent.variable mode to check node messages
to be updated. On the other hand, black lines represent that messages are not updated

in that cycle.

13



C1

C3

XS

C1

C2

C3

OIO

@C

OIC

IO

= ®

) 1st group’s message updated

\ M&

) 2nd group’s message updated

C1

C2

C3

C1

C2

C3

OIC

® @

), ()

® @

N
® ®

(c) 3rd-group’s message updated

Figure 3.2: Illusion of VSS.

3.2 Performance=Related Parameters

3.2.1 Cycles in Tanner Graph

A LDPC code with cycle-4 introduces smaller trapping set [12].

It will cause per-

formance degradation in water fall region. For LDPC code, we call this performance

degradation in water fall region, the error floor [13]. Therefore, constructing LDPC code

with cycle-4 should be avoided and cycle should be as large as possible. Fig. 3.3 illustrates

a Tanner Graph with cycle-6 cycles and its corresponding parity check matrix.

14
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Figure 3.3: An example of a tanner graph with cycle-6.

3.2.2 Column Degree

A LDPC code with higher‘eolumin-degree has better performance in water fall region.
It means that it can suppressitheserror floor in-lower bit.error rate region. Fig. 3.4 shows
the performance of LDPC codes with different column degree. S represents scaling factor
in this thesis.

In Fig. 3.4, (672, 588) is a LDPC'code from IEEE 15.3c Standard, with column degree
3. It has poor performance at waterfall region due to its low column degree. LDPC code

with column degree 8 and 12 has better performance at waterfall region.

15
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Figure 3.4: Performance of LDPC code with different column degree.

Fig 3.5 shows that LDPC cede with higher:column/degree has better performance
at waterfall region. Both (2071,1746) and (2033,1714), LDPC codes are constructed by
permutation matrix algorithm [14] and will be introduced in next subsection. LDPC codes
constructed by permutation matrix algorithm has no cycle-4. They are QC code [15] and
their columne degree is 4. For (2048,1723) (IEEE 802.3an Standard [16]) LDPC, error
floor will not appear until BER down to 107!, Thus, high column degree LDPC code is

desired for NAND flash memory system.
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N=107, Iteration = 50, Normalized Min-Sum

(2071, 1746), Column Deg=3, $=0.75]
(2033, 1714), Column Deg=3, S=0.75 |-
== (2048, 1723), Column Deg=6, S=0.75| |

BER

-6
1 | |
02.5 3 3.5 4 4.5 5

Eb/No(db)

Figure 3.5: Performance of LDPC code with different column degree.

In Fig 3.6, improvement of performance in waterfall region from higher column degree
is not clear. Since codeword length iswery long, thedmprovement is expected to appear in
deeper Bit Error Rate region. Software computation is not fast enough to investigate the
error floor. FPGA simulation will be done in the future. Error correcting code applied
on NAND flash memory system requires high code rate and no performance degradation
down to bit error rate near 10712, Therefore, a higher column degree LDPC code with no
cycle-4 is preferred. The proposed LDPC code in this thesis is (9153, 8256), with column

degree 8 and no cycle-4.
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Figure 3.6: Performance of LDPC €ode with different column degree.

3.3 Code Construction
3.3.1 Permutation Matrix Algorithm

Permutation matrix [14] algorithm is a code construction of QC LDPC code. The
parity check matrix H of QC code is composed of many sub-matrixes. Each sub-matrix

shift.

will be an Identity matrix or cyclic shift of an Identity matrix. An example of QC code is
demonstrated in Fig 3.7. The number inside a sub-matrix represents the amount of cyclic

Cycle-4 causes performance degradation and this code construction can avoid any

cycle-4. Algorithm of code construction is described in [14]. In this thesis, we provide

another view of this algorithm. There are 3 parameters to be decided: row degree (d.),
18



100 03000130010
0 1003100030001
00105010051000

H= [0.0.0.130 0 1 050100 H{o 1 2}
100030 10030001 0 3 1
01 004001 01000
00105000150100
000 131 00 0:0 010

Figure 3.7: An example of QC LDPC code, d. = 3, d, =2 and p = 4.

variable node degree (d,) and size of sub-matrix (p). Row degree determines the number
of sub-matrix in one sub-matrix row. And variable node degree determines the number

of sub-matrix in one sub-matrix column.

Another view of permutation:matrix algerithm:

Let’s S; ; represents the amount of eycli¢ shift in sub-matrix of i’ sub-matrix row and
4t sub-matrix column. d, répresents row degree. d, represents variable node degree. And
p represents size of sub-matrix and must be a prime number.

1.Initialization :

So,; =7,0<)<d.—1

2.Completion of the remaining S, ;:
Sii=0G+G+1)4) mod p,0<j<d.—1,0<i<d,—1

Fig. 3.8 demonstrates the condition that cycle-4 occurs. For any 4 numbers in a square
(the red dash box), if the difference between the cyclic shift amount in one sub-matrix
column, is equal to the difference between the cyclic shift amount in other sub-matrix
column, cycle-4 is formed. For example in Fig. 3.8, the difference between 1 and 2 is
equal to the difference between 2 and 3.

The following proof proves that the code construction will not produce any cycle-4.

The matrix in Fig. 3.9 is a parity check matrix H. A small square represents a sub-matrix.
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100050001%0010
010 0(1)o 00000
00105010051000

e 2.0.0.080.0.0.000.1.0.0 H{Oif f}
10003001 030100 0 L2..3
01003000 110010
001 0¢1)0 0 0:i0 00
000 130 10041000

Figure 3.8: Demonstration of cycle-4.

The number in small square represents the cyclic shift amount of that sub-matrix. There
are n sub-matrix in one sub-matrix row and m sub-matrix in one sub-matrix column. p
is the size of a sub-matrix.

) X1 ) X2 oo n—1
X1 Xo n-10

o0 A 0 B CN ) m1

m-1

Figure 3.9: Pariyt check matrix H.

C=[A+ (z1+1)m'] mod p

D = [B + (2 + 1)m'] mod p

C —A=|(z1+1)m'] mod p
(3.8)

D — B = [(xa+ 1)m'] mod p
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where m' =mo—my; 0< 21 <z9<n—1; 0<my <my<m-—1; nm<p
Since p is a prime number and, z; < o < n — 1 and n < p, (C — A) will never be

equal to (D — B). Therefore, no cycle-4 is formed.

3.3.2 Code Performance

The proposed LDPC code in this thesis is (9153, 8256) with code rate 0.9. Column
degree is 8. The size of a sub-matrix is 113 and decoding algorihtm is Normalized Min-

Sum. S represents scaling factor and number of iteration is 40 .Fig. 3.10 shows its

performance.
1 N=10’, R=0.9, S=0.5, Iteration=40
10 ¢ : : : 5
: } (9153,8256), AWGN Channel, Floating |
10'2\
~—
N
N
10° \\‘
i AN
) N\
10" AN

10° N\

10, 4.2 4.4 4.6 4.8
Eb/No(db)

Figure 3.10: Performance of (9153, 8256) LDPC code.
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Chapter 4

LDPC Decoder Architecture

4.1 Single Pipelined Architecture for VSS

Algorithm

Details of variable-node-centric sequential scheduling algorithm(VSS) [10] is intro-
duced in previous section. Hardware architecture will be fully explained in this section.

The entire decoder depicted in Fig. 4.1(a) is composed of fully-parallel CNUs and
partial-parallel VNUs. Variable nodes-are divided<into 27 groups (G = 27). There are
904 Check Node Units (CNU Juand 339-Variable Node Units (VNU). Let o, denotes the
sorted messages (1°¢ min, 27¢ min and indices) from variable nodes in the ¢* group to

m™ check node at i*" iteration, which is:

} (4.1)

o = min {‘z’ /
P N () \msg: N <n’ < (g+#DNg =1 - """

Then the magnitude part of check node to variable node message in equation 3.4 could

be computed by the following equation:

el = min { {50}, @b {0}, | (42)

Fig. 4.1(b) demonstrates the timing diagram of proposed decoder. G initialization
cycles are required to calculate agym for 0 < g < G — 1. Since only one subgroup of the
message z' is updated in each cycle of one iteration, the main operation of CNU could
be simplified to calculate oz;?m (local sorting) in each cycle and then perform global sorting

like equation 4.2. In single pipelined architecture, only messages a?m and €' = are stored,
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while the variable node to check node message 2! = is on-the-fly calculated. The CNU

n

could be updated immediately after VNU’s operations in VSS approach and no variable

to check node message need to be stored.

Output Buffer |«
Input Buffer

) "| CNU 1
H N » —>1
] 1% min > 1 VNU1 :
- > 2" min > ;R\ o " I I )
)] < x~ —>

5 N 5 VNU 2 :
— 2 [ ] CNU2 3 | —
— 2 | tmin — gL ol O VNU3 | ]

o 2™ min A >

£ 2

3 5

@ g
] CNU 904 A
] > 15\'t min - R _ H VNU 339

> 2" min N
(a) Single pipelined architecture for' VSS algorithm
CLK |
|-> Initialization > Iteration 1 <>

G | G | | Ge |G |G | aie | GG' | Gy"

. v | |
Ready to update bit nodes min, 2" min{alnal,,--,a’.}
in Group 1 min, 2™ min{a’ ,a’,,a’,.a’,}

1
( a,, represents

min,2" min{a’ ,a’,,a’,,a’,}
sorted messages from group m)

ml>~m2> ™~ m3>~ m

C C C"C C C C C C

A% \Y% A\ A\ v A\ A% v \%

(b) Timing Schedule

Figure 4.1: Architecture and scheduling for VSS algorithm.
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4.2 Check Node Unit (CNU)

This section presents detail CNU architecture based on VSS scheduling. The CNU
architecture is further optimized to reduce storage requirement and the number of sorters.
Different CNU architectures will affect the convergence speed and performance which will
be discussed in the next chapter. The messages sent from VNU are converted from two’s
complement format to sign-magnitude format for efficient computation of CNU. Therefore,
the operation of check node to variable node update could be divided into magnitude part
and sign part. For our proposed LDPC codes with row degree 81, the VSS approach with

G = 27, the number of messages need to be computed in each CNU group is 3.

4.2.1 Accumulative Sorter

Fig. 4.2 illustrates the magnitude part of CNU, which is an accumulative sorter
composed of a local sorter and atglebal sorter. Theloeal sorter is used to find the local
1" min and 2"? min values id ‘each subgroups, and global 1°* min and 2"¢ min values of
a row will be found by a global serter. G'— 1 registers-are required to store local 15 min
from different group. And local 2"¢ min is the same. The global sorter has 27 x 2 = 54
inputs in total. Number of registers will be increased if (G becomes larger. This increases

the number of inputs to global sorter.and the critieal path.

Local 1" min in different group
/ _ G-1 registers

- ~
T £ Global
1% min I+ R R Rb E ;

m ‘da A Al _g) L 1 min

3to1 === 3

—>
sorter ol
S
c

’ 2" min R R R o E Global
A A A N 2" min

Figure 4.2: Conventional accumulative sorter.

A demonstration is provided in Fig 4.3. We assume row degree = 9 and number of
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2" min of each group

group (G) = 3. Ristmin and Rongmin represent the local 15 min and
respectively. The value in registers is reset to infinity before initialization. Since G = 3,
there are three variable nodes in each group and they provide new values to the sorter
every cycle. Local 1* min and 2"? min will be obtained and stored in the registers. The
values in each register is shifted to the right. The global sorter chooses the global 15! min

and 2" min from these 7 values (3 new inputs, local 1** min and 2"¢ min from 2 local

groups). The red number represents the global 15 min in that cycle.

- Initialization —« 1% Iteration
Group 1 Group 2 Group 3 Group 1
Ristmin | 00 | 00 01| o 0.4 | 0.1 0.7 | 0.4
Rondmin | 00 | 0O 0.2 | o 0.5 | 0.2 0.8 | 0.5
Inputs (0.1 /0.2 /03|04 0506|0708 09| 05| 0.6 0.7

Figure 4.3: Demonstration. of conventional accumulative sorter.

4.2.2 Accumulative Sorter without 2"* minimum value

To reduce storage memory, local 2% min values and ‘global 2"¢ min values are not
stored. The local 1% min valueds the inimum value ftom G — 1 groups. And global 2
min value is taken from local 1% min value-diréctly. This may cause some performance
loss.

When local 1% min value is smaller than global 1°¢ min value, global 1% min value is
replaced by local 1% min value. Then value stored in local 1% min register should be set
to a maximum value. Local sorter starts to find the new local 15 min value.

Conventionally, when the current updating group is the same as the group that global
1" min value comes, global 2”@ min value should be sent to the variable nodes. Since
global 2" min value is not stored, global 1% min value is updated by local 1% min value
and sent to bit nodes as global 2" min value. Thus, both global 1* min and 2"¢ min

value are equal to local 1% min value at this cycle.
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There are some methods for compensation on global 2"¢ min such as multipling or
adding a scalar to original global 1" min. But these methods only provide limited im-
provement. Since local 15 min value from G — 1 groups contains updated information,

taking local 1% min value as global 2"¢ min value can provide better improvement.

Local Loop Global Loop
Feedback Control Feedback Control
15 min ;R\ _E) /R;
—1 4to1 3
—> sorter > g L
N 5 Global 1% min

Figure 4.4: Accumulative sorter w/o 2nd min.

A demonstration is provided dn Fig'4.4. We assume row degree = 9 and number of
group (G) = 3. Rypea represénts the-local 15 min and Ry b represents the global 1
min. Number of registers is“indepentent of G. Number. of inputs to local sorter is equal
to N/G + 1 and number ofrinputs to local sorter is equal to 2. The new global 1% min
comes from the three new inputs, local 1% min and preévious gloabl 1% min. The red
number represents the global 15 min.in that cycle..Affer the initialization, the global 1%
min stored in register comes from gorup 1. At 4™ cycle (group 1 update of 1% iteration),
there are new valus from group 1 and the global 1% min in register should be cleared.

Threrfore, global 1% min is replaced by local 15 min.

- Initialization —« 1% Iteration
Group 1 Group 2 Group 3 Group 1
R jocal 00 00 0.4 00
Rgiobal | ©0 0.1 0.1 0.4
Inputs | 0.1 (0.2 /0.3 04|/05|060.7|0809|05)|0.6 0.7

Figure 4.5: Demonstration of accumulative sorter w/o 2nd min.
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_2=1000627200, SNR = 5.1dB, (9153,8256), S=0.5, Q=(4,2),

10 E :
i MS
I MS-VSS with 2nd min
" + MS-VSS, Global 2nd min = local 1st min + 0.25
10'3' =¥ MS-VSS, Global 2nd min = local 1st min + 0.5
=E—= MS-VSS, Global 2nd min = local 1st min
-4
10
14
LU
[11]
-5
10
-6
10
7
10 | | |
0 5 10 15 20

Iteration

Figure 4.6: Performance of (9153,.8256) LDPC-code with different global 2"¢ min compen-
sation, MS - MinSum, MS-VSS - MinSum with variable-node-centric sequential schedul-
ing.

Figure 4.6 shows the performance of (9153, 8256) LDPC code with different global
274 min compensation. MinSum with VSS algorithm has a faster convergence speed than
MinSum algorithm. If global 2"¢ min is not stored, there is some performance degradation
and the convergence speed decreases. But reduced storage memory version is preferred for
the FPGA simulation. Compensation on global 2% min (local 1% min) does not provide
any improvement. Thus, no compensation on global 2"¢ min is preferred. BER decreases
slowly after 10th iteration due to the absence of original global 2"? min value. Therefore.
number of iteration is decided to be 10. Throughput can be further increased if early

termination is applied. In addition, 2"¢ min can be preserved if better performance is

desired.
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4.3 Varible Node Unit (VNU)

Fig. 4.7 shows the architecture of a VNU. SM to TC represents sign-magnitude
to two’s-complement conversion, and TC to SM represent two’s-complement to sign-
magnitude conversion. Registers are corresponding to different channel values in the
different groups. Since G' = 27, there are 27 2-bits registers to store channel values in
one VNU. The bit width of messages passing between CNU and VNU is 4. The variable
node degree is 8. Thus, number of inputs of adder is 9. 2 bits channel value is mapped
to 4 bits value by non-linear quantization. More details of non-linear quantization will be

discussed in next chapter.

Channel 4
Value :l |'> R I R R I 1
A A A —>—> Decoded bit
MSB
NN N 7 4
SMtoTC | _»@*, Clipping |»| TCtosm Ko
4 4 7 4
- SMtoTC \l f s »@» Clipping |» TCtoSM po
5l smoTe R ! ¢
N — Clipping p»] TCtoSM Po

Figure™4.7: Variable node unit architecture.
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4.4 Shifting Network

High compexity of routing network between Check Node Units (CNU) and Varible
Node Units (VNU), is the main difficulty for hardware implementation of LDPC code.
Shifting Network [17] [18] [19] [20] has been proposed to reduce the routing complexity.
There are two routing networks between CNU and VNU. One is the direction from CNUs
to VNUs, while another one is the direction form VNUs to CNUs.

The shifting network of LDPC code, which is constructed by permutation matrix
algorithm, can be simplified. The wire connection from CNUs to VNUs is fixed and no
shifting network is needed. But messages of each CNU are shifted between CNUs. The

idea is explained in Fig 4.8.

1 00 0/0 1[0 0[O0 1|1 0]
1 0/1 0[0_0[0 1[0 0|0 1
H:011010000100
04010 1[1 01 0{0~0[0 1
0 1|0=0:40 1|1 0[1 000 0O
[0/ 0| 01 [0°0]0 1{1 01 0]

(a) Parity Check Matrix of @ LDPC code;with
variables divided into 6-groups

v (%) )

(b) Messages shifted between CNUs

Figure 4.8: Illusion of messages shifted between CNUs.
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Figure 4.9: Parity Check Matrix of (9153,8256) LDPC code.

Fig. 4.9 shows the cyclic shift amount of some sub-matrices in parity check matrix of
(9153,8256) LDPC code. Since G = 27, 3 sub-martrices are processed in each decoding
cycle. The difference between cyclic shift amount of each group is a constant. Thus,
messages are shifted between CNUs after eachdecoding cycle and routing network can

be eliminated.
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4.5 Comparison with Conventional Architectures

For accumulative sorter in Fig. 4.2, larger subgroup number G will result in fewer
inputs of local sorter but more inputs of global sorter. And the number of storage memory
for 1% min, 2" min, and index values will increase. In addition, the critical path will
be shorter when G is larger becasue sorter is smaller. In traditional two-stage pipelined
architecture, both check node to variable node message and variable node to check node
message are kept in registers or memory. Assume the bit-width w of messages is 4 and
variable node degree is d,, then the required memory size (or registers) is as follows:

Conventional Min-Sum two-stage pipelined architecture:

Regynu + Regonu

=N-d,-w+m- (1¥min + 2"min + Index + Sign) 3
4.3

— 9153 -84 bits 4904 (38471 81)

= 377872 bits

VSS architecture with conventional accumulative sorter(Fig. 4.2):

Regy nyu + Reganv

= 0+ m - (loéal-1'min + local 2" min+

global 1°'min + global "2"*min + Index + Sign) (4.4)
=904-(3-26+3-26+3+3+7+381)

= 226000 bits
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Proposed VSS architecture with No 2" min accumulative sorter(Fig. 4.4):

Regynu + Regony

=0+ m- (local 1*min + global 1¥*min + Index + Sign) 45
4.5
— 904 (3+3+5-2+81)

= 87688 bits

Compared to the conventional Min-Sum two-stage pipelined architecture, proposed
architecture reduces 76.8% registers. Compared to the VSS architecture with conventional
accumulative sorter, proposed architecture reduces 61.2% registers with some performance

loss. Since G' = 27, the reduction of combinational circuit of VNU is approximately 96%.

32



Chapter 5

Simulation and Implementation
Result

5.1 Quantization

Belief Propagation (BP) is a probability-based message passing algorithm. When soft
input is available, LDPC code can provide powerful correcting ability. LDPC code with 2-
bit soft input can outperform BCH code under same code rate. Additive White Gaussian
Noise (AWGN) channel with Binary Phase Shift Keying Modulation (BPSK) are used for
demonstration and simulation. We assume that data '0’ is mapped to '1” and data "1’ is
mapped to -1’. 2-bit quantization represents 4 levels. Acbit with channel value near 0 has
a high probability to be an error bit.—Therefore, a non-linear quantization is preferred.

We make a threshold f to divide channel value into 4 levels:

]
N
g
-NY-
3
=
3
X
=
g

Figure 5.1: 2 bits (4 levels) non-linear quantization.
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Fig. 5.2 shows the performance of LDPC code with different parameters f, V., and V.
The bit width of Input LLR after non-linear quantization and messages passing between
CNUs and VNUs in decoder are 4 bits. Decoding algorithm is Normalized Min-Sum

algorithm with scaling factor = 0.5.

2 N=10’, Iteration = 40
1 T
0 A\ £=0.35 Vmin=0.50 Vmax= 1.75
‘\ £=0.50 Vmin=0.50 Vmax= 1.75

! £=0.35 Vmin=0.75 Vmax= 1.75
‘ 0\ £=0.50 Vmin=0.75 Vmax= 1.75
107 . N\ £=0.35 Vmin=1.00 Vmax= 1.75

f=0.50 Vmin=1.00 Vmax= 1.75

\\
\ \ N\
‘o \ R\ N\
10 \ A — N
o \ N
A N \ b \ \
\ \ \ \
\ NN\
\ O\ S\
O\ \
\ \
\ \
\ A
-6
10 | | } |
4.6 4.8 5 2 5.4 5.6
Eb/No(db)

Figure 5.2: Performance of (9153, 8256) (Column deg/'="8) LDPC code with different
parameters.

Parameter f = 0.35, V,,,;, = 0.5 and V},,,, = 1.75 provides the best performance.

In Fig. 5.3, the performance loss between floating input and 2 bits non-linear input
quantization is 0.3dB. 2 bits non-linear input quantization can provides better perfor-
mance than 4-bit linear input quantization. As more-bits input information requires
more READ on NAND flash cell, latency of reading data will increase. Therefore, 2 bits

non-linear input quantization is chosen.
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N=107, R=0.9, Iteration=40, (9153,8256)
: : ==3¢= Soft Input, Floating
—E— 2 bits non-linear Input, Q(4,2)
4 bits linear Input, Q(4,2)
4 bits linear Input, Q(4,1)
=X7== 5 bits linear Input, Q(5,1)
Hard Input, Q(4,2)

10

BER

10 4 4.5 5 5.5 6

Eb/No(db)

Figure 5.3: Performanceiof EDPC code with.different input quantization.

5.2 Performance

In Fig. 5.4, there is 0.7dB coding gain of 2-bit non-linear soft input LDPC code over
BCH code at BER=10"%. 2-bit non-linear soft input. LDPC code has a great potential to
replace BCH code for NAND flash memory-system. The simulation parameters of LDPC
code are 4-bit quantization (2-bit integer and 2-bit decimal fraction), with scaling factor
0.5. The bit width of messages passing between CNU and VNU is 4.

Without storing global 2"¢ min value introdueces 0.1dB performance loss. But Variable-
node-centric Sequential Scheduling (VSS) architecture with no 2" min value reduces

76.6% registers and approximately 96% combinational circuit of VNU.
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N=10’, S=0.5, Iteration=40, R=0.9
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5.3 Throughput

frequency of 125MHz.

Gate count

225
Critical path (ns)

Figure 5.4 Performance comparison, Iteration = 40.

Gate count and critical path of CNU and-VNU after synthesize is listed in Table. 5.1
The critical path of CNU + VNU is 5ns. We assume that the critical path of control

circuit is 2ns. Therefore the clock cycle is Tns. The LDPC decoder can operate at a

Table 5.1: Synthesis result of CNU and VNU with technology UMC90.

2

CNU(sign bit register is not included)

VNU

620

3
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Number of iteration is 10 and clock frequency in Place and Route is 100Mhz.

Information length

Th hput =
rougnpu Cycles per iteration - (Number of iteration + 1) - Cycle length
B 8256
~ 27-(10+1) - 10ns
~ 2.78Gbps

5.4 Implementation Results

Table 5.2: Summary of implementation result (Place and Route).

Proposed LDPC Decoder
Technology UMC 90nm 1P9M
Code Spec (9153,8256)
Code Rate 0.9
Row Degree 81
Column Degree 8
Algorithm Variablée-node-centric
Sequential Scheduling
Area 4,82 mun?
(-No.1O Pad )
Gate Count 1100k
Iteration 10
Input Quantization 2 bits
Clock Frequency 100MHz
Maximum Throughput 278 'Gbits/s
Power 437 mW

Table 5.2 shows the postlayout result. Gate Count after synthesis is 1100k and Core
area is 4.82mm? without IO pad. Using 90nm CMOS technology, the maximum through-
put can achieve 2.78 Gbps under operating frequency of 100Mhz with 10 iterations. Power

consumption is 437mW.
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Figure 5.5: Layout of Place and Route.

38



Chapter 6

Conclusion and Future Work

6.1 Conclusion

This thesis proposes a (9153, 8256) LDPC code with code rate 0.9 for NAND flash
memory system. (9153,8256) LDPC code is constructed by permutation matrix algorithm,
with column degree 8. Simulations show that LDPC code with 2-bit soft input can
outperform BCH code under same code rate. Therefore, LDPC code is a good candidate
to replace BCH code in the next generation standard.

High code rate LDPC code introduces high row degree. This makes implementation
difficult due to the large number of-inputs to sorter, and the routing complexity also
increases. Variable-node-centric sequential scheduling (VSS) is a good solution to this
problem. Variable nodes are"divided ‘into-G groups. Check'node update procedures are
processed in G cycles, reducing the number of-inputs to'sorter. CNU is further modified
to reduce the hardware cost. Compared-to.the conventional Min-Sum two-stage pipelined
architecture, it saves approximately 96% combination circuits of VNU and reduces 76.8%
registers. The maximum throughput can achieve 2.78 Gbps under operating frequency of

100Mhz with 10 iterations, using 90nm CMOS technology.
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6.2 Future Work

Flash memory system requires Bit Error Rate (BER) down to 1072, And this thesis
proposes a high column degree LDPC code in order to suppress error floor. Simulation
of BER down to 107!2 consumes years on computer. Therefore, we will do simulation on
FPGA to investigate the performance of LDPC code down to 107! in the future.

There is no standard flash memory channel for any simulation. Therefore, a standard
flash memory channel is desired if we want to compare performances of different error
correcting code on flash memory. It is a new challenge and more details about flash

memory will be studied.
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