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 I 

應用於無線影像娛樂系統的隨選記憶體系統 

學生：張 雍         指導教授：黃  威 教授 

國立交通大學電子工程學系電子研究所 

摘    要 

隨著人們對於無所不在的無線高速資料傳輸多媒體影音需求逐年增加，邁

向多核心、多執行及多系統融合平台才有辦法達到未來的需求。然而，多核心平

台需要一個的記憶體系統來提供足夠的資料頻寬以及良好的記憶體管理機制。在

本論文中，我們提出了適合於多核心平台的高效能、低功率隨選記憶體系統。並

將其應用在無線影像娛樂系統上。 

在所提出的隨選記憶體系統中，主要包含了分散式記憶體管理器以及集中

式記憶體管理器。在分散式記憶體管理器中，我們提出了一個借取 (borrowing)

機制，此機制可以動態地分配記憶體資源給晶內網路封包的暫存使用，以減少處

理單元暫停的情況。而在集中式記憶體管理器中，所提出的適應性快取控制機制

可以根據不同處理單元的記憶體存取特性來分配不一樣記憶體資源。此外，在集

中式記憶體管理器中也建構了一個外部記憶體存取介面來有效地存取晶外記憶

體。另外，針對應用於無線影像娛樂系統上的可階式視訊編碼(Scalable Video 

Coding)，我們提出了預取(pre-fetch)資料的機制和有效率的動態記憶體(DRAM)

資料安排的機制來減少快取記憶體的失誤率以及動態記憶體的能源消耗。並利用

在集中式記憶體中的適應性快取控制，可讓系統達到最佳的記憶體使用率。 
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On-Demand Memory System for Wireless Video 

Entertainment Systems 

Student : Yung Chang      Advisors : Prof. Wei Hwang 

Department of Electronics Engineering & Institute of Electronics 

National Chiao-Tung University 

ABSTRACT 

With increasing demands on ubiquitous wireless high-data-rate multimedia 

services, it is critical to have efficient processing capability and a merging multi-task 

system to sustain the growth. Therefore, a well-organized memory system can provide 

enough bandwidth and optimize memory managements. In this thesis, an on-demand 

memory system is presented to overcome the challenges in the multi-task and 

heterogeneous multi-core system design. The proposed on-demand memory system, 

consisting of distributed and centralized memory management units (MMUs), 

provides energy-efficient memory-centric on-chip data communication for wireless 

video entertainment systems. 

 

Distributed MMUs (d-MMUs) can dynamically allocate the memory resource for 

network data buffering to reduce the stall of processor elements based on the 

proposed borrowing mechanism. Furthermore, the c-MMU manages centralized 

on-chip memories (L2 cache) and off-chip memories. For different memory 

requirement of the processor elements in the system, adaptive memory resource 

allocation is applied via the proposed adaptive cache control. Additionally, in order to 

access off-chip DRAM efficiently, an external memory interface is designed in 

c-MMU. By considering the characteristics of the wireless video data, an inter-layer 

pre-fetch mechanism and an efficient data allocation scheme are proposed to reduce 

the cache miss rate and memory energy consumptions for Scalable Video Coding 

(SVC). 



 

 III 

Acknowledgements 

我要感謝我的指導教授黃威教授這兩年對我的指導和鼓勵，在研究過程中提

供了很多方向和指引，才讓我的研究可以順利完成，特別感謝老師能讓我同時學

習到記憶體系統，多媒體，與系統整合的領域，讓我這兩年的研究雖然辛苦但是

充滿了挑戰及樂趣。 

另外要特別的感謝就是跟我同一個團隊的老師，學長和同學。特別感謝實驗

室的黃柏蒼學長、王湘斐學長在這段研究期間的合作與指導。也要感謝 eHomeII

計畫團隊的黃威教授，黃經堯教授、許騰尹教授、張錫嘉教授、張添烜教授、闕

河鳴教授、劉志尉教授、桑梓賢教授的指教，使我有系統整合的機會與經驗。在

團隊工作期間，與各個子計畫的同學也互有往來，感謝各位同學的配合與指教，

更提供了很多不同的方向的建議。在這也要特別感謝同一個計畫團隊的李國龍博

班學長以及陳宥宸同學，在研究合作中給了許多支援與協助。 

接下來要感謝實驗室的張銘宏學長、謝維致學長、楊皓義學長以及邱議德、

謝忠穎、陳璽文、林天鴻同學。在我的研究過程幫助了我很多也教導了我很多，

從他們身上得到很多寶貴的建議。 

最後要感謝我的家人和朋友在研究過程給我的打氣與鼓勵以及關心，讓我的

研究過程能順利完成。 



 

 IV 

Contents 

Chapter 1  Introduction ....................................................................... 1 

1.1 Motivation .............................................................................................. 1 

1.2 Contributions.......................................................................................... 2 

1.3 Organization ........................................................................................... 3 

Chapter 2 Related Researches of Memory Systems ............................. 5 

2.1 Memory hierarchy ............................................................................................ 5 

2.2 Cache................................................................................................................ 6 

2.2.1 An overview of Cache Memory ............................................................ 6 

2.2.2 Reconfigurable Cache Techniques and Improvements ......................... 8 

2.3 DRAM............................................................................................................ 16 

2.3.1 DRAM characteristic .......................................................................... 16 

2.3.2 DRAM controller techniques and Improvements ............................... 18 

2.3.3 Modern DRAM Development ............................................................ 22 

Chapter 3  Memory-Centric On-chip Data Communication Platform 

for Wireless Video Entertainment Systems ........................................ 28 

3.1 Motivations .................................................................................................... 28 

3.2 Memory-Centric On-chip Data Communication Platform ............................ 30 

3.2.1 Overall Architecture ............................................................................ 30 

3.2.2 Concepts of On-Demand Memory System ......................................... 32 

3.3 Wireless Video Entertainment Systems ......................................................... 33 

3.3.1 Wireless Processing Unit (WPU) ........................................................ 36 

3.3.2 Medium Access Control (MAC) ......................................................... 38 

3.3.3 LT Coding ........................................................................................... 39 

3.3.4 Scalable Video Coding (SVC) ............................................................ 41 

3.4 Memory-Centric On-Chip Data Communication Platform for Wireless Video 

Entertainment Systems......................................................................................... 42 

Chapter 4  Hierarchy Memory Management Units for On-Demand 

Memory System ................................................................................... 45 

4.1 Distributed Memory Management Unit Organization ................................... 45 

4.1.1 Design of d-MMU............................................................................... 46 

4.2 Centralized Memory Management Unit Organization................................... 53 

4.2.1 Design of c-MMU ............................................................................... 54 

4.2.2 External Memory Interface in DRAM controller ............................... 60 

4.2.3 Simulation Results of the Adaptive Cache.......................................... 67 

4.3 Summary ........................................................................................................ 75 

Chapter 5 On-Demand Memory System for Wireless Video 



 

 V 

Entertainment Systems ........................................................................ 77 

5.1 Data Pre-fetch for SVC .................................................................................. 77 

5.1.1 Introduction ......................................................................................... 77 

5.1.2 Inter-layer prediction of the SVC........................................................ 78 

5.1.3 Proposed Inter-layer Pre-fetch Scheme............................................... 80 

5.2 Address Translator for SVC ........................................................................... 83 

5.2.1 Introduction ......................................................................................... 83 

5.2.2 Centralized MMU with Address Translator ........................................ 84 

5.2.3 Data Arrangement ............................................................................... 85 

5.3 Analysis & Simulation Results ...................................................................... 88 

5.3.1 Improvement of adding IPS ................................................................ 89 

5.3.2 Improvement of adding Address Translator ........................................ 91 

5.3.3 Analysis and Simulation Results of Adaptive Cache Control for 

Wireless Video Entertainment Systems ....................................................... 96 

5.4 Summary ...................................................................................................... 101 

Chapter 6 Conclusions and Future Work ......................................... 103 

6.1 Conclusions .................................................................................................. 103 

6.2 Future Work ................................................................................................. 104 

Bibliography ....................................................................................... 106 

References of Chapter 1 ..................................................................................... 106 

References of Chapter 2 ..................................................................................... 107 

References of Chapter 3 ..................................................................................... 110 

References of Chapter 4 ..................................................................................... 112 

References of Chapter 5 ..................................................................................... 113 

References of Chapter 6 ..................................................................................... 116 

Vita...................................................................................................... 117 



 

 VI 

List of Figures 

Fig.2. 1 Memory hierarchy....................................................................... 5 

Fig.2. 2 A simple cache memory. ............................................................. 7 

Fig.2. 3 A four-block cache configured as direct mapped, two-way set 

associative, and fully associative. ............................................................. 7 

Fig.2. 4 Associativity-based partitioning organization for reconfigurable 

caches ...................................................................................................... 8 

Fig.2. 5 Overlapped wide-tag partitioning organization for reconfigurable 

caches ...................................................................................................... 9 

Fig.2. 6 A selective-ways organization. .................................................. 10 

Fig.2. 8 Tiles - A physical organization of molecules. ............................ 11 

Fig.2. 9 Different steps in cache access in the molecular cache .............. 11 

Fig.2. 10 An example of typical CMP cache partitioning ....................... 12 

Fig.2. 11 Basic structure of the reconfigurable Amorphous Cache for 

processors with large on-chip cache memories ....................................... 13 

Fig.2. 12 Simplified architecture of a DRAM. ....................................... 16 

Fig.2. 13 Bank state diagram. ................................................................. 17 

Fig.2. 14 DDR3 Read command [2.12]. ................................................. 18 

Fig.2. 15 DDR3 Write command [2.12] ................................................. 18 

Fig.2. 16 State machine for storing page hit history information. ........... 19 

Fig.2. 17 Interlaced method ................................................................... 20 

Fig.2. 19 Configurations of different layers of the proposed memory 

controller ............................................................................................... 22 

Fig.2. 20 DRAM roadmap ..................................................................... 23 

Fig.2. 21 CPU v.s. DRAM performance ................................................. 24 

Fig.2. 22 Accesses addressed to same bank ............................................ 25 

Fig.2. 23 Accesses addressed to different bank ...................................... 25 

Fig.3. 1 Wireless Video Entertainment Systemss.................................... 28 

Fig.3. 2 Homogeneous multi-core platform (a) Intel Polaris (b) Tilera 

TILEPro64
TM 

Processor ......................................................................... 29 

Fig.3. 3 Trend of the data transmitting bandwidth .................................. 29 

Fig.3. 4 Comparison between memory bandwidth, memory capacity and 

communication efficiency in multi-core systems ................................... 30 

Fig.3. 5 The architecture of memory-centric on-chip data communication 

platform ................................................................................................. 31 

Fig.3. 6 Illustration of the memory hierarchy in on-demand memory 

system .................................................................................................... 33 



 

 VII 

Fig.3. 7 Multi-Task wireless video entertainment system ....................... 34 

Fig.3. 8 Transmitter and receiver block diagram .................................... 35 

Fig.3. 9 Single-FFT Architecture for MIMO Modem ............................. 36 

Fig.3. 10 Single-FFT Architecture for MIMO Modem ........................... 37 

Fig.3. 11 Single-FFT Architecture for MIMO Modem ........................... 37 

Fig.3. 12 MAC Layer Architecture......................................................... 38 

Fig.3. 13 An example of decidable codewords which BP decoding fails to 

decode.................................................................................................... 40 

Fig.3. 14 Architecture of an SVC encoder .............................................. 41 

Fig.4. 1 Block diagram of a local node ................................................... 45 

Fig.4. 2 Illustration of read operation ..................................................... 46 

Fig.4. 3 Illustration of write operation .................................................... 47 

Fig.4. 4 Illustration of hiding miss penalty ............................................. 47 

Fig.4. 5 d-MMU and efficient Network Interface ................................... 48 

Fig.4. 6 Buffer borrowing interface between NI and d-MMU ................ 49 

Fig.4. 8 Architecture of the empty memory block searching .................. 50 

Fig.4. 9 Searching flow chart of the borrowing mechanism in d-MMU . 51 

Fig.4. 10 Block diagrams of borrowing mechanism in network interface

............................................................................................................... 52 

Fig.4. 11 Borrowing control policy of the buffering control ................... 52 

Fig.4. 12 (a) Execution time under various injection loads and queue sizes 

(b) Transferred packets under various injection loads and queue sizes. .. 53 

Fig.4. 13 c-MMU block diagram............................................................ 54 

Fig.4. 15 Illustration of the memory partition......................................... 55 

Fig.4. 19 Detail architecture of c-MMU ................................................. 60 

Fig.4. 20 Connection of EMI ................................................................. 61 

Fig.4. 21 Architecture of EMI ................................................................ 62 

Fig.4. 22 State diagram of EMI Finite State Machines ........................... 64 

Fig.4. 23 bank-miss scheduling .............................................................. 65 

Fig.4. 24 read / write scheduling ............................................................ 66 

Fig.4. 25 row-conflict scheduling ........................................................... 66 

Table.4. 5 Simulation of the bandwidth utilization ................................. 67 

Fig.4. 26 DRAM latency estimation for different situations ................... 69 

Fig.4. 28 System configuration interface of the System Power Calculator

............................................................................................................... 71 

Fig.4. 29 Summary of the power measurement result in the System Power 

Calculator .............................................................................................. 72 

Fig.4. 30 Organization of simulation ...................................................... 72 



 

 VIII 

Fig.4. 32 Total memory energy consumption ......................................... 75 

Fig.5. 1 Illustration of inter-layer motion prediction [5.12] .................... 79 

Fig.5. 2 Illustration of inter-layer residual prediction [5.12] ................... 79 

Fig.5. 3 Illustration of inter-layer intra prediction [5.12] ........................ 80 

Fig.5. 5 Illustration of the Inter-layer Pre-fetch Scheme ......................... 82 

Fig.5. 6 d-MMU architecture with Pre-fetch Command Generator ........ 83 

Fig.5. 7 Centralized MMU architecture with Address translator ............. 84 

Fig.5. 8 Architecture of the DRAM organization ................................... 85 

Fig.5. 9 Conventional mapping scheme for the selected DRAM ............ 86 

Fig.5. 10 Video frame arrangement of a GOP ........................................ 87 

Fig.5. 11 Frame map to memory ............................................................ 88 

Fig.5. 12 Miss rate of the L1 cache versus L1 cache size ....................... 89 

Fig.5. 13 L1 cache ways v.s. Miss Rate .................................................. 90 

Fig.5. 14 Memory access count of L2 Cache.......................................... 90 

Fig.5. 15 DRAM access count ............................................................... 90 

Fig.5. 16 L1 cache energy measurement ................................................ 91 

Fig.5. 17 DRAM row-miss rate .............................................................. 92 

Fig.5. 19 DRAM activate power ............................................................ 93 

Fig.5. 20 DRAM bandwidth utilization .................................................. 93 

Fig.5. 21 DRAM energy consumption ................................................... 94 

Fig.5. 22 Total Execution cycles ............................................................ 95 

Fig.5. 23 On-chip cache energy consumption ........................................ 95 

Fig.5. 24 Total memory energy consumption ......................................... 95 

Fig.5. 25 Video coding performance [5.18] ............................................ 96 

Fig.5. 26 SVC memory requirements of different scalable layers for a GOP

............................................................................................................... 97 

Fig.5. 28 Memory energy consumption for different SVC levels ........... 99 

Fig.5. 29 Relation between simulation time interval and decoding SVC 

level ..................................................................................................... 100 

Fig.5. 30 Simulation result of total execution cycles ............................ 100 

Fig.5. 31 Simulation result of memory energy consumption ................ 100 

Fig.6. 1 Architecture of femtocell home multimedia center .................. 105 

 



 

 IX 

List of Tables 

Table.2. 1 Cost-performance for various memory technologies ................ 6 

Table.2. 2 Related work of adaptive caches ............................................ 15 

Table.2. 3 The maximum transfer rate for SDR, DDR, DDR2 and DDR3

............................................................................................................... 24 

Table.2. 4 Number of banks for SDR, DDR, DDR2 and DDR3 ............. 25 

Table.2. 5 Supply voltages for DDR family ........................................... 26 

Table.4. 1 System Specification ............................................................. 36 

Table.4. 3 Micron`s DDR3 configurations ............................................. 61 

Table.4. 4 Common timing parameters of Micron DDR3 SDRAM ........ 64 

Table.4. 5 Simulation summary .............................................................. 67 

Table.4. 7 Summary of system and DRAM Configuration ..................... 70 

Table.4. 8 List of simulation information ............................................... 74 

Table.4. 9 Memory requirement assumption and corresponding bank 

assignment for c-MMU .......................................................................... 74 

Table.5. 1 Selected Micron DDR3 size parameters ................................ 86 

Table.5. 2 Summary of SVC information ............................................... 88 

Table.5. 3 List of simulation information ............................................... 98 

Table.5. 4 c-MMU bank assignment for wireless video entertainment 

systems .................................................................................................. 98 

 



 

 1 

Chapter 1 
 Introduction 

1.1 Motivation 

For development of system on a chip (SoC) and multimedia technologies, amount 

of data and computing required to be processed increase quickly. Multi-task 

processing technique is more and more important for integrating various processor 

elements into a chip [1.1]-[1.3]. Generally, most of systems require the memories for 

storing. In multi-task environment, memory is center of storage system, and it is the 

most serious bottle neck because the performance of processor elements is much 

faster than the memory. Accordingly, the organization of memory system for a 

multi-task system will affect the system performance dramatically. 

In addition, multimedia technologies are usually applied in multi-task systems for 

video processing. These technologies have not only provided existing applications 

like desktop video/audio but also spawned brand new industries and services like 

digital video recording, video-on-demand services, high-definition TV, digital home 

sever, etc. It generally needs huge memory requirement for high quality or multiple 

scalable level video processing. The memory system needs to provide enough 

memory space and high data bandwidth for satisfying the video real-time requirement. 

In order to provide huge bandwidth requirement for multi-task system, a multilevel 

memory hierarchy is a well-known design methodology. A well-organized memory 

hierarchy system can have fast memory access time provided by highest hierarchy 

level memory and cheap cost per storage bit provided by the lowest hierarchy memory. 

In addition, the data transfer to off-chip memory is especially important due to the 

scarce resource of off-chip bandwidth. As many recent studies have shown, the 

off-chip memory system is one of the primary performance bottlenecks in current 

systems. 
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As the number of processor elements in SoC system increases quickly, the data 

communication and memory access traffic problem are more and more serious for 

constructing multi-task or multi-core systems. Especially for the system that have 

video process requirement such as digital TV, digital home sever or mobile devices. 

With video processing, a large amount of data needs to be processed and finished in a 

tightly bounded time. Higher resolution of video processing requires more memory 

bandwidth for real-time requirement. Furthermore, modern video coding schemes 

such as scalable video coding (SVC) [1.4] or multi-view coding techniques [1.5] 

require more memory bandwidth than the conventional coding scheme. Additionally, 

in a multi-task system, different processor elements may have quite different memory 

behavior. For instance, video processor element requires large memory but the 

wireless processor element may be not. It will result in bad memory utilization if 

traditional memory system is applied in multi-task platform. 

How to manage and utilize the memory is the most important issue for constructing 

a multi-task platform. Accordingly, large amounts of high speed and low power 

memories are indispensable for multi-task and multi-system emerging. These 

memories should be able to support diverse memory requirement of different 

processor elements in a system. Therefore, a memory-centric on-chip data 

communication platform with on-demand memory system will be proposed in this 

thesis. The on-demand memory system provides high bandwidth and low power 

memory accesses for a multi-core platform by powerful memory management units 

(MMUs). Furthermore, MMUs can support that different memory resources can be 

assigned for different processor elements according to the memory behavior. 

Moreover, when decoding the video frames, video decoder generally has have regular 

memory access characteristics. According to the regular behavior, some techniques 

can be used for improving the decoding performance. 

1.2 Contributions 

In this thesis, a memory-centric on-chip data communication platform is presented 

for merging heterogeneous processor elements into a system, and applied to wireless 

video entertainment systems. In this platform, on-demand memory system is 

constructed for dynamically allocating memory resources and efficiently managing 
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memory accesses. The contributions of on-demand memory system will be introduced 

as following. 

A. Buffer borrowing mechanism for data communication 

In order to reduce the stall caused by network data blocking, a novel buffer 

borrowing mechanism is proposed to borrow the memory resources for buffering 

the blocking packets. 

B. Adaptive cache control 

In multi-task system, different processor elements (PEs) may have different 

memory requirements at runtime. Proposed c-MMU can support memory resource 

re-allocation by adaptive cache control scheme. Accordingly, the memory 

utilization of the system can be improved. 

C. External Memory Interface (EMI) for DDR3 DRAM 

 Modern DDR3 DRAM device is applied for supporting huge data storage. An 

efficient external memory interface for DDR3 DRAM is constructed in this work. 

D. Inter-layer Pre-fetch (IPS) for SVC 

In wireless video entertainment systems, SVC technique is used for video 

coding. IPS is proposed to reduce the miss rate when decoding frames by SVC. 

E. Efficient Address Translator (AT) for SVC 

A suitable DRAM data allocation for frame data is presented. It can improve the 

DRAM access efficiency for processing SVC. 

1.3 Organization 

The organization of this thesis is depicted as following. The related researches of 

memory systems will be introduced in Chapter 2. In the chapter, the concept of 

memory hierarchy, the previous work of the reconfigurable cache, DRAM 

architecture, basic operation of DRAM, DRAM controller and modern DRAM 

development will be described. 

And then, Chapter 3 presents a memory-centric on-chip data communication 
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platform with on-demand memory system for wireless video entertainment 

application. The development of the wireless video entertainment systems and the 

concept of on-demand memory system will be introduced. 

Chapter 4 presents the design of Distributed and Centralized memory management 

units (MMUs) which are applied in memory-centric on-chip data communication 

platform. Buffer borrowing mechanism in distributed MMUs and adaptive cache 

scheme in centralized MMU are proposed for optimizing the memory resources 

utilization dynamically in on-demand memory system. To communicate with external 

memory, an efficient external memory interface will be presented. In addition, the 

memory latency and energy measurement methods will be introduced in Chapter 4. 

Subsequently, a pre-fetch and DRAM data allocation schemes are proposed in 

Chapter 5 to improve the memory energy efficiency of Scalable Video Coding (SVC) 

functional block in wireless video entertainment systems. Pre-fetch command 

generator and address translator are applied in Distributed MMU and Centralized 

MMU, respectively. With these proposed schemes, the memory energy consumptions 

including on-chip cache and off-chip DRAM can be reduced significantly for 

decoding the video frames by SVC function. Finally, the conclusion and future work 

will be discussed in Chapter 6. 
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Chapter 2 
Related Researches of Memory Systems 

In this chapter, the related research of memory system including cache and 

DRAM systems will be introduced. Furthermore, the previous work of reconfigurable 

cache and DRAM controllers will be introduced, too. Firstly, the concept of memory 

hierarchy will be described in section 2.1. After that, the overview of cache and 

DRAM systems will be described in section 2.2 and 2.3, respectively. 

2.1 Memory hierarchy 

 
Fig.2. 1 Memory hierarchy 

In computer or SoC systems, memory elements are necessary for data storage, 

and the most important development concept is memory hierarchy because a 

well-organized hierarchy enables the memory system to have both advantages 

simultaneously which are the fastest memory access time and the cheapest cost per 

storage bit. The memory hierarchy is base on a principle of locality including 

temporal and spatial locality. In general, the memory hierarchy is described as a 

pyramid which is shown in Fig.2. 1 [2.1]. The higher levels have better performance 

than the lower levels, but the cost per bit is on the contrary. In ideal, the processor 

element can access the data with the best memory access performance and have large 

memory space. Nowadays, the hierarchy is formed with Cache(SRAM), DRAM and 

Disk storage elements. The list of the performance and energy consumption is shown 

in Table.2.1. So far, there are no storage element can provide low cost, high 

bandwidth and low latency simultaneously. The memory hierarchy is built to hide the 
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negative characteristics and gain the positive characteristics of these memory 

technologies. 

 
Table.2.1 Cost-performance for various memory technologies 

According to different system requirement, the design and configuration of 

memory hierarchy will different. In the following sections, the previous work of the 

adaptive cache design and the external memory controller will be introduced. 

2.2 Cache 

2.2.1 An overview of Cache Memory 

In the memory hierarchy system, cache plays an important role because it is the 

first level of the memory hierarchy. The basic operation can be illustrated by Fig.2. 2. 

Assume the address width of the processor element is 32-bits, the address can be 

divided into three parts which are offset, Index and Tag. According to the Index value, 

the address selects a cache line and then check out the Tag. If the Tag of the address is 

equal to the Tag bits recoded in the cache line and the valid bit is 1, it means the 

wanted data is in the cache. The data will be delivered if hit. Note that the valid bit is 

used to indicate whether an entry contains a valid address or not. If the Tag is different 

or the valid bit is 0, it means that no requested data in the cache. The wanted data may 

be stored in the lower level memory. W hen the wanted data is found in the lower 

level, it would be written back to the cache and update the Tag entries. 
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Valid Tag Data

31 30 ……… 13 12 11 ……2 1 0

＝

hit data

20 10

20

32

Index

0

1

2

3

1022

1023

Index

Tag

 
Fig.2. 2 A simple cache memory. 

The mapped structure of the above example is called direct mapped because all the 

memory block address is directly mapped to a single location in the cache. Another 

extreme mapped method is called fully associative mapped which the memory block 

can be placed in any location in the cache. To find a wanted block in a fully 

associative cache, whole entries in the cache must be searched. The hardware cost 

significantly increases because it needs more number of parallel comparators. The 

middle mapped scheme between direct mapped and fully associative is called set 

associative. Fig.2. 3 shows the examples of different associativity structures for a 

four-block cache. 

Tag Data

Tag Data Tag Data

Tag Data Tag Data Tag Data Tag Data

0

1

2

3

0

0

1

1-way set associative

(Direct mapped)

2-way set associative

4-way set associative

(fully associative)

 
Fig.2. 3 A four-block cache configured as direct mapped, two-way set associative, and fully associative. 
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2.2.2 Reconfigurable Cache Techniques and Improvements 

The best configuration of the cache on a system can be distinct from different 

application characteristics and design constraints [2.2]. Since no cache organization 

can fulfill the requirements of all applications [2.3], one way to overcome this 

problem is to create reconfiguration capabilities in the cache. Reconfigurable caches 

need some additional mechanisms that enable the on-chip SRAM cache to be 

dynamically partitioned and reused for other processor element. The aspects of the 

cache organization can be categorized according to different partitioning method, data 

consistency process, reconfiguration policy and the reconfigurable cache level [2.4]. 

In the following subsections, the basic concept of these cache organizations and 

previous works of the adaptive caches will be introduced. 

2.2.2.1 Cache Partition methods 

In order to resizing the cache size, the SRAM storage partition mechanism is a key 

challenge in designing a reconfigurable cache. There are several partition methods 

shown in below. 

Associativity-based partitioning 

 
Fig.2. 4 Associativity-based partitioning organization for reconfigurable caches 

The associativity-based partitioning divides the reconfigurable cache into partitions 

at the granularity of ways of the traditional cache [2.4]. Fig.2. 4 shows the example 

and the comparison with conventional set-associative cache. This partitioning 

approach has several advantages. First, the organization only requires few changes to 

the current set-associative cache organization. The second one is that the different 
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requests which address to different partitions can be isolated from each other. 

However, the drawback of this organization is that the number and granularity of the 

partitions are limited by the associativity of the cache. 

Albonesi [2.5] proposed a selective cache ways method for on-demand cache 

resource allocation. The technique disables a subset of the ways in the set associative 

cache to have lower energy consumption. Parthasarathy [2.4] presented the 

reconfigurable caches for media processing applications, and the associativity-based 

partitioning mechanism was selected. In contrast to simply turning off some partitions 

in [2.5], it suggests using the partitions for alternate processor activities to enhance 

performance. Zhang [2.6] proposed the highly configurable cache architecture for 

embedded systems. The basic principle is also base on associativity-based partitioning. 

The cache used a way concatenation technique so that it can be configured by 

software to be direct-mapped, two-way or four-way set associative. 

Overlapped wide-tag partitioning 

Another partitioning method is called overlapped wide-tag partitioning [2.4]. The 

different part to the conventional cache is indicated by the dark-shade regions shown 

in the Fig.2. 5. This partitioning increases the tag array bit size to support the 

maximum tag bit variation with various partition sizes. According to this organization, 

the size of partition can potentially be any size, but generally the size would be 

limited to be powers of two to have simpler implementation. The main drawback of 

this partitioning is that the data in all blocks requires be flushed when the resizing 

occur because the mapping of the address has been changed. 

 
Fig.2. 5 Overlapped wide-tag partitioning organization for reconfigurable caches 

Yang [2.7] proposed an i-cache design that the cache size can dynamically be 
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changed, and the cache partitioning method of resizing is similar to the overlapped 

wide-tag partitioning. After this work, a hybrid selective-sets-and-ways cache 

organization was proposed [2.8] to enhance the configuration flexibility. Fig.2. 6 and 

Fig.2. 7 show the basic structures of selective-ways and selective-sets resizable caches 

respectively. In addition, Ravi Iyer [2.9] proposed a CQoS : a work on heterogeneous 

caches regions. In its work, the set partitioning technique is applied in his 

organization schemes.  

 
Fig.2. 6 A selective-ways organization. 

 
Fig.2. 7 A selective-sets organization. 

Molecular-based partitioning [2.10] 

In many partitioning works, the cache SRAM is divided into several individual 

sub-caches. We categorize these partitioning methods as the Molecular-based 

partitioning. The separated caches could dynamically be reorganized according to 

different application requirements. Vardarajan presented the Morecular Caches which 

are composed of many small and reconfigurable building blocks called Molecules 

[2.10]. The design can dynamically adjust the configuration of the cache capacity, 

set-associativity, and line size. In their design, the cache accessed by a processor is an 

aggregation of molecules. The Molecular caches support selective enablement of 



 

 11 

molecules according to different application requirements so that the dynamic power 

dissipation can be reduced. The physical organization of molecules is shown in Fig.2. 

8. The „M‟ is the symbol of a molecule. 4-8 tiles are grouped into a tile cluster, and 

every cluster is associated with a tile controller named Ulmo. It processes the 

coherence traffic and tile-misses between clusters. Fig.2. 9 shows the cache access 

method. Each molecule is configured with the Application Space Identifier (ASID) 

which uniquely identifies a running application. Before any cache operation is 

performed on the molecules, an ASID match is performed to see if the molecule is 

eligible to perform the operation. 

  
Fig.2. 8 Tiles - A physical organization of molecules. 

 
Fig.2. 9 Different steps in cache access in the molecular cache 

Kaseridis [2.11] proposed a Bank-aware dynamic cache partitioning for multicore 
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architectures. A typical allocation in their design is shown in Fig.2. 10. According to 

different memory resource requirement, the L2 cache banks are separated into eight 

parts for eight cores. 

 
Fig.2. 10 An example of typical CMP cache partitioning 

The sub-caches can be heterogeneous caches. In the CQoS work presented by Ravi 

Iyer [2.9], the heterogeneous caches technique has been used in its platforms. In 

addition, Benitez [2.2] presents the Amorphous Cache (AC) which is a reconfigurable 

L2 on-chip cache, and it is organized by heterogeneous sub-caches. Fig.2. 11 shows 

the AC structure and maximum cache size is 2MB. There are six sub-caches which 

the sizes are ranging from 64KB to 1MB. The AC uses configuration registers to 

organize the cache into different cache size and number of way set-associative. It has 

eighteen configurations because the cache size can be range from 64KB to 2MB and 

the set-associative can be 4, 8, and 16-ways. 
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Fig.2. 11 Basic structure of the reconfigurable Amorphous Cache for processors with large on-chip 

cache memories 

2.2.2.2 Data Consistency 

Another problems need to conquer is data consistency after resizing the cache. 

Reconfigurable caches need a mechanism to ensure that the data which belongs to a 

particular processor element resides only in the partition associated with that 

particular activity [2.4]. Generally there are two approaches for the data consistency 

which are cache scrubbing and Lazy transitioning. The concept will briefly be 

introduced as follows. 

Cache scrubbing 

Cache scrubbing scheme moves all valid data to the new partition parts or lower 

levels of memory when the reconfiguration happened. At the time of reconfiguration, 
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this approach requires examining all the locations of the cache to check for their 

validity and performing suitable actions on valid data [2.4]. Cache-scrubbing would 

induce big overhead because of the huge data access. But it can be acceptable when 

the reconfiguration is infrequent. 

Lazy transitioning 

When the reconfiguration happened frequently, the other suitable scheme is that the 

data is lazily moved into its correct partition parts only when it is accessed. In order to 

achieve the scheme, it needs additional cache line information to indicate the user of 

the corresponding cache line. According to this information, the access which address 

to this cache line can be checked. Note that if a miss occur in the appropriate partition, 

other partitions must need to be checked because the data may laze in other partitions. 

This method can avoid high overhead with moving large amounts of data when the 

reconfiguration happened, but it need more state storage and may increase the 

contention for the other SRAM partition parts. 

2.2.2.3 Reconfiguration Policy and Detection 

A reconfigurable cache needs a detection mechanism and reconfiguration policy to 

determine when to reconfigure. The cache reconfiguring strategy can be static or 

dynamic strategy. The cache resizing is done prior to the application execution when 

using static strategy. Instead of the static strategy, dynamic strategy reconfigure the 

cache organization when the application runtime. It needs a detection mechanism to 

dynamically monitor the performance and energy dissipation to determine when to 

reconfigure and what organization to be chosen. The mechanism can be software or 

hardware controlled. 

According to different organization of the configuration caches, the reconfiguration 

policy and detection mechanism may be different. Albonesi [2.5] used a 

software-visible register, called Cache Way Select Register(SWSR), to enable/disable 

the particular ways. The SWSR was written and read by specific pre-defined 

instructions. The Performance Degradation Threshold(PDT) measured the 

performance degradation relative to a cache with all ways enabled. According to the 

measurement, it can select a suitable way organization for the cache. Kaseridis [2.11] 
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used the Mattson`s stack distance algorithm and the concept of Marginal Utility, 

which originated from economic theory, to be the assignment policy in bank-aware 

cache partitioning. Benitez [2.2] proposed a Basic Block Vectors(BBV)-based tuning 

technique to trace the loop characteristics of the program in the runtime, and it 

dynamically learned the configuration type by holding the previous CPI value. 

The related works of the reconfigurable caches are shown in the Table.2. 2. 

Work 
Partitioning 

mechanism 

Data 

consistency 

Detection 

mechanism 

Reconfigurable 

cache level 
Application 

[2.2] Molecular-based 
Cache 

scrubbing 

Hardware 

controlled; 

Dynamic 

strategy 

L2 General purpose 

[2.4] Associativity-based 
Cache 

scrubbing 

Software 

controlled 
L1 Media processing 

[2.5] Associativity-based 
Lazy 

transitioning 

Software 

controlled; 

Dynamic 

strategy 

L1 General purpose 

[2.6] Associativity-based N/A 

Software 

controlled; 

Static strategy 

L1 Embedded System 

[2.7] 
Overlapped 

wide-tag 

Cache 

scrubbing 

Software 

controlled, 

Static/Dynamic 

strategy 

L1 I-cache General purpose 

[2.8] Hybrid 
Cache 

scrubbing 

Software 

controlled 

Static/Dynamic 

strategy 

L1 General purpose 

[2.9] 

Overlapped 

wide-tag 

Molecular-based 

Cache 

scrubbing 

Software 

controlled 

dynamic 

strategy 

Shared cache 

Multi-core 

Network-intensive 

applications. 

[2.10] Molecular-based 
Cache 

scrubbing 

Software 

controlled; 

Dynamic 

strategy 

L2 
General purpose 

multi-core 

[2.11] Molecular-based N/A 

Software 

controlled 

Dynamic 

strategy 

L2 
General purpose 

multi-core 

Table.2. 2 Related work of adaptive caches 
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2.3 DRAM 

2.3.1 DRAM characteristic 

 Dynamic random-access memory(DRAM) have been widely used for providing 

additional off-chip memory storage capacity. Compare to the SRAM, the circuit of a 

DRAM cell is “dynamic” because the capacitors storing electrons are not perfect 

devices, and their eventual leakage requires that, to retain information stored there, 

each capacitor in the DRAM must be periodically refreshed [2.1]. However, the cost 

per bit is much cheaper than the SRAM. In the memory hierarchy, DRAM is a level 

below the on-chip SRAM (cache). 

2.3.1.1 Basic DRAM architecture 

DRAM architecture is usually composed of the data memories, address decoders, 

row buffer, mode register, data buffer. Fig.2. 12 shows a simplified block diagram. In 

this example, four banks share the address bus and command bus. Each bank has its 

own row decoder, column decoder, and sense amplifier. The mode register stores the 

DRAM operation mode, including burst length (BL), column address strobe latency 

(CL), and burst type, etc. Users can set the value of the mode register through address 

bus with proper command. 

BANK0
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Fig.2. 12 Simplified architecture of a DRAM. 
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2.3.1.2 DRAM command and operation 

The normal commands and its operation used in DRAM will be introduced as 

follows. 

NO OPERATION (NOP): 

The NOP command can prevent unwanted commands from being registered during 

idle or wait states. Operations already in progress are not affected. 

ACTIVE: 

This command is used to open a row in a particular bank. The row remains open 

for accesses until a PRECHARGE command is issued to that bank. 

READ/WRITE: 

The read/write command is used to initiate a read/write access to an active row, if 

auto precharge is selected, the row being accessed will be closed at the end of read. 

PRECHARGE: 

The precharge command is used to deactivate the open row in a particular bamk. 

The bank will be available for a subsequent row access a specified time (tRP). 

REFRESH: 

The refresh command can be used to retain data in the DRAM. 

A memory access operation, which simplified state diagram is depicted in Fig.2. 13, 

contains three operation including row activation (ACTIVE), column access (read/ 

write), and precharge. 

IDLE ACTIVE

PRECHARGE

PRECHARGE

ROW ACTIVE

COLUMN ACCESS

 
Fig.2. 13 Bank state diagram. 
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The active command opens a particular row in one of the bank, and copies the row 

data into the row buffer. The active command needs a latency period called tRCD to 

accomplish this operation. Then, after tRCD delay a column access command (read / 

write) can be issued to sequential access data or single data according to the burst 

length and burst type set in the mode register. During the tRCD time, no other 

commands can be issued to the bank. However, commands to other banks are 

permissible due to the parallel processing capability of each bank. For read operation, 

the valid data-out from the starting column address will be available following the 

CAS latency after the read command, as shown in Fig.2. 14. For write command in 

DDR3 SDRAM, the write data must wait a write latency and then sent to the DRAM. 

The timing diagram is shown in Fig.2. 15. Finally a precharge command must be 

issued before opening a different row in the same bank. 

 
Fig.2. 14 DDR3 Read command [2.12]. 

 
Fig.2. 15 DDR3 Write command [2.12] 

2.3.2 DRAM controller techniques and Improvements 

According to different applications or systems, the memory controllers can be 

categorized into two classes which are particular-purpose and general purpose 

memory controller. The particular-purpose memory controller serves one kind of 

specific application to reduce the memory access latency. In many multimedia 

applications, the advanced video processes need huge data storage space. In order to 
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support the real-time video environment, the system needs external memory storage to 

store the image frame data or motion information. But the memory access speed is 

much slower than the processor unit execution speed. Many researchers have shown 

the well memory management method according to the regular memory access 

behavior in video process can significantly improve the overall system performance. 

 Base on the different specific applications, there have several approaches been 

proposed to increase the efficiency of memory access for video coding applications. 

Kim memory interface architecture [2.13] reorganizes data arrangement in 

synchronous DRAM to increase the row-hit rate. Park proposed a memory node 

control approach [2.14] for HDTV video decoder. It uses history-based prediction to 

predict the next command is row-hit or row-miss. If it predicts the next command is 

row-miss, it will pre-charge the current bank. If row-hit, the current row will stay in 

the active state. The prediction is implemented by a finite state machine which shown 

in Fig.2. 16. 

 
Fig.2. 16 State machine for storing page hit history information. 

Chang proposed a two-layer external memory management unit [2.15] for 

H.264/AVC decoder. The memory management unit consists of two layers. The first 

layer is the address translation which provides an efficient pixel data arrangement to 

reduce the row-miss occurrence. The second layer is the external memory interface 

(EMI). In the address translation layer, the address translation machine uses a novel 

data arrangement which is suitable for H.264/AVC decoder to increase the memory 

bandwidth and reduce the power consumption. In order to minimize the number of 

active and pre-charge, chessboard-based arrangement memory mapping is presented 

as shown in Fig.2. 17. It is further compounded with the fact that Luma and Chroma 

are placed interleaved. The interlaced memory mapping method put the luminance 
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block and chrominance block in the same row of the bank. Because the decoder 

accesses a chrominance block after each luminance block, it doesn‟t need to re-active 

the row when accessing the chrominance block. Thus, it leads to the latency and 

power consumption reduced. To decrease the latency of row-miss and bank-miss 

status, the physical addresses produced by AT are stored in specific command FIFO. 

Then the command FIFO can auto-detect whether the row-miss or bank miss would 

happen. The architecture of command FIFO is shown in Fig.2. 18. The incoming 

address is compared with PAR. If bank address and column address are the same as 

PAR, we set hit bit of the previous command to one. It leads to auto-precharge 

capability turned off. Otherwise, the hit bit remains zero such that auto-pre-charge 

capability turns on to reduce the latency of row-miss. 

 
Fig.2. 17 Interlaced method 

 
Fig.2. 18 Two architectures of command FIFO. B equals to one means bank hit. R equals to one means 

row hit. 

Kim [2.13] and Chang [2.15] reorganize the data arrangement, Park [2.14] 
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proposed a history-based memory mode controller, Zhu [2.16] and Hongqi [2.17] 

adjust the page size.  These designers are trying to reduce the total row-miss and 

minimize the DRAM access latency. In the advanced memory controller, rearrange 

data is necessary to reduce the access latency. In addition, the advance video coding 

standard, H.264/AVC, provides several new coding tools including sub-pixel 

inter-prediction, variable block size motion compensation. Although these techniques 

can reduce bit-rate and improve the video quality, they require huge memory 

bandwidth to fetch additional reference pixel for motion compensation(MC) and 

interpolation. Fortunately, designers can use data reuse scheme to reduce the sub-pixel 

MC data loading bandwidth from DRAM. Interpolation window reuse(IWR) scheme 

was [2.18] proposed to reduce data access for the overlapped data. Li [2.19] proposed 

a cache-based architecture to reuse intra-MB overlapped data, and Chuang [2.20] also 

proposed an IWR-liked with N-way associative cache architecture to reuse inter-MB 

and inter-MB overlapped data. 

In order to improve the bandwidth, Kang [2.21] and Heithecker [2.22] proposed 

multi-channel memory controller. The concept of the multi-channel can be applied to 

the general purpose memory controller. In the SoC system design, a variety of 

processor elements integrate into a chip. Different applications have different memory 

needs, finding a single topology that fits well with all applications is difficult, in order 

to adopt a variety of the functions, flexible and adaptable memory control is more and 

more important in SoC systems. Furthermore, in the multi core systems, the 

multi-channel memory controller will be needed to support high bandwidth and 

provide different application memory requirement. There are many researches 

develop many kind of efficiency memory systems. Lee [2.23] presents a multilayer, 

quality-aware memory controller to satisfy different memory access requirement. 

Fig.2. 19 shows the configurations of different layers of the proposed memory 

controller. Layer 0 is called memory interface socket (MIS), it is a configurable, 

programmable, and high-efficient SDRAM controller for designers to rapidly 

integrate SDRAM subsystem into their designs. Layer 1 is quality-aware scheduler 

(QAS), it is a memory controller layer which has the capability to provide 

quality-of-service guarantees including minimum access latencies and fine-grained 

bandwidth allocation for heterogeneous processor elements in SoC designs. Moreover, 

Layer 2 built-in address generator (BAG) designed for multimedia processor elements 
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can effectively reduce the address bus traffic and therefore further increase the 

efficiency of on-chip communication. 

 
Fig.2. 19 Configurations of different layers of the proposed memory controller 

Nikolov [2.24] present an efficient multiprocessor platform which separated the 

data communication path and memory data access path. Soininen [2.25] presents the 

smart memory tile architecture to improve the memory bandwidth and performance. 

Ipek [2.26] proposed a self-optimizing memory controller which base on 

reinforcement learning concept. And in order to adjust the memory access scheduling 

dynamically, Zheng [2.27] proposed a ME-LREQ(Memory Efficiency-Least Request) 

policy. 

Besides, many SoC and computer systems require DRAM devices to store data. 

Due to the 3-D(bank, row, column) structure, modern DRAM devices have 

non-uniform access latencies [2.28]. Continuous memory accesses directed to the 

same row of the same bank have less access latency than directed to the different row 

of the same bank because row conflict would not occur. Many researchers have 

demonstrated that rearrange and execute the memory requests out of order can 

significantly reduce the low conflict rate and improve the memory bandwidth 

efficiency. Shao [2.28] proposed a burst scheduling mechanism to maximize bus 

utilization of the SDRAM device. With this scheduling, memory accesses to the same 

rows of the same banks are clustered into bursts. Subsequently, Hu [2.29] proposed 

new memory access schedule algorithms overcame the starvation problem in burst 

scheduling. 

2.3.3 Modern DRAM Development 

From the day DRAM has been invented, the requests of performance accelerate 
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very fast. Fig.2. 20 shows the roadmap of DDR SDRAM family from 2001 to 2008. 

The bandwidth significantly increased in these years. For discussing the DRAM, the 

important issues are bandwidth, latency, and power. This section will introduce the 

development of DRAM that improve the performance and the future trend of DRAM. 

 
Fig.2. 20 DRAM roadmap 

2.3.3.1 Bandwidth 

The improvement of DRAM bandwidth has never satisfied the increasingly 

complicated application such as multimedia and 3D processing. To fulfill the demand 

for high bandwidth, various new DRAM specifications have been announced by 

DRAM manufacturers. The SDRAM standards supported by JEDEC [2.30] have 

become the mainstream of DRAM market. Several techniques have been applied on 

the latest standards announced by JEDED to provide users higher bandwidth. 

Component I/O bus clock 

(MHz) 

Data transfer rate 

(MT/s) 

Peak transfer 

rate(MB/s) 

SDR 133 133 532 

DDR 200 400 3200 

DDR2 533 1066 8533 
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DDR3 800 1600 12800 

Table.2. 3 The maximum transfer rate for SDR, DDR, DDR2 and DDR3 

Table.2. 3 shows the maximum data transfer rate of SDR, DDR, DDR2 and DDR3 

components. In SDR, the data transfer rate is equal to the I/O bus frequency, and the 

data is transferred at the positive edge of clock. In the DDRx standards, the data is 

transferred at positive and negative edge of clock. The data rate of these standards is 

twice as the I/O bus clock frequency. In addition, the PREFETCH technique makes 

DRAM be able to provide quadruple bandwidth than SDR with core frequency 

remains unchanged.  

2.3.3.2 Latency 

The DRAM response latency can directly influence the speed of the whole system. 

The speed of the system for the multimedia process is very essential to achieve the 

real-time request. So if the DRAM latency is shorter, the whole system can boost its 

performance. However, the situation is not as we expected. Fig.2. 21 compares the 

performance trend of CPU and DRAM. While CPU clock speed increases 7.65 times, 

DRAM latency also has a 4.6 times increase. The improvement of CPU is much faster 

than the improvement of DRAM. Long response latency waste its processing power 

on waiting and the performance is limited. 

CPU clock speed

DRAM peak BW

DRAM latency

7.65x

3.32x

4.6x

year  
Fig.2. 21 CPU v.s. DRAM performance 

One way to reduce the access latency is that parallel execute the accesses which 

address to different banks as much as possible. The successive accesses to the same 
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bank cost more latency than the successive accesses to the different banks. The timing 

diagrams of successive accesses with same and different bank are shown in Fig.2. 22 

and Fig.2. 23 respectively. If the number of banks increases, the rate of accessing 

different banks can be increased. Table.2. 4 shows the number of banks of the DDR 

family. 

 SDR DDR DDR2 DDR3 

Number of banks 4 4 4,8 8 

Table.2. 4 Number of banks for SDR, DDR, DDR2 and DDR3 
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Fig.2. 22 Accesses addressed to same bank 
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Fig.2. 23 Accesses addressed to different bank 

2.3.3.3 Power 

In many application of portable wireless devices such as mobile and PDA, power 

consumption is the significant issue because of battery life is limited. With the 

application of multimedia becomes popular, the request of memory size is larger. 

Accordingly, the designers often select DRAM to be the body memory component. 

In order to reduce the power of DRAM, many products have been invented for low 

power such as BAT-RAM from micron [2.31] and Mobile-RAM from Infineon [2.32]. 
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The low-power DRAM has some special features inside. 

Low Operating voltage 

 Compare with SDR SDRAM, the operating voltage of low-power DRAM is 

lowered from 3.3v to 1.8v. Thus, the power consumption can significantly be 

decreased. For the DDR family, the supply voltage is shown in Table.2. 5. 

 SDR DDR DDR2 DDR3 

Supply voltage 3.3V 2.6V 1.8V 1.5V 

Table.2. 5 Supply voltages for DDR family 

Output Driver Strength 

 Because the low-power DRAM is designed for use in smaller systems that are 

typically point-to-point connection, an option to control the drive strength of the 

output buffers is provided. Drive strength should be selected based on expected 

loading of the memory bus. There are four allowable setting for the output drivers, 

including full strength driver, half strength driver, quarter strength driver, and 

one-eighth strength driver. 

Temperature Compensated Self Refresh (TCSR) 

 Most of the time mobile devices stay in standby mode and DRAM can enter sef 

refresh mode to save unnecessary power consumption. In the self-refresh mode, 

DRAM will refresh the data stored in the DRAM cell. The refresh period is inversely 

proportional to temperature, traditional DRAM can only support single refresh period 

which is the worst condition. In the low-power DRAM, a temperature sensor is 

implemented for auto control of the self refresh oscillator on the device. Therefore, 

the refresh current is decreasing while the temperature is low. 

Partial Array Self Refresh 

For further power savings during SELF REFRESH, the PASR feature enables the 

control to select the amount of memory that will be refreshed during SELF 

REFRESH. 

Stopping the external clock 
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One method of controlling the power efficiency in applications is to throttle the 

clock that controls the SDRAM. There are two basic ways to control the clock: 

1. Change the clock frequency, when the data transfers require a different rate of 

speed. 

2. Stopping the clock altogether. 

Both of these are specific to the application and its requirements and both allow 

power savings due to possible fewer transitions on the clock path. 

The clock can also be stopped altogether if there are no data accesses in progress, 

either WRITE or READ, that would be affected by this change; i.e., if a WRITE or a 

READ is in progress, the entire data burst must be through the pipeline prior to 

stopping the clock. 

For the full duration of the clock stop mode. One clock cycle and at least one NOP 

is required after the clock is restarted before a valid command can be issued. 

It is recommended that the DRAM be in a pre-charged state if any changes to the 

clock frequency are expected. This will eliminate timing violations that may 

otherwise occur during normal operations. 

Power-Down 

Power down can occurs when all banks idle, this mode is referred to as precharge 

power-down. If power down occurs when there is a row active in the bank, this mode 

is referred as active power-down. Entering power-down mode deactivates all input 

and output buffers, therefore the power is saved. 

Deep Power-Down 

 Deep power down is an operating mode used to achieve maximum power 

reduction by eliminating the power of the memory array. Data will not be retained 

when the device enters power-down mode. Since DRAM is often used as temporary 

data buffers, enter DPD mode while the device is in standby mode won‟t cause any 

loss. 



 

 28 

Chapter 3 
 Memory-Centric On-chip Data 

Communication Platform for Wireless Video 

Entertainment Systems 

In this chapter, a memory-centric on-chip data communication platform is 

developed for wireless video entertainment systems. First of all, the introduction and 

motivation of the wireless video entertainment systems will be depicted in the section 

3.1. Subsequently, section 3.2 will describe the concept of the memory-centric 

on-chip data communication platform. And then the development of the wireless 

video entertainment systems will be introduced in the section 3.3. Finally, wireless 

video entertainment systems will be constructed in memory-centric on-chip data 

communication platform, and it will be described in section 3.4. 

3.1 Motivations 

 
Fig.3. 1 Wireless Video Entertainment Systemss 

With the advancements of the wireless communication and multimedia techniques, 

various digital communication products are developed in our life. These modern 
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electronic products provide more convenient communication environment and media 

enjoyment for humans than those before. However, with different applications or 

standards, a variety of devices would be needed. Fig.3. 1 illustrates a heterogeneous 

network environment in our life. In recent years, merging different networks, 

electronic appliances and media devices into a heterogeneous integrated platform 

becomes an important issue that enables people enjoy their life in an more friendly 

and energy-efficient digital environment. 

(a) (b)
 

Fig.3. 2 Homogeneous multi-core platform (a) Intel Polaris (b) Tilera TILEPro64
TM 

Processor 

 
Fig.3. 3 Trend of the data transmitting bandwidth 

To integrate various applications into a system, a multi-task/multi-core concept 

provide a typical solution to build the system. The design of multi-core platform is a 

popular research area recently [3.1]-[3.7]. Fig.3. 2 shows two homogeneous 

multi-core platforms. Intel proposed an 80-core platform as shown in Fig.3. 2(a) [3.1] 

and Tilera [3.2] proposed a 64-core platform as shown in Fig.3. 2(b). These multi-core 

platforms can execute billions of operation per second. Furthermore, the data 

transmitting bandwidth for the multi-core platform is increasing year by year as 

shown in the Fig.3. 3. However, the overall system performance could be limited by 
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the task partitioning, task mapping, memory resource allocation, and memory data 

accessing. Fig.3. 4 indicates the bottlenecks of multi-core platforms with insufficient 

memory bandwidth and memory capacity for supporting high communication 

efficiency in the multi-core systems. With ongoing development of multi-core or 

multi-task system, both the memory capacity and memory access bandwidth are 

required. Enabling multiple memory data access is necessary for improving the 

memory bandwidth. However, increasing the memory read/write ports not only 

increases the hardware complexity but also reduces the memory performance and 

noise immunity. Conventional memory access method cannot provide enough 

memory bandwidth for multi-core platform. Hence, the memory management in 

multi-core or multi-task platform will become more and more important. It is an 

essential issue that reducing additional memory access and increasing the memory 

bandwidth effectively. For these reasons, a memory-centric on-chip data 

communication platform will be proposed and introduced in the following section. 

 
Fig.3. 4 Comparison between memory bandwidth, memory capacity and communication efficiency in 

multi-core systems 

3.2 Memory-Centric On-chip Data Communication 

Platform 

3.2.1 Overall Architecture 

To solve the problems as mentioned above, a hierarchy memory-centric on-chip 

data communication platform is proposed and the architecture is shown in Fig.3. 5. 

Heterogeneous processing elements such as microprocessors and application-specific 

stream processors can be integrated in the platform. In this platform, each processor 
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element owns distributed memory management unit (d-MMU). The d-MMU includes 

local cache (D-cache and I-cache) and cache controller which can efficiently handle 

all memory requests generated by the processor elements. It can dynamically allocate 

unused space in cache for buffering the transmitting data. If processor elements need 

additional memory resource requirements, the centralized memory resources 

including centralized cache and off-chip DRAM can be used. It is controlled by a 

centralized memory management unit (c-MMU). It can dynamically allocate and 

manage the memory resources according to different memory requirements. 

For the data communication between processor elements, message-passing 

technique is applied for this platform. The processor elements transmit/receive the 

data to/from others through an on-chip interconnection network. Network interface is 

applied to packetize the transmitted data to interconnection and de-packetizes the 

received data from interconnection. Furthermore, in order to have better energy 

utilization for green computing, the power management unit can be applied to 

dynamically control the supply voltage and operating frequency of each processor 

element for saving energy consumptions. 
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Fig.3. 5 The architecture of memory-centric on-chip data communication platform 

In the heterogeneous multi-task platform, different processor elements would have 

quite different memory requirements with different specific functions in a platform. 
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For instance, the memory requirement of the video decoding is larger than that of the 

wireless processing unit. Moreover, different system environment factors may affect 

memory utilizations for the applications in platform during runtime. Different 

qualities of wireless channels may have different memory behavior in a wireless video 

integrated system. Thus, a multilevel memory hierarchy on-demand memory system 

is applied for this platform. The memory system enables the processing elements to 

own different memory resources dynamically. In the following section, the concept of 

on-demand memory system will be introduced. 

3.2.2 Concepts of On-Demand Memory System 

In on-demand memory system, a three-level memory hierarchy is constructed, and 

the illustration is shown in Fig.3. 6. For the first hierarchy level, distributed memory 

management unit (d-MMU) is applied to control the memory accesses. It includes 

distributed cache and cache controller for processor elements. Furthermore, in order 

to improve the transmitting efficiency for data communication, d-MMU can 

dynamically allocate unused space in distributed cache to store packet data so that the 

stall caused by data blocking can be prevented. The detail design of d-MMU will be 

described in chapter 4. 

For the second level hierarchy of the on-demand memory system, centralized 

memory management unit (c-MMU) is constructed to provide more memory 

resources for processor elements. In c-MMU, a cache controller and centralized cache 

is included. In addition, the configuration of centralized cache can be dynamically 

adjusted according to the different memory requirement from processor elements. For 

example, if a processor element need larger memory requirement than others, it can 

own more centralized memory resources than other processor elements. Adaptive 

cache control in c-MMU controls the adaptive allocation and cache operation. In 

addition, unused memories can be power down to save memory power consumptions 

for green computing. 

For supporting enough memory space, off-chip DRAM is applied, and it is the 

third memory hierarchy level in the system. DRAM controller is needed to access the 

off-chip DRAM devices. It includes an external memory interface and address 

translator to improve the memory access efficiency. 
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In the on-demand memory system, all processor elements own a private address 

space and can dynamically be allocated. For data switching between processor 

elements, message-passing mechanism is used. On-chip interconnection network in 

the platform is designed for data communication. Note that the thesis is focus on 

on-demand memory system. The design of interconnection network is not included in 

this thesis. 

In conclusion, adaptive memory resource allocation can be achieved and the 

memory utilization can be improved by the memory management units. The detail 

organizations and the design of these memory management units are described in 

chapter 4. 
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Fig.3. 6 Illustration of the memory hierarchy in on-demand memory system 

3.3 Wireless Video Entertainment Systems 

With the ongoing advancement in digital and communication techniques, digital 

home service becomes a trend nowadays. In the daily life, home is the personal 

headquarters for living, keeping personal assets and information. If the digital home 

services are applied, the residents will effectively participate in any events happening 

in the local, national and global communities without unnecessary travel. Digital 

home technique integrates wireless, wired physical transmission and multimedia 
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real-time processes. With wireless communication technique, mobile electronic 

product, such as cell phone, PDA or notebook, can be used for transmitting or 

receiving the message by a certain sever. People can monitor and control the situation 

which something or somebody happens at home remotely or receive immediate video 

what they want. But nowadays, many kinds of communication protocol have been 

used such as WLAN, bluetooth, WiMAX or LTE techniques. In order to support a 

variety of protocols, a heterogeneous network system would be constructed. It 

provides an adaptable processor element to process various communications. 

Many researches try to integrate the communication device and entertainment 

platform into a system. However, the current technologies and systems cannot 

effectively meet the requirements of these digital homes for some reasons [3.8]. First, 

there are too many incompatible and not interoperable systems and standards, and 

each system only work for one particular application, using a particular physical 

transmission medium, and incompatible hardware and firmware. The Second one is 

the throughput of the future digital home system may require up to 10Gps 

(gigabit-per-second), but the current home networking technologies is below 1Gps. So  

the system bandwidth must be improved. Furthermore, the scalability, security and 

power are also the problems. 

To solve these problems, wireless severs and multimedia processor elements can be 

integrated. By integrating heterogeneous elements into a platform, a variety of 

services can be achieved in a system. In order to serve various transmit channels, the 

multi-task wireless video entertainment system is shown in Fig.3. 7. Analog front-end 

system receives and digitizes the wireless signals. Then the data is processed by an 

integrated, high performance digital system. 
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Fig.3. 7 Multi-Task wireless video entertainment system 
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Fig.3. 8 Transmitter and receiver block diagram 

In order to support various communication standards and have video entertainment 

for digital home service, a wireless video entertainment systems is developed. It 

includes four functional blocks. The block diagram of wireless video entertainment 

system transceiver is shown in Fig.3. 8. In this system, Scalable Video Coding (SVC), 

the extension of the H.264/AVC standard technique, is applied to provide spatial, 

temporal and quality scalability of the video sequences [3.9]. For the channel coding, 

Luby Transform (LT) coding, one kind of error correcting method, is applied to have 

high channel reliability. Media Access Control (MAC) module is the interface 

between application layer and the physical layer, and Wireless Processing Unit (WPU) 

handles the wireless signal processing including multi-standard baseband control and 

MIMO-OFDM. These functional blocks are grouped into a SoC system. At current 

development stage, receiver system is developed in an integrated on-demand memory 

system as which the red block in the Fig.3. 8(b) represents. The system specification 

is listed in Table.4. 1. Additionally, the details of WPU, MAC, LT coding and SVC 

coding will be described in the following sections. 
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WPU (4x4) MAC LT Coding SVC 

Input data rate 
160MBps 

(4Gbx12/s) 
7.8MBps 7.8MBps 1333KBps 

Output throughput 
7.8MBps 

(with a 64-QAM modulation) 
7.8MBps 7.8MBps 17.4MBps 

Memory access 

bandwidth 
222.4MBps 124.8MBps 124.8MBps 78.69MBps 

Memory Size 

(Required) 
6.25KB 2MB 1MB 11.34MB (a GOP) 

Table.4. 1 System Specification (Receiver) 

3.3.1 Wireless Processing Unit (WPU) 
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Fig.3. 9 Single-FFT Architecture for MIMO Modem 

The WPU is a designed as a frequency domain (FD) modem with the single-FFT 

architecture. Additionally, the single-FFT architecture for multi-standard baseband is 

suitable for IEEE802.11a/b/g/n/VHT and IEEE 802.15.3a/c. The architecture is shown 

as in Fig.3. 9. There are three key components in this architecture, including 

frequency-domain (FD) synchronization, FD adaptive sampling and single carrier 

frequency domain equalizer (SC-FDE). The features of the three components are as 

follows. 

 Frequency-domain (FD) synchronization 

1. FD Adaptive Sampling  

2. FD Boundary Decision 

3. FD Anti-I/Q Phase Recovery 

 Single carrier frequency domain equalizer (SC-FDE) 

1. Frequency-domain channel estimation (FD-CE) 

2. Frequency-domain ISI cancellation for DSSS non-CP SCBT 

3. Frequency-domain data decision 
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 FD adaptive sampling 

1. 6-symbol Lock 

2. 32 multiphase clocking 

3. Boundaryless 

4. Tolerance of -30,000~40,000 ppm SCO as shown in Fig.3. 10. 

 
Fig.3. 10 Single-FFT Architecture for MIMO Modem 
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Fig.3. 11 Single-FFT Architecture for MIMO Modem 

Moreover, For the FD boundary decision, it contains the following features, only 

1% detection error with low SNR (<5 dB) and gigh CFO tolerance. It is a trellis-based 

detector, and can be used both for DSSS and OFDM different systems. Fig.3. 11 

displays the architecture, and it contains 3 key components, including a metric 

computation, a sorter and an iterative sequence searcher. Additionally, for FD anti-I/Q 

phase recovery, it contain following features. 

1. Pseudo CFO injection 

2. Compatible with conventional method (Moose) 

3. Robust in IQ mismatch 
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4. Gain error: 2dB 

5. Phase error:20 

3.3.2 Medium Access Control (MAC) 

Medium Access Control (MAC) protocols play a very important role in wireless 

node-to-node communication, such as that between base stations and mobile terminals. 

This work concentrates on quick prototyping, early-stage verification and extensible 

design of multi-mode MAC layer systems. Starting from the integrated system of 

WiMAX/Wi-Fi dual-mode MAC, we apply Object-Oriented Analysis and Design 

(OOA&D) principle on both protocols, identifying the common and different 

components between both systems. By using divide-and-conquer and bottom-up 

design approaches, we are able to integrate WiMAX and WiFi MAC, and facilitate 

reuse and performance optimization of common components between the two 

systems. 

 
Fig.3. 12 MAC Layer Architecture 

As shown in Fig.3. 12, the MAC protocol layer, in terms of implementation, could 

be separated in two parts: the Data Plane and the Control Plane. The main function of 

the Data Plane is production of MAC layer‟s protocol data units (PDUs). It could 

either be analyzed with electronic system level (ESL) methodologies, or realized by 

FPGA hardware solutions. The Control Plane takes control of the Data Plane 
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according to various signal feedbacks. These feedbacks include PHY-to-MAC, 

Network-to-MAC and inter-BS or BS-to-MS signaling.  

Besides data processing performance that directly relates to software/hardware 

co-design, there are other factors that have great impact or overall system 

performance. For example, the Request/Grant mechanism – the content of MS request 

shall be properly received and recognized by BS, and then properly responded, vice 

versa. Some MAC transmission mechanisms including auto retransmission request 

(ARQ), handover, uplink scheduling, external environmental mechanisms such as 

BS-end or MS-end channel condition, could deeply influence system performance. 

Unfortunately, it is difficult to analyze and verify the interaction of MAC functional 

interactions. The inter-node concepts cover a range even broader than system-level 

design flows, and traditionally the verification of Control Plane begins at a later stage 

of design flow. 

3.3.3 LT Coding 

LT code is a class of rateless codes. Its performance is approximately close to 

channel capacities of arbitrary erasure channels. In theory, LT encoder generates 

infinite codewords. Each receiver starts decoding when sufficient codewords are 

collected. In spite of which codeword set is collected, the high recovery probability of 

source symbols is guaranteed. Consequently LT codes are channel independent and 

require no retransmission. For block codes, when there are too many codewords 

erased within a block, codewords in this block are undecodable and retransmission is 

needed. However, retransmission can jam the transmission and paralyze multicasting 

servers in multicasting. In comparison with block codes, LT codes are more suitable 

for multicasting. Recently, pre-codes concatenated with LT codes are standardized in 

3GPP MBMS. 

LT codes conduct BP algorithm as decoding scheme. The advantage of BP 

decoding is its low decoding complexity. It trades decoding ability for decoding 

complexity. The performance of LT codes are determined by two factors. One is the 

degree distributions derived based on BP algorithm. The other is the number of source 

symbols K. Theoretically, K approaches infinity and an LT encoder generates infinite 

codewords. In practice, with the same degree distribution, the performance of LT 
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codes degrades with the decrement of K. BP decoding process fails when source 

symbols are not decoded completely but there are not codewords with degree one left. 

The information contained in these codewords is unable to be exploited by BP 

algorithm. This follows that the recovery probability of source symbols is not optimal. 

Codewords transmitted but not efficiently decoded results in the waste of transmission 

bandwidth. 
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Fig.3. 13 An example of decidable codewords which BP decoding fails to decode 

Fig.3. 13 is a simple example to show this condition. Now, there are six source 

symbols and six codewords. The red dash line stands for the connections that can be 

exploited by BP decoding. After BP decoding, codeword 2, 4, and 5 are left. Notice 

that, the source symbol 1 can be recovered by performing exclusive-or on codeword 2 

and codeword 5. Similarly, source symbol 4 can be recovered by performing 

exclusive-or on codeword 2 and codeword 4. Finally, source symbol 5 is recovered by 

performing exclusive-or on codeword 2, codeword 4, and codeword 5. For rateless 

codes, decoding complexity is proportional to the total number of codeword degrees. 

After BP decoding, most of the codewords are removed. Besides, the average degree 
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of remaining codewords is decreased. For example, with K=1000 and N=1120, the 

average degree of the received codewords is 43.6. After BP decoding, the average 

degree of remaining codewords is 8.3 and the corresponding degree distribution is 

shown in Fig.3. 13. In addition, the average number of remaining codewords is 85.9. 

The total number of codeword degrees are (43.6×1120)/(8.3×85.9)=68.5 times less 

after BP decoding. It is efficient to conduct more complicated decoding methods to 

recover the information in the remaining codewords. 

3.3.4 Scalable Video Coding (SVC) 

 
Fig.3. 14 Architecture of an SVC encoder 

Recently, with the prosperity of the Internet video, digital television, and portable 

devices, the demand of digital video becomes more and more diversified. To deal with 

those diversified video applications, Scalable Video Coding, the latest video coding 

standard inherited from the state-of-art H.264/AVC, is formed to provide different 

scalabilities (temporal, spatial, and quality) in a single bit-stream. Fig.3. 14 shows an 

SVC encoder architecture with two spatial layers. To generate scalable bitstream, the 

input images are first downsampled to lower spatial resolution and encoded by 

H.264/AVC compatible video encoder. Afterward, the higher spatial resolution images 

are encoded by H.264/AVC encoder with additional advanced inter-layer prediction 

techniques to fully utilize the relationship between two consecutive spatial layers and 

consequently improve the coding performance. In addition, the quality and temporal 
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scalabilities are achieved in each spatial layer by the approaches of Coarse Granular 

Scalability (CGS) and Hierarchical B structure, respectively. Finally, all generated 

bitstreams corresponding to different quality scalabilities are grouped into a single 

SVC bitstream. However, in addition to the primitive coding complexities of H.264, 

the extra scalabilities of SVC also contribute significant computational complexity 

and memory requirement in hardware realization. Therefore, in order to minimize the 

computational complexity and memory requirement for realizing SVC codec, this 

project first analyzes the internal memory requirement and external memory access to 

find out the best coding method which can achieve best tradeoff between internal 

memory usages and external memory accesses and several efficient techniques are 

also proposed to improve the coding performance of SVC codec. 

3.4 Memory-Centric On-Chip Data Communication 

Platform for Wireless Video Entertainment Systems 

The designers try to meet efficient processing capability, merge multi-task system 

and use green computing concept in a system. However, when they try to integrate the 

heterogeneous functional blocks into a system, multiprocessing technique and 

multimedia process unit must be used. Furthermore, as the resolution of video 

processing applications becomes high, video signal processors should deal with a 

large amount of data within a tightly bounded time. Due to the huge data accesses, the 

system performance strongly depends on the memory bandwidth between processors 

and external memories. The system needs real-time and huge memory access 

requirement, but the speed gap of the memory and processor unit is large in the SoC 

system. Many researches are trying to minimize the speed gap. A well-organized 

memory management can significantly reduce the memory access latency. According 

to the data features of these applications, designer can find a well memory allocation 

method to reduce the number of memory access time and average access latency. 

Accordingly, for wireless video entertainment systems, memory-centric on-chip data 

communication platform is applied to provide a high bandwidth and satisfy enough 

memory requirements. 

According to the receiver system as mentioned in section 3.3, the processing 

sequence of these multiple tasks is generally step by step. the data stream of wireless 
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video entertainment systems is shown in Fig.3. 15. In memory-centric on-chip data 

communication platform, on-demand memory system can support heterogeneous and 

real-time memory requirement for wireless video entertainment systems. MMUs in 

on-demand memory system enable the processor elements to have adaptive memory 

resources. Base on different memory requirement of these processor elements, 

centralized MMU can dynamically allocate memory resources for processor elements. 

With suitable memory resource arrangement for different processor elements, the 

execution efficiency of the streaming processing in wireless video entertainment 

systems can be improved. 
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Fig.3. 15 Data stream of wireless video entertainment systems 

Overall architecture of the system is shown in Fig.3. 16. The system components 

can be categorized into data computation, data communication and data storage. For 

data computation, it includes WPU, MAC, LT coding and SVC processor elements. 

Wrappers are applied to satisfy the specification of the pre-defined protocol. 

Subsequently, the other components will be introduced as follows. 

For data communication, it includes network interface (NI) and interconnection 

network. In this system, message-passing mechanism is applied. With this mechanism, 

the transmitting data are packed into packets by network interface, and through the 

interconnection network using a pre-defined message-passing protocol. NI packetizes 

the transmitting data with a header indicating the data source, destination and some 

data information, and then transmits to the other node. It also de-packetizes the 

receiving data from the other processor elements. In addition, a packet queue is 

included in NI to store the blocking packet. 

For data storage, each distributed processor element own a d-MMU, it includes a 

distributed cache (L1 cache) and cache controller for memory access. It also manages 

the cache usage. When packet queue size in NI is insufficient, d-MMU can borrow 
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some unused cache block for NI. In addition, c-MMU is constructed for providing 

more memory resources. It includes centralized cache (L2 cache) and cache controller 

for processor elements. The cache controller can support dynamical cache 

re-organization for allocating different cache resources for different processor 

elements. In c-MMU, a DRAM controller is constructed to efficiently access off-chip 

DRAM. In DRAM controller, Address translator rearranges and translates address to 

have an efficient memory allocation, and the memory requests enter the memory 

interface with command scheduling to reduce memory access latency. The detail 

description of c-MMU will be described in chapter 4. 
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Fig.3. 16 On-Demand Memory System architecture 
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Chapter 4 
 Hierarchy Memory Management Units for 

On-Demand Memory System 

In this chapter, the design of distributed memory management unit (d-MMU) and 

centralized memory management unit (c-MMU) in on-demand memory system will 

be depicted in section 4.1 and section 4.2, respectively. 

4.1 Distributed Memory Management Unit Organization 
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Fig.4. 1 Block diagram of a local node 

A local node in memory-centric on-chip data communication platform is organized 

by distributed memory management unit (d-MMU), Network Interface (NI), wrapper 

and processor element (PE). The block diagram is shown in Fig.4. 1. To provide local 

memory resources for each processor element, efficient d-MMU is applied to process 

the memory requests. Distributed cache (L1 cache) and cache controller are included 

in d-MMU. Additionally, NI is designed as a bridge between processor element and 

on-chip interconnection network (OCIN). When the packet buffer in NI is crowded, 

unused cache blocks can be borrowed for buffering the blocking packets from PEs. In 

this section, the design of d-MMU with buffer borrowing mechanism will be 

described. 
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4.1.1 Design of d-MMU 

For the memory-centric on-chip data communication platform, d-MMUs are 

designed for PEs to store the temporal data of their tasks. Distributed cache performs 

as a high level cache for the dedicated PE in the on-demand memory system. In 

addition, a Wrapper is applied to be an interface between processor element and 

d-MMU. In on-demand memory system, PE uses the burst-based memory access 

protocol to access memory. By this protocol, read/write operation uses burst 

transmission mechanism so that it can access continuous data easily. The detail 

memory access operation will be introduced as follows. 

4.1.1.2 Memory access operation 

By applied burst-based memory access protocol, the read and write operations are 

shown in Fig.4. 2 and Fig.4. 3, respectively. With providing start address and burst 

length(BL) information, processor elements can efficiently access the burst data in 

memory. Note that the data width is 32-bit (1word) and the addressing unit is in word 

by definition. Accordingly, the cache miss penalties can be hidden by burst-based 

memory access protocol. The cache miss would be discovered immediately when a 

memory burst request has been served. Fig.4. 4 provides the explanation of hiding 

miss penalties. In Fig.4. 4(a), a read request with miss follows by a read request with 

hit. The miss penalty can be hidden because the data transmit of the first read haven`t 

been finished. For the memory write request as shown in Fig.4. 4(b), all the miss in 

the burst can be found immediately whenever write request comes, so it also can hide 

the miss processing latency of memory write. 
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Fig.4. 2 Illustration of read operation 
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Fig.4. 3 Illustration of write operation 

The maximum burst length is eight in the pre-defined protocol. In order to support 

that d-MMU can immediately check whether a memory burst request is miss when the 

request comes, two cache banks with 32 bytes (8 words) block size are allocated in 

d-MMU. With this allocation, a memory burst request would reference either a cache 

line in a cache bank or two cache lines in different cache banks, so the cache hit/miss 

detection can be finished in a cycle. The illustration of cache address mapping will be 

shown in Fig.4. 7. Note that 32Kbyte cache size and 4-way associativity 

configurations in each bank are applied in the illustration. 
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Fig.4. 4 Illustration of hiding miss penalty 

Additionally, NI is designed as a bridge between the PEs and the OCIN [4.1]-[4.4]. 

NI contains the input queue and output queue for buffering packets. However, the 

sizes of the queues dominate the area and the performance. If the buffer is insufficient, 

the PE will be stall until the head-of-line blocking releases. Therefore, if the 

utilization of the distributed memory is low, the d-MMU can borrow the memory 

resources for buffering the blocking packets from the PEs, and the PEs can keep 
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computing for their tasks. Below the d-MMU with buffer borrowing mechanism will 

be introduced in detail. 

4.1.1.2 Buffer Borrowing Mechanism 

The architecture of proposed d-MMU and efficient Network Interface with buffer 

borrowing mechanism is shown in Fig.4. 5. The NI uses a buffering control to 

generate a borrowing request to the d-MMU for borrowing memory resources. And 

thus, the d-MMU checks the valid table and generates the borrowing address for the 

NI. Fig.4. 6 presents the buffer borrowing interface between the NI and d-MMU. The 

operations of the buffer borrowing include write, read and release. For the write 

operation, the buffering control should send a buffer request to the d-MMU first, and 

send the blocking data until receiving a grant signal. However, the head-of-line 

blocking may release while waiting the grant from d-MMU or setting the data. 

Therefore, a release operation can release the extension memory resources. The 

details of the borrowing address generator and buffering control will be described as 

follows. 
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Fig.4. 5 d-MMU and efficient Network Interface 
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Fig.4. 6 Buffer borrowing interface between NI and d-MMU 

4.1.1.2.1 Borrowing Address Generator 

When the NI requests an extend buffer to store the blocking packet, the borrowing 

address generator searches an empty space in the distributed memory via checking the 

valid table. This valid table is attached in the cache tables as shown in Fig.4. 7. The 

distributed memories are divided into two banks with four-way association. The 

memories corresponding to the last associated table in bank 0 and bank 1 are 

infrequently used in opposition to others. Therefore, the d-MMU can borrow the 

empty spaces corresponding to this table. Moreover, each cache line in the four-way 

association contains 4x8 words. Therefore, the maximum payload of a packet can be 

stored in a memory block (8 words) in one cycle. If a memory block is borrowed, the 

d-MMU asserts the status bit that represents the borrowing data. Depending on the 

status bit, the cache control can mask the searching of this table in a searching 

operation. 
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Fig.4. 7 Borrowing mechanism in d-MMU 
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Fig.4. 8 Architecture of the empty memory block searching 

After the NI send a borrowing request to the d-MMU, the NI should take 2-8 

cycles for collecting the payload. Most packets contain 8 flits in their payloads, and 

the average size of payload is about 4 words. Therefore, the d-MMU has to search the 

empty memory block in 4 cycles. Additionally, the last associated tables in bank 0 and 

bank 1 contains 512 valid bits. To search the empty memory block, a 128-bit 

searching window is adopted. Fig.4. 8 shows the architecture of the empty memory 

block searching. The searching window is controlled by a search counter. The empty 

detector detects an empty memory block and generates the borrow address with the 

search counter. If all memory blocks in a searching window are full, the searching 

windows will move to the next 128 bits. Fig.4. 9 shows the searching flow chart of the 

borrowing mechanism. The flow can be divided into three steps, which are empty 

memory block searching, borrowing status setting, and data writing. The operations of 

empty memory block searching and borrowing status setting are described above. 

While writing data in the borrowing memory block, the borrowing address should be 

stored in the address queue for reading operations. After writing the payload into the 

memory block, the grant signal is changed to 0 for the next borrowing request. 
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Fig.4. 9 Searching flow chart of the borrowing mechanism in d-MMU 

4.1.1.2.2 Buffering Control 

The buffering control in NI detects the empty size of the output queue and sends 

the borrowing operations to d-MMU. Fig.4. 10 shows the block diagrams of 

borrowing mechanism in the buffering control. The buffering control sends the write, 

read, and release operations depending on an empty pointer of the output queue and a 

borrowing pointer of the borrowing header queue. The empty pointer and borrowing 

pointer indicate the number of the occupied buffers in the output queue and borrowing 

header queue, respectively. In addition, the write control contains a payload queue for 

collecting the payload, and then writing this payload to the borrowed memory block. 

The borrowing control policy of the buffering control is presented as shown in Fig.4. 

11. The borrowing mode indicates whether the blocking data stored in the d-MMU or 

not. Therefore, after receiving data from the PE, the data should be stored in the 
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d-MMU in the borrowing mode. Otherwise, the data can be stored in the output queue 

when the size of the empty slots is larger than the payload. While waiting the 

borrowing grant from d-MMU and collecting the payload, the head-of-line blocking 

may be released. Therefore, the borrowing mechanism can also be released if the 

borrowing mode equals to zero. The release signal will interrupt the search operation 

of d-MMU. 
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Fig.4. 10 Block diagrams of borrowing mechanism in network interface 
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Fig.4. 11 Borrowing control policy of the buffering control 



 

 53 

4.1.1.2.3 Simulation Results of Buffer Borrowing Mechanism 

The proposed d-MMU, NI and memory-centric OCIN are implemented in 

SystemC for the cycle-driven simulation. Thereby, the simulation environment is set 

as a 4x4 router with 4 PEs to evaluate the performance improvement via the efficient 

NIs. Fig.4. 12(a) shows the execution time of transferring 200000 packets under 

various injection loads and queue sizes. With the increasing injection load, the 

execution time decreases because the transferred packets are fixed. Additionally, Fig.4. 

12(b) shows the number of transferred packets in 300000 cycles under various 

injection loads and queue sizes. Based on the simulation results, the proposed 

borrowing mechanism can achieve the similar performance with different queue sizes. 

Moreover, the proposed efficient NI can realize about 1.15x performance 

improvement compared to the conventional one with 16flits. 
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under various injection loads and queue sizes. 

4.2 Centralized Memory Management Unit Organization 

The distributed memory resources may be insufficient for PEs. Lower level cache 

is applied to provide larger on-chip memory resources. Centralized cache and cache 

controller is included in centralized memory management unit(c-MMU). According to 

distinct memory resource requirements from different PEs, the proposed c-MMU can 

allocate different cache resources for each PE. In addition, the external memory is 

required for storing the huge data such as video frames in video processing. A DRAM 

controller is constructed in c-MMU to access DRAM device. The overall c-MMU 
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architecture with adaptive cache control and DRAM controller will be introduced in 

the following sections. 

4.2.1 Design of c-MMU 

The simple block diagram of the c-MMU is shown in Fig.4. 13. It is organized by 

an adaptive cache controller, switches, several SRAM sub-blocks and DRAM 

controller. Adaptive cache controller accepts the memory requests from d-MMUs. The 

requests issued by different d-MMU can simultaneously be executed if the used 

memory resources have no conflict. Cache controller will check the selected cache 

tables to determine whether the data is in the cache or not. According to the check 

result, the corresponding data and addresses are forwarded to the SRAM sub-block or 

DRAM controller by switch. For read requests, the read data forward to the output 

switch and send back to d-MMUs. In addition, the address translator and external 

memory interface are constructed to efficiently access the external memory. 
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Fig.4. 13 c-MMU block diagram 

Different applications may have different memory resource requirement. Even in 

the same application, it may have various memory behaviors at runtime. The proposed 

c-MMU can dynamically adjust and allocate suitable memory resources to each 

processor element. The concept of the adaptive memory resource allocation is shown 

in Fig.4. 14. Base on different memory requirement in different processor elements, 

unequal memory resources are allocated. Adaptive cache control scheme will be 

described in detail as follows. 
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Fig.4. 14 Concept of the adaptive memory resource allocation 

4.2.1.1 Adaptive cache control 

In our work, the principle of adjusting the cache size is base on selective cache 

ways which had been proposed in [4.5]. With selecting different number of ways, the 

different cache size can be assigned for processor element. It is a simple method with 

less area and timing overhead for cache reconfiguration. In proposed c-MMU 

organization, associativity-based partitioning scheme is applied for the cache partition.  

Each SRAM sub-block represents a way and form a bank for the cache organization. 

Assume there are number of N SRAM sub-blocks in c-MMU, it represents there have 

N-way associativity capacity in centralized cache. For different processor elements, 

the SRAM blocks can be grouped into several groups for processor elements. Fig.4. 

15 shows the example of SRAM bank partition. Assume the system have X processor 

elements and c-MMU has N SRAM banks. The memory partition can be achieved as 

illustrated in Fig.4. 15. 
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Fig.4. 15 Illustration of the memory partition 
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In order to dynamically allocate the memory resources for different processor 

elements at runtime, a Bank Assignment Table (BAT) is applied for recoding the 

memory usage information of three time intervals. Fig.4. 16 illustrates the cache table 

checking method when a request is served. According to the corresponding processor 

element node ID, the cache controller searches the BAT and returns the assigned bank 

numbers. These bank numbers indicate which bank tables need to be checked for the 

request. Fig.4. 16 shows the example that four banks are applied for node 3 in the first 

time interval. When a request from node 3 is served, Bank0, Bank1, Bank2 and Bank3 

tables will be selected for hit checking. By this configuration, node 3 can own a 

4-way associativity L2 cache memory resource for processing. 
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Fig.4. 16 Illustration of the cache table checking 

For the multi-task system, multiple memory requests from different processor 

element can be served simultaneously in c-MMU because the checking tables are 

independent for different nodes generally. Fig.4. 17 shows the illustration of checking 

multiple requests. The target Bank tables are selected in accordance with BAT 

information, and the check functions are operated independently. 
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Fig.4. 17 Illustration of checking multiple requests 

The processor elements may have different memory behaviors in different time 

interval at runtime. The BAT can recode the configuration in different time interval. It 

is updated by the processor element which can profile the memory requirements of 

the system. For the wireless video entertainment systems, the effective bandwidth of 

the channel can be detected by MAC. According to the detection of the wireless 

channel, the transmitter can determine the scalable level of SVC bitstream to satisfy 

the effective bandwidth. Based on various bitstream, the memory requirement of 

different quality levels is also various and can be profiled off-line. In view of these, 

the BAT can be controlled via the detection of MAC and the profiled memory 

requirements. 

With changing time intervals, the bank assignment for each processor element will 

be reorganized. The organization may be different from previous configurations. The 

Lazy-based transitioning scheme [4.6] is applied for maintaining data consistency. 

The basic concept of Lazy transitioning has been mentioned in the chapter 2. If a miss 

occurs, the data may remain in the other banks. The bank tables which are assigned in 

previous time interval need to be checked again. The flow chart of the c-MMU 

adaptive cache control is shown in Fig.4. 18. In Box 1, the read or write request will 

be chose from the request queues. The priority of read request is higher than the write 

request unless the data dependency is detected or the write queue is full. Follow that, 
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the corresponding tables are chose by BAT information (Box 2). If miss occur, the 

other tables would be checked because the corresponding data may still lie on the 

centralized memory. The situation will be happened when the memory resource for a 

particular processor element have been reduced. In Box 3, the BAT will be check 

again. If there have the other tables need to be checked, the checking operation will be 

lunched again. Otherwise, the miss operation will be executed. After finishing the 

second hit detection, additional data movement will be executed if hit occur (Box 5). 

The corresponding data will be moved from original location to the new location. 
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Fig.4. 18 Flow chart of adaptive cache control 
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4.2.1.2 Detail operation of the c-MMU 

Having adaptive cache control, the overall architecture of c-MMU is constructed as 

shown in Fig.4. 19. The blue block in the figure is cache controller and the tables in 

red block are the selected bank tables for tag checking. In the first execution stage, the 

BAT search engine searches bank assignment information according to the Node ID 

and selected time interval, and it determine what tables need to be check. At the 

following execution stage, the information in the bank tables has been read out, and 

then the hit detector outputs the corresponding read/write address and bank 

destination to the mux-based switch. If it wants to read data from external memory, 

the address will enter the corresponding bank pending buffer and external memory 

read queue. When the read data returns, the data can be directly write to the 

corresponding bank and transmit back to the corresponding d-MMUs by compare the 

address in the pending buffer(at third execution stage). The bank access input could 

come from cache controller, external memory and the other bank outputs generated by 

cache reorganization. An arbiter at the third execution stage is applied to determine 

the priority of these access requests for each memory banks. The requests from 

external memory have the highest priority to minimize the miss penalty, and the 

priority of additional write requests generated by cache reorganization is set to the 

lowest. At final execution stage, the cache data are read out and forward to the output, 

external memory or another SRAM banks by switch. For external memory request 

arbitration, read requests are served prior to the write requests.  

In the DRAM controller, the address translator is applied to re-generate friendly 

DRAM address for improving memory bandwidth efficiency and reducing the DRAM 

energy consumption. The design strategy strongly depends on the memory access 

behavior of the applications. The detail design of the address translator will be 

described in chapter 5. Furthermore, the external memory interface is constructed for 

accessing the DRAM data. The design of external memory interface will be intruded 

in the section 4.3.2. 
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Fig.4. 19 Detail architecture of c-MMU 

4.2.2 External Memory Interface in DRAM controller 

In the design of memory hierarchy system, it usually needs an off-chip memory to 

be a hierarchy level for storage the large amount of data. The external memory 

interface is used to communicate with the external memory for the system. To deal 

with tremendous data transfer and storage in video processing, the external memory 

must provide high data bandwidth to achieve the real time request. The bandwidth of 

the external memory is limited due to the pin number of I/O is finite. Accordingly the 

external memory interface must provide high data bandwidth utilization by using 

some techniques. An external memory interface will be introduced in this section. 

4.2.2.1 Concept of External Memory Interface & DRAM Model 

The external memory interface (EMI) is an interface between on-chip system and 

off-chip DRAM devices. It will receive the physical addresses from the address 

translation machine, and generate DRAM commands to access DRAM data. EMI is 

designed to control the external memory. The simple connection of the EMI is show 
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in Fig.4. 20. EMI generates the appropriate commands defined in specification which 

have been introduced in chapter2. In addition, there are various and complex timing 

constrains for issuing the DRAM commands. EMI need to issue appropriate 

commands without any DRAM timing violation. In order to improve the bandwidth 

efficiency, a command scheduling would be applied to reschedule the DRAM 

commands. Because the banks in the DRAM can operate in parallel, the commands 

with different banks would enable issued without timing constrain. According to this 

concept, rescheduling DRAM commands enables higher bandwidth utilization than 

in-order issuing. The detail architecture of proposed EMI will be described in the next 

section. 
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Fig.4. 20 Connection of EMI 

In this work, 1Gb DDR3 SDRAM model provided by Micron Inc. [4.8] is used. 

Several speed grades and configurations can be chosen as shown in Table.4. 2. 15E 

speed grade and 64Megx16 configuration is chosen. There are 8 independent banks in 

a DDR3 device. The EMI would recode the bank status and generate appropriate 

commands according to the corresponding bank states. Different speed grades and 

configurations may have different timing constrain, the designer must follow these 

timing rules to build the memory interface. The detail timing issues will also be 

described in the following sections. 

 

Table.4. 2 Micron`s DDR3 configurations 
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4.2.2.2 Architecture of EMI 

The architecture of EMI is shown in Fig.4. 21. It consists of three finite state 

machines, FIFOs, command scheduler, Timing counters and I/O control circuit. The 

operation of proposed EMI can be briefly separated into three parts and each part is 

controlled by a finite state machine. In the following sections, these parts will be 

introduced. 
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Fig.4. 21 Architecture of EMI 

4.2.2.2.1 Operation of EMI 

The first one is command generating part. In order to generate reasonable 

commands to access DRAM, 8 Bank Finite State Machines (FSM) are constructed to 

recode the status of eight DRAM internal banks. The state diagram of Bank FSM is 

shown in Fig.4. 22(a). When an input command addresses to one of DRAM banks, the 

state of the corresponding Bank FSM would be checked. According to different bank 
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status, correct commands are issued to Command Scheduler for rescheduling. 

The second one is command issuing part. After rescheduling the command, the 

DRAM commands are stored in issue FIFO. When issuing these commands to DRAM 

device, complex timing rules must be strictly observed. The command FSM can issue 

the commands in the right time without any timing violations. It is controlled by 

several timing counters which recode the cycle margins of different timing constraints. 

When a command is issued, the relative timing counters will be set to a certain value 

and start to decrease until the counter is return to zero. The timing counters will be 

checked when issuing new commands from issue FIFO. If there is no timing violation, 

the command can be issued to DRAM. Otherwise, additional stalls will occur. During 

the time of waiting, EMI will issue NOP commands to external memory. The common 

timing parameters are shown in Table.4. 3. In addition, The DRAM needs a long 

latency to power up and initialization including ZQ calibration and mode register 

loading. Fig.4. 22(b) shows command FSM state diagram. It includes initialization 

states, issue states and several waiting states. Initialization states handle the DRAM 

initializations. Issue states generate the appropriate DRAM commands to I/O control 

block. Additional waiting states would stall the command issuing until the following 

command can be issued legally. 

The third part is I/O control. When a write command is issued, the write data must 

be sent after column write latency. Also, the read data would appear in the data bus 

after column read latency when a read command is issued. The I/O control block 

controls the timing of access data, and it is controlled by I/O FSM. Furthermore, the 

Data Strobe (DQS) signal would need to be controlled by I/O for DRAM access data 

aligning. Fig.4. 22(c) shows the state diagram of I/O FSM. 
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Fig.4. 22 State diagram of EMI Finite State Machines 

Parameter Symbol 

Micron DDR3 

(-15E x16) 

(MIN value) 

Unit 

Minimum Clock Cycle Time tCK 1.5 ns 

Active to Read or write delay tRCD 13.5 ns 

Pre-charge period tRP 13.5 ns 

Write recovery time tWR 15 ns 

Write to Read delay tWTR 7.5 ns 

Load Mode Register time tMRD 4 clk 

Active to pre-charge tRAS 36 ns 

Active a to Active b tRRD 7.5 ns 

Active to Active tRC 49.5 ns 

Four Bank Active window tFAW 40 ns 

Cas to Cas command tCCD 4 clk 

Minimum CAS Latency tCL 13.5 ns 

Table.4. 3 Common timing parameters of Micron DDR3 SDRAM 
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4.2.2.2.2 Command Scheduler 

In order to improve the bandwidth efficiency, the Command Scheduler is applied 

to reschedule the command sequence. To fully utilize the DRAM bandwidth, it is 

necessary to parallelize the accessing which address to different banks. With different 

situations, appropriate scheduling will be applied. 

When the successive accesses address to different banks, the bank-miss will occur. 

Fig.4. 23(a) shows the original command sequence without any scheduling, and it has 

the worst bandwidth efficiency. Fortunately, the banks in a DRAM device can operate 

in parallel, so we can activate the banks first and then issue the column access 

commands as shown in Fig.4. 23(b). The bank activate time can be hidden. However, 

no more than four bank ACTIVATE commands may be issued in a given tFAW (MIN) 

period. If the number of successive accesses with different banks exceeds four, the 

optimal sequence is that interleaving ACTIVATE and column access commands as 

shown in Fig.4. 23(c). The proposed Command Scheduler can schedule the 

ACTIVATE and column access command with different banks to the optimal 

sequence. Note that the calculation of cycles in Fig.4. 23 is base on the minimum 

clock cycle time defined in Table.4. 3. 

ACT0 READ0 ACT1 READ1 ACT2 READ2 ACT7 READ7

8 * tRCD = 72 cycles

ACT0

tRRD

ACT1 ACT2 ACT3 ACT4

tFAW

ACT5

tRRD

ACT7 READ0 READ1 READ7

tRCD

2 * tFAW + 7 * tCCD = 68 cycles

tFAW

tCCD

ACT0

tRRD

ACT1 ACT2 ACT3READ0

tCCD

READ1 READ2 READ3

tRCD

ACT4

tRRD

ACT5 ACT6 ACT7READ4

tCCD

READ5 READ6 READ7

tRCD

tFAW

2 * tFAW = 40 cycles

(b). With schedule

(a). Without schedule

(c). With schedule (fast read/write)  
Fig.4. 23 bank-miss scheduling 

For accessing DDR3 devices, data for any write burst may be followed by a 

subsequent read command after tWTR has been met. It may cause worse bandwidth 

efficiency when the read and write commands are interleaved frequently. Fig.4. 24(a) 

illustrates the example of issuing the read bursts after write bursts. If the successive 
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read and write commands have no data dependency, the issue sequence can be 

exchanged so that the bandwidth efficiency can be improved. The example with 

scheduling is shown in Fig.4. 24(b). 

WRITE READ

2 * ( tWL + 4 + tWTR + tRTW ) = 48 cycles

tWTR
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tCCD

tWL + 4 + tWTR + 2 * tCCD = 24 cycles

(b). With schedule

Write
Read
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Read

Write
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Fig.4. 24 read / write scheduling 

When row-conflict occurs, the PRECHARGE and ACTIVATE commands must be 

issued to deactivate the open row and re-activate new row. Fig.4. 25 shows the 

example of four successive row-conflict reads with different banks. With scheduling, 

the PRECHARGE and ACTIVATE commands can be issued in advance so that the 

precharge and activate time can be hidden. 

(a). Without schedule

ACT0 READ0

4 * ( tRP + tRCD ) = 72 cyclestRCD

PRE0

tRP

ACT1 READ1PRE1 ACT3 READ3PRE3

PRE0 PRE1 PRE3

tRP

ACT0

tRRD

ACT1 ACT2 ACT3READ0

tCCD

READ1 READ2 READ3

tRCD

PRE2

tRP + tRCD + 3 * tCCD = 30 cycles

(b). With schedule  
Fig.4. 25 row-conflict scheduling 

4.2.2.3 Bandwidth Improvement with Command Scheduler 

Command Scheduler can improve the memory bandwidth efficiency by 

rescheduling the DRAM commands. Especially for the irregular DRAM accesses, 

Command Scheduler significantly reduces the average access time by hiding 

additional cycles which are caused by bank and row conflicts. In order to measure the 

DRAM memory access efficiency, we define the bandwidth utilization as shown in 
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the following equation to calculate the DRAM bandwidth utilization. 

%100
commandsaccessprocessingofcyclesTotal

DRAMbetweendatainputtingandoutputtingofcyclesTotal
nUtilizatioBandwidthDRAM   

For simulation, the random access pattern is applied for measuring the DRAM 

bandwidth utilization in the worst case. The successive access requests are random, so 

the DRAM row and bank conflict would happen frequently. For the other simulation 

information, the summary of simulation configurations is shown in Table.4. 4. 

Test Pattern configuration 

Burst Length 8 

Number of random r/w command 2000 

EMI configuration 

Clock rate 666.67MHz 

Data FIFO depth 32 

Issue FIFO depth 32 

DRAM configuration 

Channel/Rank/Bank 1/1/8 

Reference Model Micron DDR3-1333 

MT41J128M8BY-15E 

Operating clock rate 666.67MHz 

Table.4. 4 Simulation summary 

Base on the defined DRAM Bandwidth Utilization equation, the bandwidth 

utilization can be estimated, and the simulation result is shown in Table.4. 5. With 

Command Scheduler, it can improve 42.8% bandwidth utilization. 

 Without scheduler With Scheduler Improvement 

Bandwidth Utilization 18.58% 26.53% 42.8% 

Table.4. 5 Simulation of the bandwidth utilization 

4.2.3 Simulation Results of the Adaptive Cache 

In this section, the simulation results of the adaptive cache will be introduced. In 

the beginning of this section, the access latency and energy estimation method of 

memories will be introduced. Base on the measurement method, the simulations for 

static bank assignment and dynamic bank assignment will be described in section 

4.2.3.2. 
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4.2.3.1 Latency & Energy Estimation method 

For measuring the execution latency and energy consumptions including on-chip 

cache and off-chip DRAM, the estimation methods will be introduced in the 

following sub-sections. 

4.2.3.1.1 Cache Latency Estimation 

For verification and simulation, a cycle-driven model is development by SystemC. 

With constructed systemC models of the memory management units, the cache access 

latency can be considered in simulation. 

4.2.3.2.2 Cache Energy Estimation 

To approximately estimate the cache energy consumptions in system level, CACTI 

5.3 model [4.7], which is provide by HP Labs, is applied to characterize the energy 

consumption of memory elements in d-MMU and c-MMU. CACTI is an powerful 

model that enable users to measure cache and memory access time, cycle time, area, 

leakage, and dynamic power. According to the selected cache parameters, the 

corresponding dynamic energy and standby leakage power can be generated so that 

total energy consumption can be calculated. 

4.2.3.2.3 DRAM Latency Estimation 

The memory access latency can be estimated according to the Centralized MMU 

block size and selected DRAM configuration. When a cache miss occur, Centralized 

MMU will send the memory requests to DRAM and read the required block data and 

write back the replaced block data. Assume the block size is 64-byte in the 

Centralized MMU configuration, so four DRAM access commands with eight burst 

length will be generated for a block access. Fig.4. 26 shows the DRAM read latency 

for a block data in different situations. When the reference bank is in row closed state, 
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the activate command need to be issued for opening the particular row. After tRCD 

cycles, the read command can be issued for reading data and the read data will 

successively be read out after tCL cycles. The read burst length is set to 8 so the total 

data outputting time are 16 cycles. Note that the data in a block are generally located 

into the same row so the row-conflict status would not occur for a block data 

accessing. The timing diagram and cycle estimation is shown in Fig.4. 26(a). When 

the present row address is equal to the previous activated row in the reference bank, 

the activated command can be reduced and the relative cycle estimation is shown in 

Fig.4. 26(b). Adversely, the row-conflict would occur when the present row address is 

different to the previous activated row in the reference bank. The pre-charge and 

activate commands must be issued to change the row. Additional tRP cycles would be 

added in cycle estimation. The timing diagram with row-conflict is shown in Fig.4. 

26(c). 

ACT READ0 READ1

tRCD + tCL + 16 = 26 cycles

tRCD

(a). Row closed

READ2 READ3

tCL 16

READ0 READ1

tCL + 16 = 21 cycles

(b). Row hit

READ2 READ3

tCL 16

(c). Row conflict

ACT READ0 READ1

tRP + tRCD + tCL + 16 = 31 cycles

tRCD

READ2 READ3

tCL 16

PRE
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Fig.4. 26 DRAM latency estimation for different situations 

4.2.2.2.4 DRAM Energy Estimation 

In order to measure the DRAM energy consumption, the system power calculators 
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are provided by Micron Technology Inc. [4.9]. These models can estimate the power 

requirement of SDRAM devices in a system environment. These tools provide a 

friendly interface for estimating the memory power requirements needed in making 

important system architecture and design decisions. With an accurate estimation of 

power consumption, the system designer can quickly handle complex system 

trade-offs to optimize the system performance [4.9]. 

According to the selected DRAM and system configurations, the DRAM power 

consumption can be automatically calculated. The configuration summary in our 

simulation environment is shown in Table.4. 6. The example of the DDR3 

configuration interface in the System Power Calculator is shown in Fig.4. 27 and the 

system configuration interface is shown in Fig.4. 28. To simplify the simulation, only 

one DRAM device is applied for measuring the power consumption produced by SVC 

memory accesses, so the number of rank is set to 1. For setting system configurations, 

the percentage of time that all banks are in a pre-charged state can be set to zero 

because the used DRAM page policy is open page policy. In addition, the DRAM 

page hit rate and the percentage cycles of access data between DRAM, which are 

marked in Fig.4. 28, would need to be measured for power calculation. 

After setting these configurations, the DRAM power would be generated. Fig.4. 29 

shows a summary of the power measurement result including background power, 

activate power and read/write/termination power. According to these results, the 

DRAM power in the system can be measured accurately. The detail documentation 

and tools of the System Power Calculator can be downloaded in website [4.9]. 

DRAM configuration 

DRAM Model Micron 1Gb DDR3 SDRAM (MT41J64M16) 

Configuration 64Meg x 16 

Speed Grade -15E 

System configuration 

VDD 1.5V 

Clock frequency 333MHz 

Burst length Fixed to 8 

Number of Rank 1 

DRAM Page Policy 
Open page policy (The percentage of time that all banks 

on the DRAM are in a precharged state is set to 0) 

Table.4. 6 Summary of system and DRAM Configuration 
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Fig.4. 27 DDR3 Configuration interface of the System Power Calculator 

 
Fig.4. 28 System configuration interface of the System Power Calculator 
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Fig.4. 29 Summary of the power measurement result in the System Power Calculator 

4.2.3.2 Simulation of Adaptive Cache 

For various memory demands required by different PEs in memory-centric on-chip 

data communication platform, c-MMU can support reconfigurable bank assignment 

for PEs. In order to simulate the behavior of the stream applications in a 

heterogeneous system, task-level pipeline organization is applied for the simulation as 

illustrated in Fig.4. 30. Assume the stream application can be separated into four tasks 

and mapped to four nodes in platform. Each node forms a pipeline stage for 

application. According to different memory behavior in nodes, c-MMU allocates 

different number of SRAM banks for different nodes. 

Task 0 Task 1 Task 2 Task 3

node 0 node 1 node 2 node 3

c-MMU (With adaptive cache control)

DRAM
 

Fig.4. 30 Organization of simulation 
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For adaptive cache simulation, the tasks with random memory access are applied in 

each node. A task is composed of 100 number of random memory accesses with a 

particular range. For pipeline behavior, the task in pipe N can be lunched when the 

task in pipe N-1 is done. In the simulation, it is assumed that the memory requirement 

of each node in different intervals of time can be profiled by system. By updating 

BAT in proposed c-MMU with profiled information, adaptive memory resources 

partition can be achieved. Suitable adaptive bank assignment can improve the 

execution time and energy consumption compare to the fixed bank assignment (every 

node owns equal number of banks statically).  

Table.4. 7 lists the simulation information of the memory configurations. Here a 

pattern with memory requirement assumption is simulated in my simulation. Table.4. 

8 lists the information of this pattern. By the assumption of memory requirements, 

BAT in c-MMU can be updated by system for bank assignment. Additionally, 

assuming the memory requirements would be different at runtime, the assumption for 

three intervals of time are listed in Table.4. 8. For simulation, 500 tasks would be 

finished in a time interval. With profiling the memory requirement and re-allocating 

the bank assignment, the memory resources in c-MMU can be utilized effectively. 

When finishing 1500 tasks (three time intervals), 40.41% execution cycles and 

48.54% memory energy reductions can be achieved compared to the fixed bank 

assignment method. 

L1 cache (d-MMU) configuration 

Cache Size 4KB 

Number of banks 2 

Associativity 4-way 

Block size 32-byte 

Replacement policy LRU 

Write policy Write back 

L2 cache (c-MMU) configuration 

Cache Size 512KB 

Number of banks 16 

Associativity N-way, 1<=N<=16 (depend on bank assignment) 

Block size 64-byte 

Replacement policy LRU 

Write policy Write back 

External Memory configuration 
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Device DDR3 SDRAM 

Channel/Rank/Bank 1/1/8 

Size 128MB 

Number of banks 8 

Burst length Fixed to 8 

DRAM Page Policy Open page policy 

Table.4. 7 List of simulation information 

Time T0 T1 T2 

Memory 

requirements 

(node x  Memory 

usage percentage) 

node 0  25% 

node 1  19% 

node 2  37% 

node 3  19% 

Unused  0% 

node 0  19% 

node 1  19% 

node 2  50% 

node 3  12% 

Unused  0% 

node 0  19% 

node 1  19% 

node 2  44% 

node 3  18% 

Unused  0% 

Bank Assignment 

(node x  # of 

banks) 

node 0  4 

node 1  3 

node 2  6 

node 3  3 

Turn-off  0 

node 0  3 

node 1  3 

node 2  8 

node 3  2 

Turn-off  0 

node 0  3 

node 1  3 

node 2  7 

node 3  3 

Turn-off  0 

Table.4. 8 Memory requirement assumption and corresponding bank assignment for c-MMU 
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Fig.4. 31 Total execution cycles 
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Fig.4. 32 Total memory energy consumption 

4.3 Summary 

For on-demand memory system presented in chapter 3, it needs efficient memory 

management units to process the memory access and control the memory resource 

allocation. In this chapter, the design of distributed memory management unit 

(d-MMU) and centralized memory management unit (c-MMU) have been described. 

In on-demand memory system, d-MMU performs as a high level cache for the 

dedicated PE. In order to access continuous data easily, PE uses the pre-defined 

burst-based memory access protocol to access memory. With burst transmission 

mechanism, the cache miss penalty can be hidden. In addition, a novel buffer 

borrowing mechanism is proposed to reduce the stall caused by small packet buffer 

size in network interface. If the utilization of distributed cache is low, the d-MMU can 

borrow the cache blocks for buffering the blocking packets from PEs, and the PEs can 

keep processing for their tasks. 

The distributed memory resources may be insufficient for PEs. Centralized 

memory management unit(c-MMU) is designed for managing and providing larger 

centralized memory resources for system. However, PEs may have different memory 

requirements at runtime. Proposed c-MMU can support cache resource re-allocation 

by updating the bank assignment in c-MMU. Base on the associativity-based 

partitioning scheme, centralized SRAMs can be separated into several groups which 
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own different number of SRAM banks, and these groups are assigned to different PE 

to be a lower level cache. Additionally, an external memory interface (EMI) in 

DRAM controller is constructed to access external memory efficiently. By 

re-scheduling DRAM commands, the effective bandwidth of DRAM can be 

improved. 
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Chapter 5 
On-Demand Memory System for Wireless Video 

Entertainment Systems 

In this chapter, on-demand memory system is applied for wireless video 

entertainment systems. A pre-fetch and address translation mechanism will be 

proposed to improve the performance for Scalable Video Coding (SVC) processor 

element in this chapter. SVC processor element is the largest memory user in the 

system because there have multiple quality and spatial layers of the video frames need 

be stored and accessed. Thus, a pre-fetch approach for SVC is proposed to improve 

the memory access performance. Proposed pre-fetch mechanism can pre-fetch the 

residual data and motion vectors which will probably be read for inter-layer prediction 

decoding presently. Furthermore, a suitable DRAM data arrangement for SVC data is 

applied to reduce the DRAM access latency and power consumption. The address 

translation machine can increase the probability of row-hit and bank-hit status in the 

memory controller so that the additional activated power and the pre-charge time can 

be saved. The pre-fetch mechanism is presented in section 5.1 and the address 

translation is presented in section 5.2. In addition, SVC has different memory 

requirements for decoding different layers. With Proposed adaptive cache control in 

c-MMU as mentioned in chapter 4, optimizing on-chip memory utilization can be 

achieved for SVC. The analysis and simulation results will be described in section 

5.3. 

5.1 Data Pre-fetch for SVC 

5.1.1 Introduction 

In realizing the video coding hardware system, the most critical issue not only 

focuses on the hardware costs but the power consumptions. However, the property of 

intensive memory data accessing, especially for external memory access, contributes 

significant part of entire video coding system power consumptions. Therefore, if the 
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external memory accesses can be reduced, both of the power consumption and system 

performance can be improved. To lighten the overhead of external memory access, 

several works [5.1]-[5.4] discussed how to reduce the search range for motion 

estimation in part of encoder. For the video decoder, the literatures [5.5]-[5.8] 

explored the possibility of data reuse for motion compensation. Extended from the 

concept of memory organization, works [5.9]-[5.11] adopted the concept of pre-fetch 

to early acquire the data which will be used for reconstructing the video signal and 

thus increase the system performance and take the advantage of regular data accessing. 

In the traditional single layer video codec structure, such as H.264, the mechanism of 

pre-fetch is usually applied on motion estimation and compensation. However, due to 

the irregular moving of video content, the performance of pre-fetch is usually 

inefficient. It is mainly come from the irregular object moving in video content, said 

that the video decoder has no idea about where the object in video content will move 

to before decoding the motion vectors and failed to pre-fetch suitable data. Therefore, 

if the mechanism of pre-fetch can be applied on the data which will be surely used in 

the following operation, the hit rate can be significant improved and thus increase the 

system performance. 

5.1.2 Inter-layer prediction of the SVC 

In the latest video coding standard called scalable video coding (SVC), three 

scalabilities are supported to achieve spatial, temporal and quality adaptation for 

satisfying the application diversities. In addition, to further increase the coding 

performance, SVC additional adopts several prediction modes called inter-layer 

predictions to join the competition of mode decision with other traditionally available 

prediction modes. In the inter-layer prediction, the motion information, residuals and 

reconstructed video signals in base layer will be used as the references to predict the 

current macroblock. The three inter-layer prediction modes adopted in SVC are 

described as follows. 

A. Inter-layer motion prediction 

In this prediction mode, when the enhancement layer as well as the base layer is 

inter prediction mode, the motion information of base layer can be used as reference 

for prediction in enhancement layer as shown in Fig.5. 1. In this manner, the 
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macroblock partition of the enhancement layer is acquired from corresponding 8x8 

block of the base layer associated with a scaling operation. In addition to the block 

size, the motion vectors of the enhancement layer are obtained by multiplying the 

motion vectors of corresponding 8x8 block size in base layer by 2. Furthermore, the 

up-sampled motion information is used to refine the search results. 

 
Fig.5. 1 Illustration of inter-layer motion prediction [5.12] 

B. Inter-layer residual prediction 

Fig.5. 2 shows the concept of inter-layer residual prediction mode. When 

inter-layer residual prediction is performed, the residual data is up-sampled from 

corresponding 8x8 block of the base layer by bilinear interpolation. Afterward, the 

up-sampled residuals are used for predicting the residuals of the current macroblock 

in the enhancement layer. 

 
Fig.5. 2 Illustration of inter-layer residual prediction [5.12] 

C. Inter-layer intra prediction 

Inter-layer intra prediction can be employed for the macroblock in the 
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enhancement layer if the corresponding block in base layer is intra mode block. That 

is, the enhancement layer macroblock can be predicted by up-sampling the 

reconstructed macroblock of the base layer and the concept of inter-layer intra 

prediction is shown in Fig.5. 3. For up-sampling the reconstructed macroblock in base 

layer, one-dimensional four-tape and bilinear filer are used for up-sampling the 

luminance and chrominance components, respectively. 

 
Fig.5. 3 Illustration of inter-layer intra prediction [5.12] 

From the prediction flow of inter-layer prediction, we can observe a property that 

the needed data for inter-layer prediction can be known ahead before checking the 

inter-layer prediction mode for current encoding macroblock. Therefore, a data 

pre-fetch scheme, called Inter-layer Pre-fetch Scheme(IPS), for inter-layer prediction 

is proposed in this thesis. In our proposal, all information required for inter-layer 

prediction will be pre-fetched ahead before the inter-layer prediction. The design 

details will be described as follows. 

5.1.3 Proposed Inter-layer Pre-fetch Scheme 

For supporting spatial scalability, inter-layer prediction mechanisms are developed 

to enable the usage of as much lower layer information as possible for improving 

rate-distortion efficiency of the enhancement layers [5.13]. Fig.5. 4 shows the data 

relations for inter-layer prediction. When decoding advanced spatial layer of video 

frames, low layer frames will be referenced frequently. In order to increase processing 

time of the inter-layer prediction by reducing memory access latency, IPS is designed 
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to load lower layer signals to the cache in advance. 

Spatial layer 0

Spatial layer 1

Spatial layer 2

 
Fig.5. 4 Data relations of three spatial layers for inter-layer prediction 

For the inter-layer prediction, the prediction signals are usually formed by 

motion-compensated prediction inside the enhancement layer or by upsampling the 

reconstructed lower layer signal. When decoding the advanced layer by inter-layer 

motion prediction and residual prediction, SVC processor element read the residual 

and motion vector(MV) signals of lower layer from memory in regular. Accordingly, 

IPS pre-fetches the required residual and MV data which will be referenced for 

decoding the following macroblock by inter-layer prediction. Fig.5. 5 gives an 

explanation of the proposed IPS. In this figure, the green frame represents base layer 

frame and the blue frame represents enhancement layer frame. When reconstructing a 

macroblock(as illustrated by red block in Fig.5. 5), the pre-fetch engine will pre-fetch 

the necessary residuals and MVs in base layer for the next macroblock reconstructing.  

For inter-layer residual prediction, IPS loads an 8X8 block and additional residual 

signals which will need by bilinear interpolation. For inter-layer motion prediction, all 

MVs in 8X8 block are also pre-fetched by IPS. The purple block in Fig.5. 5 illustrates 

the pre-fetch parts for IPS. By this proposed scheme, the cache hit rate can 

significantly been improved for inter-layer prediction. 
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Fig.5. 5 Illustration of the Inter-layer Pre-fetch Scheme 

For the proposed IPS, Pre-fetch Command Generator(PCG) is constructed in 

distributed memory management unit(d-MMU) as shown in Fig.5. 6. PCG receives 

the frame and macroblock information from SVC processor element and generates the 

corresponding pre-fetch commands. According to the pre-defined address allocation, 

PCG can produce the pre-fetch addresses and sent to the cache control unit. When the 

cache control unit is idle or waiting miss data back, the pre-fetch commands will be 

served. It checks the cache table to determine whether the pre-fetch data is in the 

cache. If not, an additional read miss would occur, and it will read the pre-fetch data 

from the lower level memory. The amount of pre-fetching data is about 

128bytes(10x9 residuals and 8x8 MVs). It can easily be pre-fetched during 

reconstructing a marcoblock. 

Proposed IPS may induce more d-MMU cache power consumptions produced by 

additional pre-fetch command accesses. However, the scheme can effectively reduce 

the cache miss rate by pre-fetching the base layer residuals and MVs. It can also 

reduce the unnecessary cache misses in L1 cache(d-MMU) by keeping useful data in 

the cache so that the number of L2 cache(c-MMU) access can be reduced, too. These 

effects can significantly reduce the total memory energy consumptions including 

on-chip cache and off-chip memory in the system. For more detail discussions and 

simulations, it will be described in section 5.3. 
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Fig.5. 6 d-MMU architecture with Pre-fetch Command Generator 

5.2 Address Translator for SVC 

5.2.1 Introduction 

To improve memory bandwidth and power consumption in video applications, a 

new address translation machine is proposed. This address translation machine is used 

for SVC decoder. The advantage of the address translation machine is the accessing to 

external memory can become more regular. Since the translation can minimize the 

number of overhead cycles needed for row-activations in synchronous DRAM 

(SDRAM), the memory bandwidth and energy consumption can be improved 

significantly. The features of SDRAM and memory-access patterns of 

video-processing applications are considered to find a suitable address translation 

which can improve the performance of whole system. As the resolution of 

video-processing applications becomes high and H.264 supports the high compressing 

efficiency, video signal processors should deal with a large amount of data within a 

tightly bounded time. Due to the large amount of data transfer, video data are stored in 

the external memory that are usually slow, and thus the system performance strongly 

depends on the memory bandwidth between processors and external memories. The 

data transfer in the video decoder is especially huge in order to support different level 

and complex mode. To meet the requirement, we must exploit the characteristics of 
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video-processing algorithms. From the deterministic characteristic, most memory 

access patterns can be known at compile time. The regularity of memory-access 

patterns can be effectively used to reduce the number of clock cycles required in array 

accesses. Besides the high memory bandwidth, low-power consumption becomes an 

important factor to be considered in system design. As the power related to memory 

accesses dominates the whole system power in data-dominated systems, it is essential 

to reduce the memory power consumption. In the external memory, row-activation 

and pre-charge operation are dominant in dynamic power consumption. When the 

accesses to memory become more regular the number of active and pre-charge 

operation can be decreased. Therefore the dynamic power consumption is greatly 

decreased. 

5.2.2 Centralized MMU with Address Translator 
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Fig.5. 7 Centralized MMU architecture with Address translator 

According to the proposed c-MMU described in chapter 4, the Address 

Translator(AT) is a layer which translated the original access address to a suitable 

DRAM physical address in DRAM controller. Fig.5. 7 shows the simple block 

diagram of the c-MMU. When the cache needs to access the DRAM data, the address 

is translated to a physical address by AT represented by a red block in the Fig.5. 7. 

According to the re-generated physical address, the external memory interface(EMI) 

in DRAM controller can successfully access the DRAM data by generating 
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corresponding DRAM commands. Generally, the EMI use the characteristic of 

external memory and the AT use the characteristic of video processing to improve the 

DRM access performance. 

In this work, DDR3 SDRAM provided by Micron Inc. [5.14] is applied. The 

configuration parameters of this DDR3 model are shown in Table.4. 2. In order to 

have high DRAM bandwidth, the 64MegX16 configuration is selected because the 

DRAM data bus width is the widest in these models. For the wireless video 

entertainment systems, two DDR3 devices are applied and share the same bus. The 

detailed DRAM organization and data arrangement will be described in the next 

section. 

5.2.3 Data Arrangement 

The DRAM organization is shown in Fig.5. 8. There are two DDR3 devices in our 

system, In order to reduce the chip I/O port, these two DRAMs share the same 

address, data and command bus controlled by chip select signal. Because the SVC has 

huge memory requirement and the regular data access behavior, we particularly 

arrange a DRAM for SVC processor element, and the other DRAM is arranged for 

another processor elements. 

Address 
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Interface

DDR3 M0

(for SVC)

On-chip
Off-chip

Chip select
Addr/data/command

DDR3 M1

(for others)

DRAM

Controller

 
Fig.5. 8 Architecture of the DRAM organization 

5.2.3.1 Conventional Memory Mapping Method 

In general cache memory system, adjacent blocks would address to the same row, 
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same bank and same rank as much as possible for open-page DRAM policy to reduce 

the row conflict and bank conflict. The selected DDR3 size parameters are shown in 

Table.5. 1 and the related addressing parameters are shown in Table.4. 2. With the 

conventional memory mapping method, the address translation between cache address 

and DRAM physical address can be accomplished which the mapping scheme is 

shown in Fig.5. 9. One bit Byte offset is set because the data width of the selected 

DRAM configuration is 2-bytes(16-bits). And then, 10 bits for DRAM 1K column 

address, 3 bits for 8 bank address and 13 bits for 8K row address. As this mapping 

scheme, a block access can locate in the same bank and the same row so that the 

row-conflict and bank-conflict would not occur. For the adjacent block access, the 

row-conflict and bank-conflict probability can be minimized. 

Configuration 8 Meg x 16 

Number of banks 8 

Column Size 2KB 

Row size 8K columns = 16MB 

Total size 128MB 

Table.5. 1 Selected Micron DDR3 size parameters 

 

01234567891011121314151617181920212223242526

X012345678901212 01234567891011

Cache address (byte addressing)

Byte offset 

per column
Column IDBank IDRow ID

DRAM address  
Fig.5. 9 Conventional mapping scheme for the selected DRAM 

5.2.3.2 Proposed Memory Mapping Method for SVC 

The video processing has the regular memory access behavior according to the 

deterministic coding scheme. The conventional mapping scheme would not be the 

most suitable scheme for video data arrangement. In the advanced video coding 

standard, bidirectional prediction is applied to reduce bit rate. Fig.5. 10 shows the 

temporal and decoding relations of video frames in a group of pictures(GOP), which 

is supported by the SVC in our system. In order to reduce the DRAM row miss rate, 

the video frames are allocated to different banks according to the decoding references. 
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For instance, F4 will probably reference F0 or F8 to reconstruct the frame, so these 

three frames are allocated to different banks. Hence, the video decoder writes the 

reconstruct data to the new DRAM bank in regular, and would not be disarranged by 

read. It enables high row-hit rate for data write because of the regular write behavior 

for reconstructing a frame. Compared to the modern memory mapping methods which 

have been used in many works for video frames [5.15]-[5.17], the proposed memory 

mapping method is more suitable for the traditional cache-based hierarchy memory 

system because the row-hit rate of the DRAM write can be improved. Although the 

row-hit rate of the DRAM read would be higher than the modern method, the 

performance would not be degraded because the DRAM data can be cached and 

reused in the cache system. Furthermore, for motion compensation, the locality of 

reference data would strongly depend on the range of search window defined in the 

encoder. The write is more regular than the read for reconstructing frames because the 

write data is in raster-scan sequence but the read data may in random sequence. 

Accordingly, the proposed method can have low row-miss rate with reducing the 

DRAM row-conflict caused by writing reconstruct frame data. 

F1 F2 F3 F4 F5 F6 F7 F8F0

I PB B B BBBB

T0 T1T8T4T7T2T6T3T5
 

Fig.5. 10 Video frame arrangement of a GOP 

The detail memory mapping method is shown in Fig.5. 11. Take the QCIF 

resolution as an example, the reconstruct Luma and Chroma data are stored into the 

bank which is assigned by the bank interleaved scheme. Luma data will assigned to 

bank 0, bank 1 or bank 2 and the Chroma data will assigned to bank3, bank4 or bank 

5 according to the temporal relations of the decoding video frames. In order to 

increase the row-hit rate of the DRAM write, the frame data is allocated in raster-scan 

with MB unit because the decoding sequence is also in raster-scan. The row size of 

the DRAM is 2Kbytes, so 8 macroblock Luma data or 16 macroblock Chroma data 

can be store in to the same row. Fig.5. 11 shows the QCIF frame data allocation in the 

DRAM. The read data for motion compensation may be irregular, but the produced 
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reconstruct data is in raster-scan sequence. By the proposed mapping scheme, the data 

read and write for the reconstruct processing address to different banks. The produced 

reconstruct data can store into DRAM and have the minimum row-conflict. In 

addition, the residual data are placed into bank 6 and MV data are placed into bank 7 

respectively. 
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Fig.5. 11 Frame map to memory 

5.3 Analysis & Simulation Results 

In this section, the results of proposed pre-fetch and data allocation methods will 

be described in section 5.3.1 and 5.3.2, respectively. For the simulation, The SVC 

application is applied, and the summary is listed in Table.5. 2. Note that the latency 

and energy estimation methods have been introduced in chapter 4. 

 SVC parameters 

Number of Spatial layer 3 

Spatial layers QCIF(177x146)-CIF(352-288)-4CIF(704x576) 

Number of Quality layer 2 

Quality layers QPBL : 32 - QPEL : 16 

Frame rate 30fps 

GOP 8 (I-B-B-B-B-B-B-B-P) 

Sequence Stephen 

Table.5. 2 Summary of SVC information 
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5.3.1 Improvement of adding IPS 

With proposed IPS as mentioned in section 5.1, the miss rate of distributed 

memory (L1 cache) can be reduced for the SVC application. Fig.5. 12 shows the 

simulation result of the miss rate. By adding the pre-fetch scheme (shown in Green 

line), it can reduce 30.01% on average. Note that 4-way associativity cache 

configuration and Least Recently Used (LRU) replacement policy are applied in the 

simulation. The simulation for other associativity is done for 64KB cache size, and it 

is shown in Fig.5. 13. As the observation, higher way-associativity may have no 

obvious miss-rate reduction when the number of way is over 4 for this test pattern, so 

we choose a 4-way associativity configuration for L1 cache. 

Furthermore, IPS can reduce unnecessary cache misses in L1 cache by keeping 

useful data, which will be accessed recently, in the cache, so the number of L2 

memory access can also be reduced. Moreover, the number of DRAM access caused 

by L2 cache data replacement also can be reduced. As shown in Fig.5. 14 and Fig.5. 

15, the number of memory access in the centralized memory(L2 cache) can be 

reduced by 24.6% and the number of DRAM access can be reduced by 34% on 

average. 
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Fig.5. 12 Miss rate of the L1 cache versus L1 cache size 
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Fig.5. 13 L1 cache ways v.s. Miss Rate 
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Fig.5. 14 Memory access count of L2 Cache 
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Fig.5. 15 DRAM access count 
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Pre-fetch mechanism may induce additional energy overhead because there have 

extra cache access generated by pre-fetch requests. By using CACTI model, the 

energy measurement of L1 cache can be achieved and the result is shown in Fig.5. 16. 

The green part is the pre-fetch energy overhead produced by the miss pre-fetch 

requests. The red part is standby leakage energy consumption, and the blue part is the 

access energy. As shown in this figure, the access energy would increase with 

pre-fetch mechanism because of the additional pre-fetch requests. With pre-fetching, 

the standby leakage energy can be saved because it reduces the cache miss rate and 

execution time. By the cache configuration as illustrated in Fig.5. 16, pre-fetch have 

additional 18.9% energy overhead compared to the original design. Although the IPS 

may induce larger energy consumptions in d-MMU, it can reduce the execution time 

and number of L2 cache access so that total memory energy consumption would be 

reduced. The detail simulation will be introduced in the next section. 
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Fig.5. 16 L1 cache energy measurement 

5.3.2 Improvement of adding Address Translator 

The address translator converts the original address to a suitable DRAM address 

according to the proposed data allocation method as mentioned in section 5.2, and it 

can reduce the DRAM row-miss rate successfully. Fig.5. 17 and Fig.5. 18 show the 

simulation result of the DRAM row-miss rate and number of DRAM row-conflict 

respectively with different L2 cache size. Compared to the original data allocation as 
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described in section 5.2.3.1, the proposed frame data allocation method have lower 

row-miss rate and number of row-conflict in DRAM for video application. In these 

figures, blue line shows the row-miss rate of original allocation method. With 

pre-fetch mechanism, the row-miss rate and row-conflict also can be reduced because 

the number of DRAM access is reduced. The red line shows the row-miss rate of 

adding pre-fetch mechanism and the green line shows the row-miss rate of adding 

pre-fetch and proposed data allocation mechanisms. On average, 60.64% row-miss 

rate and 74.35% number of row-conflict reduction can be achieved by adding these 

proposed methods. 
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Fig.5. 17 DRAM row-miss rate 
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Fig.5. 18 Number of DRAM row-conflict 
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Reducing row-miss rate can decrease the DRAM activate power and improve the 

DRAM access bandwidth utilization. Fig.5. 19 shows the measurement result of the 

DRAM activate power. As expected, the proposed pre-fetch and data allocation 

method can reduce the activate power about 57.19% on average. For measuring 

DRAM memory access efficiency, we define the bandwidth utilization as shown in 

the following equation to calculate the DRAM bandwidth efficiency. 

%100
commandsaccessprocessingofcyclesTotal

DRAMbetweendatainputtingandoutputtingofcyclesTotal
nUtilizatioBandwidthDRAM   

The simulation result is shown in Fig.5. 20, and the proposed methods can improve 

24.87% DRAM bandwidth utilization compared to the original method. 
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Fig.5. 19 DRAM activate power 
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Fig.5. 20 DRAM bandwidth utilization 
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Consequently, DRAM energy consumption and total execution time and can be 

reduced by the proposed mechanisms as shown in Fig.5. 21 and Fig.5. 22 respectively. 

The DRAM read/write power dominates the DRAM power consumption. Reducing 

number of DRAM access is the most efficient way for decreasing the DRAM energy 

consumption. In our observation, the pre-fetch mechanism can reduce the execution 

time and energy consumption significantly because it directly reduces the number of 

DRAM access with lowing cache miss probability. Furthermore, activate power can 

be saved by address re-allocation mechanism so that DRAM energy can be reduced 

again. For execution time, pre-fetch mechanism significantly reduces the cache miss 

rate, so it has lower average memory access time than the original. By DRAM data 

re-allocation, the average miss penalty can be reduced. Accordingly, the proposed 

mechanisms reduce the execution time successfully. 

In addition, we measure total on-chip cache energy consumption with different L2 

cache size as shown in Fig.5. 23. Larger L2 cache size has more cache energy 

consumptions, but lower DRAM energy consumption can be achieved because of the 

low cache miss-rate. Fig.5. 24 illustrates the total memory energy consumption 

including on-chip cache and off-chip DRAM with different L2 cache size. As shown 

in this figure, larger L2 cache size has lower total memory consumption in the range 

from 256KB to 4MB. On average, 37.53% energy reduction can be achieved when 

adding proposed mechanisms. 
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Fig.5. 21 DRAM energy consumption 
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Fig.5. 22 Total Execution cycles 
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Fig.5. 24 Total memory energy consumption 
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5.3.3 Analysis and Simulation Results of Adaptive Cache 

Control for Wireless Video Entertainment Systems 

For wireless video entertainment systems, SVC can optimize the video quality over 

a given bit rate range. Generally, a non-scalable video encoder generates the 

compressed bitstream with a fixed resolution and quality. In contrast, a scalable video 

encoder compresses a raw video sequence into multiple layers [5.18]. One of the 

compressed layers is the base layer, which can be independently decoded and provide 

coarse visual quality. Other compressed layers are enhancement layers, which can 

only be decoded together with the base layer and can provide better visual quality. 

The complete bitstream (i.e., combination of all the layers) provides the highest 

quality. In receiver, according to different channel situation or different application in 

end-user device, the most suitable quality and resolution of the video can be 

reconstructed by SVC. Fig.5. 25 illustrates the video performance for different 

channel bit rate. In this figure, the distortion-rate curve represents the upper bound in 

quality for any coding technique at the given bit rate. With SVC technique, the 

non-scalable single staircase curve is changed to a curve with several stairs. 

 
Fig.5. 25 Video coding performance [5.18] 

The most memory starved processor element in wireless video entertainment 

systems is SVC because the video coding needs huge memory to store the frame data. 

However, decoding different scalable level in SVC would have different memory 

requirements for storing the reconstruct frames of different layers. The memory 

requirements of the deterministic scalable layers for a GOP are shown in Fig.5. 26. It 
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is quite different when various scalable layers are decoded. Therefore, adaptive cache 

control in c-MMU can be used for optimizing the on-chip memory utilization of SVC. 

In wireless video entertainment systems, the effective bandwidth of the channel 

can be detected by MAC. According to the detection of the wireless channel, the 

transmitter can determine the scalable level of SVC bitstream to satisfy the effective 

bandwidth. Based on various bitstream, the memory requirement of different quality 

and resolution levels is also various and can be profiled off-line. With profiling the 

SVC memory requirements and dynamically updating the BAT in c-MMU by MAC, 

suitable bank assignments for SVC in different situations can be achieved.  
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Fig.5. 26 SVC memory requirements of different scalable layers for a GOP 

For wireless video entertainment systems, the summary of memory configuration 

is listed in Table.5. 3. The bank assignment in c-MMU is also been profiled for 

different SVC decoding levels as shown in Table.5. 4. When SVC needs to decode 

high spatial and quality layer frames, adaptive bank assignment enables c-MMU to 

assign more banks for SVC. It can reduce the miss rate of frame reconstructing so that 

number of DRAM access can be decreased. In contrast, adaptive bank assignment can 

turn-off some banks in c-MMU when decoding low spatial and quality layer frames. 

By this configuration, Fig.5. 27 shows the execution time for decoding a GOP with 

different SVC level. Compared to the fixed bank assignment (every processor 

elements assign equal banks), adaptive bank assignment can reduce the execution 

time for decoding enhancement layers in SVC. In addition, the memory energy 
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comparison is done, and the result is shown in Fig.5. 28. Note that IPS and data 

allocation mechanism which are proposed in section 5.1 and 5.2 are applied in the 

simulation. 

L1 cache (d-MMU) configuration 

Cache Size 64KB 

Number of banks 2 

Associativity 4-way 

Block size 32-byte 

Replacement policy LRU 

Write policy Write back 

L2 cache (c-MMU) configuration 

Cache Size 2MB 

Number of banks 16 

Associativity N-way, 1<=N<=16 (depend on bank assignment) 

Block size 64-byte 

Replacement policy LRU 

Write policy Write back 

External Memory configuration 

Device DDR3 SDRAM 

Channel/Rank/Bank 1/1/8 

Size 128MB 

Number of banks 8 

Burst length Fixed to 8 

DRAM Page Policy Open page policy 

Table.5. 3 List of simulation information 

SVC level 

(Spatial layer, Quality layer)  
(1,0)  (1,1)  (2,0)  (2,1)  

Bank Assignment  

 (processor element --> # of 

banks)  

WPU  1  

MAC  2  

LT  2  

SVC  7 

WPU  1  

MAC  2  

LT  2  

SVC  8  

WPU  1  

MAC  1  

LT  1  

SVC  13  

WPU  1  

MAC  1  

LT  1  

SVC 13  

Number of turn-off banks  3  2  0  0  

Table.5. 4 c-MMU bank assignment for wireless video entertainment systems 
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Fig.5. 27 Execution cycles for different SVC levels 
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Fig.5. 28 Memory energy consumption for different SVC levels 

 Proposed c-MMU can support cache reconfiguration for different bank 

assignments in different time intervals by checking BAT. Assuming BAT can be 
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updated by MAC at runtime, dynamic bank assignment can be achieved. Here a 

simulation for dynamic bank assignment is done. Fig.5. 29 shows the relation between 

time interval and decoding SVC level in the simulation. The corresponding bank 

assignment of different SVC level is listed in Table.5. 4. To simplify the simulation, a 

GOP is decoded in each time interval. The simulation results of execution cycle and 

memory energy consumption are shown in Fig.5. 30 and Fig.5. 31, respectively. As 

result, 7.13% execution time and 10.53% memory energy consumption reduction can 

be achieved. 

T0 T1 T2 T3

(1,0)(1,1)(2,0)(2,1)

Time interval

SVC level

(Spatial layer, Quality layer)

 
Fig.5. 29 Relation between simulation time interval and decoding SVC level 
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Fig.5. 30 Simulation result of total execution cycles 
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Fig.5. 31 Simulation result of memory energy consumption 
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 5.4 Summary 

The memory management units (MMUs) have been constructed for the on-demand 

memory system in the chapter 4. In this chapter, additional inter-layer pre-fetch 

scheme (IPS) and address translation mechanism are proposed and integrated in 

MMUs to improve the performance for scalable video coding (SVC) processor 

element. These proposed methods not only reduce cache miss rate but also reduce 

total memory energy consumptions. 

For proposed IPS, the required information for inter-layer prediction in SVC 

technique will be pre-fetched ahead when reconstructing the frames, so the cache miss 

can be reduced significantly. Furthermore, IPS can reduce unnecessary cache misses 

in L1 cache and the number of DRAM access caused by cache data replacement. 

Accordingly, the execution time and memory energy consumptions can be reduced by 

IPS. In d-MMU of on-demand memory system, pre-fetch command generator (PCG) 

is constructed for generating the pre-fetch commands. Even though proposed IPS may 

have additional power overhead in d-MMU, the overall memory energy consumptions 

including total on-chip cache and off-chip DRAM can significantly be reduced. 

Additionally, to improve DRAM memory bandwidth efficiency and reduce DRAM 

power consumption, a new address translation mechanism for video applications is 

proposed in this chapter. It is achieved by an address translator in DRAM controller 

constructed in c-MMU. Proposed translation mechanism can minimize the number of 

overhead cycles needed for row-activations in DRAM. In the advanced video coding 

standard, bidirectional prediction is applied. In order to increase the DRAM row hit 

rate, the video frames are allocated to different banks according to the decoding and 

reference sequence. With bank interleaved scheme, the video decoder writes the 

reconstruct data to the new DRAM bank in regular, and would not be interrupted by 

read. It enables high row-hit rate for data write because of the regular write behavior 

for reconstructing a frame. 

With Proposed IPS and DRAM data allocation, the execution time and energy 

consumption can be saved. On average, 38.83% execution time reduction and 37.53% 

memory energy reduction can be achieved for different L2 cache size when decoding 

a GOP of SVC. In addition, decoding different layers in SVC would have different 
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memory requirements. The adaptive cache control in c-MMU can be applied for 

optimizing memory utilization in wireless video entertainment systems. With profiling 

the memory requirements for decoding different SVC spatial and quality layers, 

suitable bank assignment in c-MMU can be determined off-line. According to the 

profile information, MAC could update BAT in c-MMU and achieve the adaptive 

bank assignment. Hence, the optimizing memory utilization for the system can be 

realized. Moreover, assuming MAC can dynamically detect the channel situation and 

control the scalable level of SVC. The BAT is also can be update dynamically, so the 

adaptive memory resource allocation can be achieved at runtime. 
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Chapter 6 

Conclusions and Future Work 

6.1 Conclusions 

For constructing a multi-task platform, how to manage and utilize the memory is 

an important issue. This thesis proposes a message-passing based memory-centric 

on-chip data communication platform with on-demand memory system, and it can be 

applied for wireless video entertainment systems. In on-demand memory system, 

memory management units (MMUs) can efficiently control the memory access and 

memory resource allocation for processor elements (PEs). 

Proposed distributed memory management unit (d-MMU) performs as a high level 

cache for the dedicated PE in the on-demand memory system. Burst-based memory 

access protocol is applied to access continuous data easily, and the cache miss penalty 

also can be hidden. Furthermore, in order to reduce the stall caused by high traffic in 

network interconnection and small packet buffer size in network interface, a novel 

buffer borrowing mechanism is proposed. It enables d-MMU to borrow the cache 

blocks for buffering the blocking packets from PEs. The simulation result shows that 

number of transferred packet can be increased when the packet buffer size is small, 

and the execution time of PE can be reduced because the stall has been reduced. 

Centralized memory management unit (c-MMU) is designed for managing and 

providing larger centralized memory resources for system. PEs may have different 

memory requirements at runtime. With adaptive cache control, proposed c-MMU can 

support cache resource re-allocation for different PEs. By assigning suitable number 

of SRAM banks to PEs, the utilization of centralized on-chip cache can be optimized. 

Additionally, an external memory interface (EMI) in DRAM controller is applied to 

access external memory efficiently. By re-scheduling DRAM commands, the effective 

bandwidth of DRAM can be improved. 

For SVC in wireless video entertainment systems, inter-layer pre-fetch scheme 

(IPS) and address translation mechanism are proposed and integrated in MMUs to 

improve the decoding performance. These proposed methods not only reduce cache 

miss rate but also reduce total memory energy consumptions. For proposed IPS, the 
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required information for inter-layer prediction in SVC technique will be pre-fetched 

ahead when reconstructing the frames so that the cache miss can be reduced 

significantly. The simulation result shows that even though proposed IPS may have 

additional power overhead, the overall memory energy consumptions including total 

on-chip cache and off-chip DRAM can significantly be reduced. 

Furthermore, an address translator for video applications in DRAM controller is 

proposed to improve DRAM memory bandwidth efficiency and reduce DRAM 

activated power consumption. In general, bidirectional prediction technique is applied 

in the advanced video coding standard. With proposed bank interleaved scheme for 

frames, the video decoder writes the reconstruct data to the new DRAM bank in 

regular, and would not be interrupted by read. It enables high row-hit rate for data 

write because of the regular write behavior for reconstructing a frame. By simulation, 

IPS and DRAM data allocation mechanisms can reduce 38.83% execution time and 

37.53% memory energy consumption for different L2 cache size when decoding a 

GOP of SVC. 

In addition, adaptive cache control in c-MMU can be applied for optimizing 

memory utilization in wireless video entertainment systems. Decoding different 

scalable levels in SVC would have different memory requirements. With profiling the 

memory requirements for different SVC spatial and quality layers, suitable bank 

assignment in c-MMU can be determined. Assuming MAC can dynamically detect the 

channel situation and control the scalable level of SVC. According to the profile 

information, MAC could dynamically update BAT in c-MMU and achieve the 

adaptive bank assignment. Therefore, the optimizing memory utilization for the 

system can be realized at runtime. 

6.2 Future Work 

For designing the reconfigurable cache, a simple associativiy-based partitioning 

scheme is used in this work. However, the flexibility of cache configuration would be 

limited. More fashion partitioning method can be used for improving the 

configuration flexibility such as the works in [6.1]-[6.4]. Moreover, the profiling of 

memory behaviors is done off-line in our work. Ideally, it would be achieved by a 

powerful profiling engine in system. We assume MAC in wireless video 
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entertainment systems can handle the profiling task. In the future, more complete 

profiling mechanism will need to be constructed. 

Additionally, the standby power of DRAM would induce large static power. 

Modern DRAM devices can support sleep mode for reducing the standby power 

significantly. When the system access DRAM infrequently, sleep control mechanism 

can be applied to power-down the banks in DRAM dynamically. The mechanism can 

control by the powerful profiling engine which can detect the memory behavior at 

runtime. Therefore, the overall memory energy consumptions can be reduced. 

The eHome project is still going on. For eH-III project, a femtocell home 

multimedia center will be developed for supporting multi-view 3D video, high-speed 

MIMO OFDM and gigabit cross-layer RRM in a heterogeneous platform. The 

architecture is shown in Fig.6. 1. In the future, in order to support huge memory 

bandwidth and data transmitting requirements, it will be necessary that constructing a 

heterogeneous memory-centric multi-core platform for multimedia center. 

 
Fig.6. 1 Architecture of femtocell home multimedia center 
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