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新的時間同步演算法應用於3GPP LTE Downlink細胞搜索 

 

 

研究生：蔡耀賢                指導教授：桑梓賢 教授 

 

國立交通大學 

電子工程學系 電子研究所碩士班 

 

摘要 

 
在長期演進技術(LTE)系統下，我們提出一個好的時間同步方法和初始細胞搜索流

程。初始細胞搜索流程主要分成四個步驟，第一步驟必須將接收端所接收到的訊號，經

過低通濾波器將同步訊號以外的資料濾掉；第二步驟執行時間同步，利用第二同步訊號

的共軛對稱，對載波頻率偏差較不敏感的特性，可以提高時間同步的準確性，找出第二

同步訊號的起始點；第三步驟利用找到的第二同步訊號的起始點，經過結合循環字首盲

檢測與主同步訊號偵測得到主同步訊號的位置和細胞第二編號  ( )2(
IDN )，並解決載波頻率

偏移問題，第四步驟則是利用所得到的細胞第二編號進行第二同步訊號的偵測，得到細

胞第一編號( )1(
IDN )，藉由結合第一編號與第二編號，可以得到完整的細胞編號，細胞搜

索也就此完成。 

 

關鍵字: 細胞搜索、同步、長期演進技術 



 

ii 
 

A New Timing Synchronization Algorithm in Cell Search for 

3GPP LTE Downlink 

 

Student：Yao-Hsien Tsai          Advisor：Tzu-Hsien Sang 

 

Department of Electronics Engineering & Institute of Electronics 

National Chiao Tung University 

 

ABSTRACT 

 
The invent is a method of a new timing synchronization method and 3rd Generation 

Partnership Project (3GPP) Long Tern Evolution (LTE) cell search procedure is proposed. The 

procedure can be divided into four steps. Firstly, received signal has passed a low-pass filter 

to remove other data which are not synchronization signals. Secondly, timing synchronization 

is performed by Secondary synchronization signal’s conjugate symmetry that is immune to 

carrier frequency offsets (CFO). The property can raise the timing synchronization accuracy. 

Thirdly, in time or in frequency domain, use detected SSS starting position and perform joint 

of blind cyclic prefix (CP) detection and primary synchronization signal (PSS) detection to 

find out CP length, PSS position, and )2(
IDN . The CFO problem can be also solved in this step. 

Finally, secondary synchronization signal (SSS) detection is adopted. After going through 

procedure we can get physical-layer cell identity (Cell-ID) and cell search is accomplished. 
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Chapter 1 

Introduction 

 
The LTE is a mobile communication standard proposed by 3GPP. LTE is designed to 

meet carrier needs for high speed data rate and media transport as well as high capacity voice 

support into the next decade. Multiple-input and multiple- output (MIMO) technique and 

bigger broad bandwidths are used. LTE adopts different transmission types in uplink and 

downlink.  Single Carrier Frequency Division Multiple Access (SC-FDMA) is employed for 

uplink data transmission and Orthogonal Frequency Division Multiplexing (OFDM) is used 

for downlink data transmission. The system supports both Time Division Duplexing (TDD) 

and Frequency Division Duplexing (FDD), flexible bandwidths from 1.4 to 20 MHz 

depending on systems need. 

The frame structure for FDD is shown in Fig. 1.1 Downlink data transmission is 

arranged in frames whose duration is 10ms. Each frame consists of ten 1ms subframes, each 

subframe is defined as two consecutive 0.5ms slots [1].  

At the initial power-up of user equipment (UE), the UE must perform synchronization 

and cell search to acquire Cell-ID. It is known that ODFM systems are sensitive to time and 

frequency errors. Hence it is necessary to have robust synchronization to derive correct 

Cell-ID and provide reliable service. Our goal is to develop a new timing synchronization 

algorithm and cell search procedure such that the impact of time and frequency errors is 

minimized.  
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Fig.1.1 LTE frame structure for FDD (normal cyclic prefix). 

 

1.1 LTE Synchronization Signals 

 
Cell-ID is derived from physical layer cell identity group, )1(

IDN  (in the range of 0 to 

167) and physical layer identity within the cell-identity group )2(
IDN  (in the range of 0 to 2). 

According to LTE specification, there are 504 physical-layer cell identities transmitted 

in synchronization channel (SCH) [1]. The SCH is split into Primary synchronization channel 

(P-SCH) and Secondary synchronization channel (S-SCH). Both synchronization sequences 

are mapped on 62 subcarriers located around the DC-subcarrier in frequency domain. In FDD 

mode, P-SCH is transmitted with the last OFDM symbol in time slot 0 and time slot 10 

(every 5ms). S-SCH is transmitted with the second-last symbol in time slot 0 and time slot 10 

as shown in Fig. 1.1 

 

1.1.1 Primary Synchronization Signal 
 

The PSS sequence )(npu is generated from a frequency domain Zadoff-Chu sequence 

according to 

              
⎪
⎩

⎪
⎨

⎧

=

=
=

++
−

+
−

61,...,32,31          

30,...,1,0               
)(

63
)2)(1(

63
)1(

ne

ne
np

nnuj

nunj

u π

π

                  (1) 

where index u  is 25,29 and 34 corresponding to )2(
IDN  is 0,1 and 2. 
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For the same indexu , Zadoff-Chu sequence has ideal periodic auto-correlation property. 

For the different index u , Zadoff-Chu sequences are not orthogonal, but have low 

cross-correlation [2]. On the other hand, The PSS sequence after Inverse Discrete Fourier 

Transform (IDFT) will exhibit self-symmetric property. The real part and imaginary part of 

PSS are both symmetric. 

 There is an example that PSS sequence with )2(
IDN is zero as shown in Fig. 1.2 The real 

part and imaginary part of PSS is even symmetry by the middle point. 
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Fig. 1.2 PSS sequence with )2(

IDN is 0 after 128-point IDFT in the time domain. 
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1.1.2 Secondary Synchronization Signal 

 
The SSS sequence is interleaved by two length-31 binary sequences [1]. The 

combination of two length-31 sequences differs between slot 0 and slot 10 according to 

              
⎪⎩

⎪
⎨
⎧
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10slot  in time          )()(

0slot  in time          )()(
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                  (2) 
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=+
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)12(

10

01

11
)(

0

11
)(

1

nzncns
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nd

mm

mm

             (3) 

where 0m and 1m  are derived from )1(
IDN , so if we acquire 0m  and 1m  that imply )1(

IDN  is 

known. 

The SSS sequence, since it is real-valued in the frequency domain, after Inverse Discrete 

Fourier Transform (IDFT) it will be conjugate symmetric; this is different from PSS. There is 

an example that SSS sequence with Cell
IDN is zero as shown in Fig. 1.3. Different from PSS, 

the real part of SSS is even symmetry, but imaginary part of SSS is odd symmetry by the 

middle point. 
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Fig. 1.3 SSS sequence with Cell

IDN is 0 after 128-point IDFT in the time domain. 
 

 

 

This paper is organized as follows. Chapter 2 illustrates system model, synchronization 

and cell search procedure. Finally, Simulation results and summary are given in Chapter 3.   
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Chapter 2 Synchronization and Cell 

Search Procedure 

 

2.1 System Model 

Data transmission in LTE Downlink uses OFDM, and the transmitted signal denoted 

)(ns is given by 

                     Nne
N

ns
N

N

N
knj

k ≤≤= ∑
−

−

1,1)(
12/

2/

)2( π

α                     (4) 

where kα  denotes the data on the thk subcarrier and N is the IDFT size. Transmitting over 

a multipath propagation channel and consideration of carrier frequency offset (CFO) due to 

misalignment oscillators between transmitter and receiver, the received signal with additive 

white Gaussian noise (AWGN) and cyclic prefix is given by 

                          [ ] )2(
)()()()( N

nj
enwnhnsnr

πε

+∗=                   (5) 
where )(nh is channel impulse response, )(nw is noise, ∗denotes linear convolution andε is 

the CFO, which is frequency mismatch normalized by the subcarrier spacing. 

Channel impulse response can be model as  

                            ∑
−

=

−=
1

0

)()(
dN

d
d dnhnh δ                            (6) 

where d is delay time, dh is the complex number of Rayleigh-distributed tap reference to 

power delay profile of LTE SCM channel models. 

 



 

7 
 

2.2 Synchronization and Cell Search Procedure 

 
The synchronization and cell search procedure is shown in Fig. 2.1. The CP length 

assumed known. The received signal is sampled at 30.72MHz and is of 20MHz channel 

bandwidth, and the synchronization sequences occupy the 72 subcarriers in middle part with 

their own bandwidth of 1.08MHz. Therefore received signal is first passed through a low-pass 

filter, then down-sampled to 1.4MHz to fit 128-points IDFT for reducing computational 

complexity.  

 

2.2.1 Timing Synchronization and FCFO Compensation 
 

The major goal of timing synchronization is to acquire accurate OFDM symbol timing. 

To our knowledge, there are three methods to detect the position the time location of PSS. 

The last one is our proposed algorithm. Good synchronization will improve the accuracy of 

the Cell-ID detection. We will first introduce the three methods. 

 

 2.2.2 Three PSS Correlation 

The three specified PSS sequences denoted )(npu , where u is 25, 29 and 34 according 

to three P-SCH signals, is cross-correlated with the received signal denoted )(nr according to  

                       ∑
−

=

∗ ++=
1

0
)()()(

N

m
uu mnrmnpnQ                       (7) 

where N denote FFT size, measured in time samples. The starting position of P-SCH is 

estimated by detecting the peak of )(nQu , and )2(
IDN is determined by 

                         ( ))(maxarg)ˆ,ˆ(
,

)2( nQnN unuID =                          (8) 

where n̂ is the estimated P-SCH start position and )2(ˆ
IDN is estimated physical layer identity 

within the cell-identity group. 

 



 

8 
 

PSS self-symmetry
Correlation method

CP based method 
FCFO detection&

Compensate
FCFO

SSS detection

SSS self-symmetry
Correlation method

Three PSS 
corrrelation method

Joint of PSS detection 
and

ICFO detection&
Compensate ICFO

In frequency domain

Joint of PSS detection 
and

ICFO detection&
Compensate ICFO

In time domain

Cell-ID2

Cell-ID1

Iteration?     
yes

no

 
Fig. 2.1 Synchronization and cell search procedure. 

 

 

2.2.3 PSS Self-symmetry Correlation 
The symmetry of PSS can be exploited to the purpose of timing synchronization. Like 

the well-known CP-based method to detect symbol timing, we can use the PSS inherent 

symmetry to detect its start position. 

The received signal first goes through an auto-correlation operation: 

                     ∑
−

=

∗ +−+=
12/

1

)()()(
N

m

NmnrmnrnQ                      (9) 

where N denote FFT size, measured in time samples. The starting position of P-SCH is 
estimated by 

( ))(maxargˆ nQn
npss =                               (10) 

where pssn̂ represent estimated P-SCH start position. 
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2.2.4 SSS Self-symmetry Correlation 
The SSS in time domain shows conjugate symmetry. Even through its name implies it is 

secondary in the synchronization procedure, we found that its structure is advantageous to be 

sued in the first step of synchronization. The received signal goes through a slightly different 

cross-correlation: 

                    ∑
−

=

+−+=
12/

1
)()()(

N

m

NmnrmnrnQ                     (11) 

where N denote FFT size. The starting position of S-SCH is then estimated by 

( ))(maxargˆ nQn
nsss =                               (12) 

where sssn̂ represent the estimated S-SCH start position. The P-SCH position is at the next 

symbol time for FDD frame structure. 

The computing complexity of the three methods is as follows. Let the length of received 

signal is L and the IDFT size is N . Method one needs NNL ×+−× )1(3 complex 

multiplications; Method two and method three need )12/()1( −×+− NNL complex 

multiplications. 

Then we show that Method Three is quite resistant to CFO. Denote the received signal 

with CFO in AWGN channel is  

                  1,...,1,0,
2

−== Nkexy N
kj

kk

πε

                     (13) 
where kx is PSS sequence or SSS sequence, depending whether in method two or method 

three. ε is the CFO and N is the IDFT size. At the output of correlator of (9) and (11), we 

acquire pssQ and sssQ  given by  

N
j

N
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           (15)  

In (14), the interference caused by CFO will influence the accuracy of the judgment. While in 

(15), it is clear that the detector is quite immune to CFO. The simulation comparison will be 

shown in Chapter 3. 
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After the initial timing synchronization, CFO is estimated and compensated. CFO can be 

separated into the integer part and the fractional part as follows 

fi εεε +=                             (16) 

where iε is integer number of subcarrier spacing and fε is fractional part with value in 

11 <<− fε . We can use CP-based methods, such as in [3], to acquire fractional CFO. 

 

2.3 Joint Of PSS Detection and ICFO Compensation 
 

The major goal of PSS detection is to detect physical layer identity within the cell-identity 

group )2(
IDN . ICFO detection can be jointly estimated in this process. There are two methods 

can be used, depending on in what domain we handle the problem. 

2.3.1 In Time Domain 

In order to find )2(
IDN , the three PSS sequences in time domain are cross-correlated with 

the received P-SCH symbol. The correlation equation is given by 

       u

N

n

N
nj

pss
u

I penyu
i

i

⊗⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=Φ ∑

−

=≤≤=

1

0

)2(

,34,29,25
)(maxarg)ˆ,ˆ(

πε

βεβ
ε             (17) 

where pssy denote the received P-SCH symbol, up denote three known PSS time-domain 

sequences, u is 25, 29 and 34 according to three )2(
IDN  is 0, 1, 2. The iε denote ICFO, β is 

ICFO range and⊗ denotes circular correlation. 

2.3.2 In Frequency Domain 
The three PSS sequences in frequency domain are cross-correlated with the received 

P-SCH symbol. The correlation equation proposed by [4] is given by 

)()1()()1(maxarg)ˆ,ˆ( **
61

1,34,29,25
kPkPkYkYu uuipssipss

ku
I

i

+−−+=Φ ∑
=≤≤=

εεε
βεβ

            (18) 

where pssY denote received P-SCH symbol transformed in frequency domain, uP denote three 

known PSS frequency-domain sequences, u is 25, 29 and 34 according to three )2(
IDN  is 0, 1, 

2. The iε denote ICFO,β is ICFO range. 

Due to this differential operation, the detector is immune to symbol timing error and 

channel phase response, the demonstration is shown in [4] and [5].  
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Fig. 2.2 Block diagram of SSS detection 

 
 
 

2.4 SSS Detection 
After timing synchronization and frequency synchronization, )2(

IDN has been acquired, 

and the Cell-ID can be obtained. A common SSS detection method is proposed in [4] and is 

shown in Fig. 2.2, where 0,sssY denotes the received time slot-0 SSS sequence transformed in 

the frequency domain, and 0,sssY denotes the time slot-10 SSS sequence. 

SSS detection method consists of following steps. First, separate 0,sssY  into kR 2,0 and 

12,0 +kR , consisting of odd and even subcarriers respectively. Similarly separate 10,sssY  into 

kR 2,10 an 12,10 +kR . Second, kR 2,0 , 12,0 +kR , kR 2,10  and 12,10 +kR  are descrambled by 

10 ,cc according to equation (2),(3). Third, a correlation estimator is applied with 
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{ }100 ,minˆ ΦΦ=m    { }101 ,maxˆ ΦΦ=m                                       (19)           
 
where 300 ≤≤ b and 70 ≤≤ a bs 0 and az1 are cyclic shift version of )0(

0
=ms an )0(

1
=mz . According 

to LTE specification 1m is always larger than 0m , and once 1m and 0m are detected, )1(
IDN can be 

identified. The overall Cell-ID )( cell
IDN is equal to )2()1(3 IDID

cell
ID NNN += . 

 
 

2.5 Joint Of Cell Search Procedure and CP Length 

Detection 
The Chapter 2.2 to 2.4 introduces the different cell search procedures in the situation that 

CP length is previous known. The blind CP length detection can refer [10]. In this Chapter we 

add blind CP length detection in the cell search procedure as shown in Fig. 2.3. 

 

 
Fig. 2.3 Joint of cell search procedure and CP length detection 

 
 

Step 1 and Step 4 are the same as before. In step 2, we have to perform SSS 

self-symmetry correlation to find the starting position of S-SCH. After finding the starting 

position we decide to judge the CP length and Cell-ID2. In FDD mode, the P-SCH is just in 

the next symbol. So we can find starting position of P-SCH by 

sssnormalCPpss nNNn ˆ)0(ˆ , ++=                            (20) 

sssextendedCPpss nNNn ˆ)1(ˆ , ++=                            (21) 

Where normalCPN , denotes normal CP length, extendedCPN , is extended normal CP length, N  is 

IFFT size length, sssn̂ represents estimated S-SCH starting position of the symbol, and pssn̂ is 
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the estimated starting position of P-SCH of the symbol. 

In Step 3, take two PSS symbols according to two type CP length and apply correlation 

computation in the time domain or in the frequency domain. CP length, physical-layer identity 

within the physical-layer cell identity group ( )2(
IDN ) and integer carrier frequency offset (ICFO) 

will be acquired. 

In the time domain: 

u

N

n

N
nj

mpss
um

I penymu
I

I

⊗⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=Φ ∑

−

=≤≤==

1

0

)2(

,
,34,29,25,1,0

)(maxarg)ˆ,ˆ,ˆ(
πε

βεβ
ε        (22) 

pssy is PSS symbol in the time domain, m denotes different CP types, 0=m represent using 

normal CP and 1=m represent using extended CP. up denote three known PSS time-domain 

sequences, u is 25, 29 and 34 according to three )2(
IDN is 0, 1, 2. The Iε denote ICFO,β is ICFO 

range and⊗ denotes circular correlation that can diminish symbol timing error. 

 
In the frequency domain: 

)()1()()1(maxarg)ˆ,ˆ,ˆ( **
,,

61

1,34,29,25,1,0
kPkPkYkYmu uuImpssImpss

kum
I

I

+−−+=Φ ∑
=≤≤==

εεε
βεβ

  (23) 

where pssY is PSS symbol in the frequency domain, m denotes different CP types, 

0=m represent using normal CP and 1=m represent using extended CP. uP denote three 

known PSS frequency-domain sequences, u is 25, 29 and 34 according to three )2(
IDN  is 0, 1, 

2. The Iε denote ICFO,β is ICFO range. 
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Chapter 3 

Simulation Results and Summary 

3.1 Simulation Result 

In order to compare the performance of the proposed timing synchronization for LTE 

cell search, we adopt the tapped delay-line model of SCM channel model described in [6]. 

There are three scenarios, the suburban macro, urban macro and urban micro. The channel tap 

delay-line parameters are shown in Table I.  We consider one antenna transmitter and 

receiver. The 15MHz LTE system was considered, with sampling rate of 23.04 MHz, 

1024-point DFT/IDFT size, normal CP and 15 kHz subcarrier spacing. We also considered 

the mismatch of oscillator up to 10 ppm, with corresponds to ε =1.33. 

 
Table I. Tapped delay-line parameters 

Scenario  
Suburban Macro 

 
Urban Macro 

 
Urban Micro 

tap Power 
(dB) 

Delay
(ns) 

Power
(dB) 

Delay 
(ns) 

Power 
(dB) 

Delay 
(ns) 

1 0 0 0 0 0 0 
2 -2.6682 140.8 -2.220 360 -1.2661 284 
3 -6.2147 62.6 -1.718 252.7 -2.7201 204.7 
4 -10.4132 401.5 -5.189 1038.7 -4.2973 662.3 
5 -16.4735 1382 -9.051 2730 -6.0140 806.6 
6 -22.1898 2828 -12.501 4597.7 -8.430 922.7 

 
Fig. 3.1 shows the root mean square error (MSE) of the OFDM timing estimation 

measured in samples; the MSE is plotted against the SNR with channel scenario of suburban 

macro. When CFO is large, Method one performs poorly and the timing synchronization is 

quite off. MSEs of Method two and Method three decrease when SNR increases. Method 
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Three performs better even under the other two channel scenarios. Nevertheless we still have 

to confirm PSS detection and cell
IDN  detection performance.  
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Fig. 3.1 Timing synchronization in terms of the MSE measured in samples against the SNR. 
 

 

 

Fig. 3.2 shows the PSS detection for )2(
IDN in time domain and Fig. 3.3 in frequency 

domain. We can see the performance is related with the channel scenarios. The error 

probabilities are similar whether by time or frequency-domain methods. With CFO, method 

two, which is doing timing synchronization with PSS, cannot catch the correct symbol time.  

The worse timing synchronization also leads to worse CFO compensation. Method three, 

which is doing timing synchronization with SSS, is immune to CFO. Thus ISI and ICI are 

diminished. Consequently the performance of method three is better than method two.  
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Fig. 3.2 PSS detection performance for )2(

IDN in time domain. 
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Fig. 3.3 PSS detection performance for )2(

IDN in frequency domain. 
 
 
 
 
 

Fig. 3.4 shows the detection performance for cell
IDN . The S-SCH sequences with different 

)1(
IDN  has variation just cyclic shift. If the sequence have some interference of other response, 

the detection result would be wrong. For this reason the SSS detection is very sensitive to ISI 

and ICI. The detection performance of method two is also worse than method three. 

Consequently, method three is shown to have the advantage of lower complexity than method 

one and better performance than method one and two.  In this figure, we also compare the 

traditional method of using CP repetition to find symbol boundary. The performance is worst. 
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Fig. 3.4 Detection performance for cell

IDN  
 

3.2 Summary 

A cell search procedure is proposed for 3GPP LTE downlink. The cell search procedure 

utilizes a new timing synchronization method to increase the reliability of cell search results. 

The timing synchronization algorithm can effectively combat the impairments caused by CFO 

with low computation complexity and help achieving better performance in Cell-ID detection. 

We verified the idea by link level simulation with 3GPP LTE channel models.   
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