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Abstract

Failure analysis(FA) plays a critical role in today’s silicon debugging flow.
The efficiency of FA depends on how many net values can be observed while a
chip is running. If we acquire more net values, locating the failure will become
easier. On the contrary, few values of nets would result in more difficult FA. In
modern techniques of FA, focus ion beam is widely used since it can directly observe
net values and modify chips. These characteristics enhance the efficiency of FA.
However, due to the advanced technologies, both the interval between each wire
and width of wires become smaller. This phenomenon causes that observing and
modifying arbitrary nets become more difficult. Thus, difficulty of FA will raise as
well. To conquer this problem, we propose a methodology to modify the routing
of a design in advance. In this manner, we can reach the goals: enhancing the
(1)observing rate and (2)modifying rate. Our experimental results show that the
improvement of observing rate reaches 50% on average and modifying rate doubled

compared with the original design.
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Chapter 1

Introduction

1.1 Post-Silicon Validation/Debug

Due to the increasing complexity of modern designs and uncertainty of ad-
vanced process technologies, some design errors are difficult to be detected by pure
simulation during the design phase and hence are more likely to escape from the
current design verification flow, which leads to a low first-silicon success rate for
today’s modern designs. As a result, post-silicon debug (or failure analysis) becomes
a critical and necessary step in the current design flow to identify the root causes of
the escaped errors based on the failed silicon chips and to further fix them. There-
fore, the effectiveness and efficiency of the post-silicon debug will significantly affect

the time and cost of achieving design closure [2][7].

Unlike pre-silicon debug whereon the value of internal signals can be obtained
easily through simulation, post-silicon debug has no direct access to the internal
signals of a failed chip and relies on specialized circuit features or physical probing
techniques to observe those internal signals. The specialized circuit features include
DFT (design for test) scan-based designs [5] and DFD (design for debug) trace-
buffer-based designs [2][3][4][15], which can dump the value of pre-selected flip-flops
or internal signals. However, those pre-selected signals may not be near the physical

fault locations and the provided visibility is only for a one-cycle snapshot or a limited



number of cycles. Therefore, physical probing techniques are still required to observe

the value of critical signals for post-silicon debug.

1.2 Physical Probing Techniques

Physical probing techniques include electron beam (E-beam) probe [12], laser
voltage probe (LVP) [17], and focused ion beam (FIB) technique [1][10][11]. We will

present a brief description of each technique.

1.2.1 E-beam

E-beam probe can observe the signal on the top two metal layers through
capacitive coupled voltage contrast, and can further cooperate with FIB mill tech-
niques to probe the signal on the bottom metal layers from backside [13]. However,
advanced process technologies can easily contain more than 6 metal layers and hence

the observable signals through E-beam probe are limited.

1.2.2 LVP

LVP is a backside probe technique and measures a signal by transforming
the amplitude of the reflected laser beam into a voltage. The bandwidth of LVP is
about 10 GHz and hence is especially suitable for analyzing delay defect. However,
for 65nm technology, its transistor size is already smaller than the resolution of LVP
[8]. As a result, in order to use LVP in advance technologies, additional type of
cells need to be inserted into the circuit [8], or the cells to be observed need to be

replaced with larger cells [9], which results in extra area overhead.



1.2.3 FIB

FIB technique utilizes ion beam to remove the covered inter-layer dielectric
(ILD) above the signal to be observed and then deposit metal into the hole to
form a probe pad directly connecting the signal. This FIB probing requires no area
overhead to the design, is not only limited to the top metal layers, and is relatively
cost effective with shorter process time in current industry. In addition, the FIB
technique can also be used for circuit editing, such as cutting existing metal and
reconnecting it to a desired location (usually pre-placed spare cells). This circuit-
editing technique can quickly implement a simple circuit modification to repair the
failed chip without going through another tape-out and hence can significantly speed

up the whole silicon debug process.

When using FIB probing (or circuit editing), we need to make sure that the
metal of other signals above the observation location will not be touched or removed.
Otherwise, the probe pad may be connected to multiple signals or the original circuit
functionality may be changed. Unfortunately, when the technology node continually
shrinks, the circuit layout becomes more dense and more signals may be blocked by
the other signals on top of them for FIB probing or circuit editing [14]. We proposed
an automatic tool to efficiently identify the locations which can be used to perform
the desired FIB circuit editing. However, no current APR (automatic place and
route) tool can create a layout which is friendly for applying FIB probing or circuit

editing, if needed.

1.3 Organization of the Thesis

In this work, we propose a DFD framework, which modifies the circuit layout

to maximize the probability that a signal can be observed by FIB probing as well



as the probability that a signal can be repaired through FIB circuit editing. The
layout modification is done through a few pre-defined actions, which move a small
portion of the existing metal lines to different metal layers with new vias, instead of
performing a complete rerouting. Therefore, the proposed DFD framework can be
applied in conjunction with any APR tool. Also, the proposed DFD framework can
consider the timing critical paths of a circuit and restrict the layout modification to
the non-timing-critical paths only, making its impact on the circuit’s performance
under control. The experimental results based on an 90nm technology demonstrate
that the proposed DFD framework can effectively increase the number of signals to
be observable or repairable with FIB technique while the overall area and circuit

performance remain the same.

The rest of thesis is organized as following. We will introduce the frontside
FIB techniques and basic idea about observing signals with routing layers adjusting
in Chapter 2. In Chapter 3 and Chapter 4, we will present the usage of FIB tech-
niques and methodologies. Then we will show the experimental results of our work

in Chapter 5. Lastly, Chapter 6 will conclude this work.



Chapter 2

Background

Before mentioning our methodologies, we need to introduce the FIB technique in-

cluding its nature, process, and parameter in this chapter.

2.1 Introduction to FIB

An FIB system operates in a similar manner as a scanning electron micro-
scope (SEM) or a transmission electron microscope (TEM) except that the FIB
system utilizes a focused beam of ions (gallium most of the time) instead of a beam
of electrons. When operating at a low beam current, a focused ion beam can be
used for imaging the sample surface with high resolution. When operating at a high
beam current, a focused ion beam can be used for milling the surface. Because the
ions are larger, heavier, slower, and positive compared to electrons, the ion beam
cannot easily penetrate within individual atoms of the sample and hence can more
easily break the chemical bonds of the substrate atoms, which makes FIB suitable

for surface milling [6].

Figure 2.1 illustrates an example of using FIB technique to observe a target
signal inside a chip. In Figure 2.1(a), the surface milling is performed by applying a
focused ion beam of Ga+ to hit the surface of inter-layer dielectric (ILD), break the

bonds of a certain amount of surface material, sputter out ions (mostly positive ions),



and gradually form a hole right above the target signal. Meanwhile, an electron beam
is applied to the surface to neutralize the sputtered positive ions, and sometimes
certain gas (such as XeF2) is also applied to assist the etching (mainly for preventing
the re-deposition of the sputtered surface material). Next, in Figure 2.1(b), FIB is
used to deposit metal (Pt in this case) onto the dug hole. When the ion beam
hits the gas of metal, the metal will chemisorb on the surface through FIB-assisted
chemical vapor deposition [6]. The deposition of metal then forms a probe pad for

the target signal.

Ton Beam Ion Beam

Charge Charge
Neutralization Gas Assisted Etching Neutralization Deposition
Floo}\' l ‘ Gas Needle Floo} ‘ Gas Needle

(a) Milling process (b) Deposit process

Figure 2.1: An example of FIB probing using (a) FIB surface mill and (b) FIB deposition.

2.2 Parameter of FIB

In order to successfully finish an FIB probe or FIB circuit editing, the area of
the bottom of the FIB-dub hole (usually square), defined as baseline window, needs
to be large enough. The larger the baseline window, the higher the probability of a
successful FIB action. Since the focused ion beam or its reflection from the surface
may also hit the edge of the dug hole during the surface milling, the edge of the

dug hole is not directly orthogonal to the baseline window but a few angels outward



from bottom to top, as illustrated in Figure 2.2. As a result, for each higher metal
layer, the width of its transverse section with the dug hole is an offset larger. In
other words, if we plan to dig a hole to a lower metal layer, the area saved for the

top of the hole needs to be larger even though the size of the baseline window is the

same for all metal layers.

Metal layer ” ” Metal layer

WS

(a) Top view of the FIB hole (b) Cross-section view of the FIB hole

Figure 2.2: The different views of a FIB hole.

For general FIB technologies used in current failure-analysis companies, the
minimal sufficient width of the baseline window, denoted as WS, is around 800nm
to 1000nm. The slope of the hole’s edge is around 1-to-10 (x-direction versus y-
direction). For the UMC 90nm technology used in our experiment, such a 1-to-10
slope will create a 5nm offset for the transverse width of the hole on each higher

metal layer.



Chapter 3

FIB Observable Nets

In this chapter, we will explain our methodology to maximize the observable nets
for FIB techniques. First, we will define Net Observation Rate and describe the
methodologies to modify the design netlist. Then, we will explain how to make
a net observable by the combination of operations. Besides, we will propose a
ranking algorithm to decide the order of modification. Lastly, the overall flow will

be presented to illustrate our framework.

3.1 Introduction

To confirm an error candidate during the debug process, failure analysis
engineers often need to directly observe the signal of some specific nets in the design
netlist. Since defects may occur anywhere in the netlist after manufacturing, it is

always desirable to have as many post-silicon observable nets as possible.

With the FIB technique, we know that the value of a certain net can be
detected. However, with growing of complexity of designs, it is impossible to probe
all the nets in the netlist. Usually, more than half nets in the netlist cannot be
observed directly. Therefore, it is essential to apply some operations with layout to

increase observable nets.

Section 3.2 will introduce the definition of Net Observation Rate and for-



mulate our problem. Section 3.3 will introduce the operations with a layout and an
overall flow of our framework. Lastly, Section 3.4 will give a short conclusion to this

chapter.

3.2 Preliminary

This section presents the definition of Net Observation Rate precisely, and

then formulate the problem we attempt to solve.

3.2.1 Net Observation Rate

A net in a design netlist may correspond to several metal segments across
different metal layers. As shown in Figure 3.1, the net is distributed between layer
1-3 and each segment connects each other with vias. A net n is defined as FIB
observable if all of the following conditions hold: (1) we can dig an FIB hole inside
which no metal of other nets locates originally, (2) the width of the baseline window
exceeds the minimal sufficient width WS, and (3) the baseline window of the hole
overlaps at least WS long of any metal segment of the net n. Net Observation
Rate(NOR) can then be defined as the portion of FIB observable nets in a design

netlist as the following equation.
3 3 ‘
2 2

(a) Top view of a net (b) 3D view of a net

Figure 3.1: Illustration of a net in different layers.



_  number of FIB observable nets
NOR = number of total nets x 100%

Net Observatoin Rate indicates how many nets can be applied to FIB tech-
niques. In other words, this rate shows how much additional information we will

receive in failure analysis.

3.2.2 Problem Formulation

According to the FIB techniques and the discussion from previous section,
if more nets are reserved at the higher layers, we could have more observable nets
and higher successful FIB results of a design. Thus, the problem of observable nets

maximization can be defined as following:

INPUT

The original layout file

The width of baseline window for FIB holes

The offset for FIB holes

OUTPUT

The modified layout file

OBJECTIVE

e Maximize NOR with frontside FIB probing

CONSTRAINT

e Minimize the modification to the original layout

10



3.3 Methodology

In this section, we will first introduce the proposed operations to change a
routing. Then, we will demonstrate how to combine these operations to make a net
observable. Third, we will determine the order of modification of nets. Lastly, we

will present the overall flow of our proposed methodologies.

3.3.1 Basic Operations

To change the layout, we propose two operations, moving-up and moving-
down, and describe each of them as following. To minimize the impact of delay, the

operations we proposed will only change the routing layer of nets.

3.3.1.1 Moving-up

The first operation is Moving-up which moves the target segment up to higher
routing layers. To minimize the impact of the original routing, we only move partial
segment up. For higher successful rate of FIB, the length of partial segment we
move should reach the width of baseline window as well as possible. First, we check
whether there is sufficient space for adding both vias and segment at higher layers.
If above conditions hold, then we partition the target segment, move the one whose
upper space is free to higher layer, and maintain the connection of these segments

by adding vias. We use Figure 3.2 for illustration.

In Figure 3.2(a), segments a, ¢, and d can be directly observed. Since the
space among segments a, d, and c¢ is enough for via insertion and the space above
segment bin M6 is free, we divide segment b into three segments by, by, and b3. Then,
segment by is moved to M6 and new vias are inserted to maintain the connection.
After modification, we can observe segments a, b, and ¢ as shown in Figure 3.2(b).

In Figure 3.2(b), segment d needs to find another location for observing since it is

11



(a) Before moving up operation (b) After moving up operation

Figure 3.2: (a)Segment b cannot be observed due to insufficient space for FIB milling.
(b)Segment b is partitioned into three parts, by,bo and b3, and then by is moved to M6.
Segment by then becomes observable.

blocked by segment b,.

3.8.1.2 Moving-down

Mowing-down is our second operation. Similar to Mowving-up, we first check
whether there is sufficient space for adding both vias and segment(s) at the lower
layers. If above conditions hold, then we move the whole segment to lower layer,

and maintain the connection by adding vias.We use Figure 3.3 for illustration.

(a) Before moving down operation (b) After moving down operation

Figure 3.3: (a)Segment b cannot be observed due to segments a and c¢. (b)Segments a
and ¢ have been moved down to release the space. As a result, segment b then becomes
observable.

In Figure 3.3(a), the necessary space for observing segment b is blocked by
segments a¢ and ¢. To make segment b observable, we first check the space below
segments a and c,and find out that space below segments a and ¢ at M5 is free.
Then, segments a and ¢ are moved to M5 to release the space for segment b. After
successfully moving these segments down, segment b is finally observable as shown

in Figure 3.3(b).

12



3.3.2 Combinations

In Section 3.3.1.1 and Section 3.3.1.2, we have already introduced our op-
erations in detail. In this section, we will explain how we use them to modify a

layout.

While we attempt to modify an unobservable segment, Moving-up is usually
applied first since it gives little impact to design netlist than Moving-down. If
applying Moving-up to the target segment only can not make it observable, then
we will apply Moving-down to the segment(s) which block(s) our target segment.
However, Moving-down often comes with sacrifices, that is, the moved down segment
often becomes unobservable after applying this operation. Therefore, unless the
observable segment of the net possesses more than one observable segment or another
unobservable segments can be observed while applying modifications, we will not
apply Mowving-down to the observable segment. If it still does not work, we will apply
both Moving-up and Moving-down. If an unobservable segment can be observed

according to the above methodology, we call this segment a potential segment.

3.3.3 Ranking

Every modification is bound to affect the whole design. That is, different
orders of modification will lead to different final NOR. Therefore, we must find a
modification order to maximize NOR. For a start, we should give each net a score

for ranking.

To model the cost of making nets observable, we use number of movements
to describe the impact of original design. For example, in Figure 3.2(b), we use
one operation to move part of segment b to M6, so the cost of making segment b

observable is 1. In Figure 3.3(b), the cost of segment b is 2, because we move down

13



Algorithm: Ranking for unobservable nets
Input: The set of unobservable nets, the layout file,
the offset for FIB holes, and the width of baseline window
Output: The ranking list of unobservable nets
1. for each unobservable net n;
2. check all segments of net n;
3 if none of segments is potential segment
4 then set infinity as a score of n;
5 else
6. for each potential segment s;
7 evaluate and record the cost of modification of s;
8 set minimum cost as a first-priority score of n;
9 set number of potential segment as a second-priority score of n;
10. sort unobservable nets according to the first-priority score
11.  if the first-priority scores are equal
12. then sort according to the second-priority score
13. return ranking list of unobservable nets

Figure 3.4: The flow of ranking unobservable nets.

two segments to release the space for segment b. Then, we use this information to

help us determine the order of list.

We show the flow of ranking unobservable nets at Figure 3.4. First, we check
whether there is any potential segment among a net n;. If n; does not have any
potential segment, we set an infinity score to it. In other words, n; is impossible to
be observable under our methodology (Lines 3-4). If there is at least one potential
segment, we evaluate the cost of every potential segment (Lines 6-7). After analyzing
every potential segment, we set the minimum cost among potential segments as a
first-priority score and number of potential segments as a second-priority score(Lines
8-9). After applying this analysis to all unobservable nets, we then determine the
order of list. This list will be sorted according to first-priority scores from minimum
to maximum (Line 10). If there are two or more nets keep the same score, second-
priority score will be considered to determine the order of these nets. Order of

second-priority score is identical to first-priority score, which is from minimum to

14



maximum (Line 11-12). Finally, we obtain the ranked list of unobservable nets (Line

15).

3.3.4 Main Flow

FIB
parameters

Original
layout

N2

Generate
initial ob rate
& unobservable nets

J
Ranking
unobservable nets

Layout modification
for signal observation

Done for all
unobservable nets

YES

J
Modified / Observation /
layout rate

Figure 3.5: The flow of observable signals maximization

In this section, we explain the flow of observable nets maximization with
Figure 3.5. There are two parts of the inputs: the one is the original layout, and
the other is the set of parameters of FIB techniques. By these parameters, we can
set the aspect ratio and the width of baseline windows according to different FIB

techniques.

First, with the aspect ratio and the width of baseline windows, we analyze
the original layout to obtain the initial Net Observation Rate and the set of unob-

servable nets. After determining the order of list of unobservable nets, we apply the

15



modifications in sequence to all unobservable nets in the list. Finally, we acquire the
modified layout and Net Observation Rate. To confirm the correctness of modified
layout, we will also feed it back to commercial tools to check if it is still a legal

layout.

3.4 Summary

In this chapter, we introduce Net Observation Rate and formulate the prob-
lem, maximizing FIB observable nets via layout modification. By a combination of
the two operations, Moving-up and Moving-down, we can make some unobserved
nets observable. We also present a strategy to determine the order of modification.

Lastly, we propose our overall flow for maximization of FIB observable nets.

16



Chapter 4

Circuit-Editing

In Chapter 3, we have already introduced one of the usages of FIB techniques, FIB
Observation, and come up with a framework to maximize Net Observable Rate. In
this chapter, we will introduce another usage of FIB techniques, Circuit Editing.
Similar to Net Observable Rate, we also define Circuit FEditing Rate and describe
the methodologies to improve it. The ranking algorithm and overall flow will be

presented as well.

4.1 Introduction

Circuit editing is also an important technique to reduce the time of failure
analysis, besides net observation mentioned in Chapter 3, . Different from net
observation which only observes the value of certain nets, circuit editing attempts
to repair the design through cutting existing metal or reconnecting a segment to
a desired location (usually a pre-placed spare cell). Circuit editing technique can
quickly and simply modify a circuit to repair the failed chip without going through
another tape-out. Hence, it can significantly speed up the whole silicon debug
process. Therefore, it is also desirable to have as many post-silicon circuit-editable

nets as possible.

We will introduce the definition of Circuit Editing Rate and formulate our

17



problem in Section 4.2, and our operations with a layout and an overall flow of our
framework in Section 4.3. Lastly, we will give a short conclusion to this chapter in

Section 4.4.

4.2 Preliminary

This section will present the definition of Circuit Editing Rate precisely, and

then formulate the problem we attempt to solve.

4.2.1 Circuit Editing Rate

(a) Before circuit editing (b) After cutting and re-connection

Figure 4.1: Cut and reconnection of circuit editing.

Unlike net observation, circuit editing needs to cut and reconnect the desired
segments. That is, for a successful circuit editing, we reserve two feasible locations
for cutting and reconnecting as shown in Figure 4.1, while net observation only

needs one for observing.

Every segment of a net will apply circuit editing individually if necessary.
Thus, we partition a net to several groups according to the effects: acquiring the
same result after modifying. To simplify partitioning, we only group the segments
which lie between pins and branches. That is, the number of groups of a net equals
to the number of pins this net connects if the fanout of this net is more than one.

In Figure 4.2(a), pin Z drives four pins, A, B, C, and D. Therefore, there are five

groups, g1 to gs.

18
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O - FIB connect

(a) Divide the target signal (b) Check the enough space
into several group for each group

Figure 4.2: Check the condition of signal for circuit editing. g4 cannot be edit due to no
enough space.

Thus, in circuit editing, we take a group as a unit instead of a net. Our
concern will be how many groups is editable. That is, we would like to know the
number of groups which possess at least two feasible locations. In Figure 4.2(b),
groups ¢i, g2, g3 and g5 are all editable due to sufficient feasible locations. In
contrary, group ¢, is not editable because there is not enough suitable location to

edit.

Circuit Editing Rate(CER) can then be defined as the portion of editable

groups in a design.

_the number of editable groups
CER= the number of total groups x 100%

4.2.2 Problem Formulation

According to the FIB techniques and the discussion from previous section,

the problem of circuit-editable groups maximization can be defined as following:

INPUT

e The original layout file
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e The width of baseline window for FIB holes

The offset for FIB holes

OUTPUT

The modified layout file
OBJECTIVE
e Maximize the CER with frontside FIB probing

CONSTRAINT
e Minimize the modification to the original layout

We treat a group as a subnet and attempt to make it possess at least two
probing locations. Therefore, the problem of maximizing CER will be similar to
the one of maximizing NOR. Differences between these two problems are as follow:
(1)we divide the nets to several subnets which are called groups, and (2)C ER needs

two probing locations in a group instead of one location in a net.

4.3 Methodology

After formulating the problem, we will propose our methodology to enhance
CER in this section. Due to the similarity between net observation and circuit
editing, the operations are also the same in Mowving-up Section 3.3.1.1 and Mowving-
down Section 3.3.1.2. Therefore, in this section, we only focus on their differences:

ranking and flow.
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Algorithm: Ranking for uneditable groups
Input: The set of uneditable groups, the layout file,

the offset for FIB holes, and the width of baseline window
Output: The ranking list of uneditable groups
1. for each uneditable group g¢;
2. check all segments of group g¢;
3. if sum of probing segments and potential segments

is less than two

4 then set infinity as a score of g;

5 else

6 for each potential segment s;

7. evaluate and record the cost of modification of s;

8 if original number of probing segment is 1

9. then set minimum cost as a first-priority score of g;

10. else

11. sum the smallest two cost and set as a first-priority score of g;
12. set number of potential segments as a second-priority score of g;

13. sort uneditable groups according to the first-priority score
14. if the first-priority scores are equal

15. then sort according to the second-priority score

16. return ranking list of uneditable groups

Figure 4.3: The flow of ranking uneditable groups.

4.3.1 Ranking

With the same reason as maximizing NOR, we will also propose a ranking

algorithm to determine the order of modification as shown in Table 4.3.

First, we check whether the sum of probing segments and potential segments
among a group 7; is equal or larger than two. If the sum is less than two, we
set an infinity score to it. In other words, g; is impossible to be edited(cut and
reconnect) at the same time under our methodology (Lines 3-4). If the sum is equal
or more than two, we evaluate the cost of every potential segment (Lines 6-7). After
analyzing every potential segment, we set a first-priority score to g; according to
the number of probing segments. If the number of probing segments is one, we

set the minimum cost among potential segments as a first-priority score. If it is
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zero, we sum the smallest two cost among potential segments and set the sum as a
first-priority score (Line 8-11). We set the number of potential segments as a second-
priority score(Lines 12). After applying this analysis to all unobservable nets, we
then determine the order of list. This list will be sorted according to first-priority
scores from minimum to maximum (Line 13). If there are two or more nets keep
the same score, second-priority score will be considered to determine the order of
these groups. Order of second-priority score is identical to first-priority score, which
is from minimum to maximum (Line 14-15). Finally, we obtain the ranked list of

uneditable groups (Line 16).

4.3.2 Main Flow

FIB
parameters

Original
layout

v
~ Generate Layout modification
initial CER & for circuit editing
uneditable groups

l

Ranking
uneditable groups

Done for all
uneditable groups

YES
.
Modified Circuit
layout Editing Rate

Figure 4.4: The flow of observable signals maximization

The flow of maximizing CER is mostly similar to the one of maximizing

NOR as shown in Table 4.4. The difference is that we take a group as our unit
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instead of a net. There are two parts of the inputs: the one is the original layout,
and the other is the set of parameters of FIB techniques. By these parameters, we
can set the aspect ratio and the width of baseline windows according to different

FIB techniques.

First, with the aspect ratio and the width of baseline windows, we analyze the
original layout to obtain the initial Circuit Editing Rate and the set of uneditable
groups. After determining the order of list of uneditable groups, we apply the
modifications in sequence to all uneditable groups in the list. Finally, we return the
modified layout and Circuit Fditing Rate. To confirm the correctness of modified
layout, we will also feed it back to commercial tools to check if it is still a legal

layout.

4.4 Summary

In this chapter, we introduce Circuit Editing Rate and formulate the problem,
maximizing FIB editable groups via layout modification. By a combination of the
two operations, Moving-up and Moving-down, we can make some groups editable.
We also present a strategy to determine the order of modification. Lastly, we propose

our overall flow for maximization of FIB editable groups.
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We implement our layout modification algorithm in C++ and obtain the experimen-
tal results at our workstation. The benchmarks we used are the large circuits from
ISCAS’89 and ITC’99. The library is set for UMC 90nm and we constraint metal
6 to be the top layer for routing signals. We first synthesis these benchmarks with
Synopsys Design Compiler, and the process of placement and routing are completed
with Cadence SoC encounter. The SoC encounter outputs the original layout file
in DEF format and timing information in SPEF format. Our flow is applied to the

original layout file and outputs the modified layout file. Finally, we feedback the

Experimental Results

Chapter 5

modified layout file to encounter for verifying the correctness.

5.1 Maximization for FIB Observable Nets

Layer Original layout Modified layout
Signal | Ob. | NOR(%) | Signal | Ob. | NOR(%)

M6 1992 | 1628 9.94 6210 | 5954 36.37
M5 2346 | 1640 10.43 4843 4813 29.40
M4 3083 | 1241 7.58 2480 2278 13.91
M3 7200 | 940 5.74 1766 997 6.09
M2 1578 | 126 0.76 917 126 0.76
M1 168 7 0.00 151 7 0.00

Total || 16367 | 5582 34.10 16367 | 14175 86.61

Table 5.1: The experimental results for each layer of b17.
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First, we set the width of baseline window (W .S)to be 800nm and the aspect
ratio of FIB holes to 10:1 and these parameters could be adjusted for different FIB
milling procedures. As shown in Table 5.1, the first experiment describes the number
of observable signals at each routing layer of original and modified layouts of bl17.
The first column is the routing layer. The second and forth columns are the number
of signal first appearing in the layout. The third and sixth columns are the number
of observable signals for each layer. For example, M6 has 1628 observable signals
among 1992 signals, which are first appearing in the layout. Because we modify
the layout, the numbers of signal are different at each layer between the original
and modified layout. The forth and last column are NOR at each routing layer of
original and modified layout. From table 5.1, the signals at lower routing layers
(M1-M3) are hard to be observed. Our proposed flow targets on moving signals to
upper layers for the frontside FIB techniques, and it greatly increases the observable

signals and NOR.

Circuit | Signal NOR (%)

Initial | Upper | Random | Ranking
838417 | 8761 55.71 | 97.87 95.16 95.43
s38684 | 5132 62.37 | 97.37 94.91 95.05
s35932 | 4967 | 68.67 | 99.62 96.88 96.98

bl7 16367 | 34.11 | 90.65 77.21 86.61
b20 6061 38.69 | 91.62 87.19 87.81
b21 6153 34.44 | 93.45 88.39 89.27
b22 9196 37.73 | 92.12 84.05 88.39

Table 5.2: NOR for each benchmark.

To evaluate the ranking methodology, we perform the proposed operations
to make signals be observable in random selection. We compare NOR of random
selection with our ranking method. Table 5.2 shows the experimental results for the

benchmarks. The first column is the name of circuit. The second column is number
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of total signals. The third column is NOR of initial layout. The forth column is
the upper bound of NOR for each layout, because it is impossible to observe all
signals. The fifth column is NOR of random selection and we take the average
of 20 experimental results. The last column is NOR with our ranking method. By
comparing the results of random selection and our ranking method, NORs of ranking
are all better than random selection. From the experiments, we observe that the
observation rate can greatly be rised t090% in average. For s35932, its observation
rate is 96.13%, which means almost all signals can be observed with our proposed

flow.

Layer WS=800nm WS=1000nm
Signal | Ob. | NOR(%) || Signal | Ob. | NOR(%)
M6 6210 | 5954 36.37 7106 | 6601 40.33
M5 4843 | 4813 29.40 4266 | 4307 26.32
M4 2480 | 2278 13.91 1997 | 1769 10.81

M3 1766 997 6.09 1821 406 248
M2 917 126 0.76 1017 82 0.50
M1 151 7 0.00 160 8 0.00

Total || 16367 | 14175 86.61 16367 | 13173 80.49

Table 5.3: The experimental results for each layer of b17 with different WS.

Circuit | Signal NOR (%)

Initial | Upper | Random | Ranking
838417 | 8761 49.37 | 96.51 92.37 93.06
s38684 | 5132 | 43.37 | 96.51 92.97 93.45
s36932 | 4967 | 44.67 | 99.37 95.92 96.13

bl7 16367 | 19.45 | 85.65 68.13 80.49
b20 6061 23.59 | 87.25 81.57 83.07
b21 6153 20.35 | 89.55 83.39 85.02
b22 9196 23.24 | 88.03 77.58 83.63

Table 5.4: NOR of each benchmark with WS=1000nm.

We also set different window size to demonstrate the flexibility of our pro-

posed flow. Table 5.3 and Table 5.4 demonstrate the experimental results with WS
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of 1000nm. Table 5.3 shows the observable signals at each layer under different WS.
Even with different WS, our flow greatly increases the observable signals at upper
layers. Compared with Table 5.2, the initial NORs are greatly dropping because we
have to reserve more space for large FIB observation window. After applying our
proposed flow, the upper bound of NOR for each benchmark is almost the same with
small WS (800nm). NORs with our ranking method are also better than random
selection. According to the experiments, with our flow, NOR of each benchmark is
very close to the upper bound. Even with different window size, our proposed flow

is still very efficient to improve NOR of each benchmark.

5.2 Maximization for Circuit Editing

Circuit | Group Original layout Modified layout
CER(%) | NOR(%) || CER(%) | NOR(%)
838417 | 18454 11.72 55.71 24.53 95.16
838584 | 14779 6.73 62.39 14.45 95.30
835932 | 14691 7.97 68.67 15.41 97.50
bl7 50174 2.51 31.34 8.85 77.31
b20 18426 3.80 38.69 11.33 87.56
b21 18716 2.77 34.44 10.71 88.82
b22 27840 2.97 35.25 9.65 84.68

Table 5.5: The CER and corresponding NOR for each benchmark.

Circuit | Group WS=800nm WS=1000nm
CER(%) | NOR(%) || CER(%) | NOR(%)
838417 | 18454 24.53 95.16 22.67 92.10
838584 | 14779 14.45 95.30 13.79 93.36
835932 | 14691 15.41 97.50 14.27 96.42
b17 50174 8.85 77.31 7.80 67.88
b20 18426 11.33 87.56 10.26 81.80
b21 18716 10.71 88.82 9.94 83.55
b22 27840 9.65 84.68 8.75 77.68

Table 5.6: The CER and corresponding NOR with different WSs.
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To present the improvement of increasing CER with our proposed algorithm,
we demonstrate the experimental results in Table 5.5. The first column is the name
of circuits. The second column is the number of group as we mentioned before.
The third and fifth columns show the CER of original and modified layout with our
algorithm. The forth and last columns are NORs of corresponding modified layout.
Table 5.6 show the experimental results with different WS. From the experimental
results, the CERs of modified layouts are almost two to three times compared to the
initial layouts and NORs of modified layouts are almost equivalent as layout with
only observable signals maximization. Thus, with our proposed algorithm, we can

increase NORs and CERs at the same time.

5.3 Timing impact with layout modification

Applying modifications to design may affect the timing, and cause the design
fail due to violations of setup time and hold time. Therefore, we should take timing

impact into consideration.

The proposed flow affects the original design. Due to different coupling capac-
itance of layout modification, the timing of each path may differ from the original
design. If we modify nets which belong to critical paths, the performance of the

design may be dropped and become unpredictable.

We take the information of critical paths as the input for the proposed flow as
shown in Figure 5.1. Once we have the information of timing-critical paths, we lock
the nets which belong to critical paths and do not modify them while performing

the proposed flow for maximizing NOR or CER.

For the experiments of reducing impact to critical paths, we extract the

50 critical paths of original layout, lock the signals on these paths, and apply the
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Figure 5.1: The flow of observable signals maximization with critical paths

proposed flow for increasing NOR and CER. Then, we evaluate the timing difference
of these paths between layouts with and without information about critical paths.
As shown in Table 5.7 and Table 5.8, the first column is the name of circuits.
The second column is the timing of most critical paths in the original layout. The
third and fifth columns are the timing of most critical path in the two kinds of

layout. The time unit is ns. The forth and sixth columns are NORs (Table 5.7) and

Circuit | Ori. || Original flow Flow with critical paths
Cri. || Cri. | NOR || Cri.(ns) | NOR (%) | ave. (%)
s38417 | 7.11 || 7.11 | 95.43 7.11 93.80 0.02
s38584 | 6.89 || 6.89 | 95.05 6.89 94.35 0.00
$35932 | 9.60 || 9.60 | 96.98 9.60 96.30 0.01
bl7 6.60 || 6.59 | 86.61 6.59 86.61 0.15
b20 6.86 || 6.86 | 87.81 6.86 84.92 0.05
b21 5.90 || 5.89 | 89.27 5.89 86.23 0.04
b22 9.71 || 9.71 | 88.39 9.71 87.61 0.14

Table 5.7: The timing differences and NORs among original layout, modified layout without and
with critical paths.
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Circuit | Ori. || Original flow Flow with critical paths
Cri. || Cri. | CER || Cri.(ns) | CER (%) | ave. (%)
s38417 | 7.11 || 7.11 | 24.53 7.11 23.91 0.02
s38584 | 6.89 || 6.80 | 14.45 6.89 14.23 0.01
$35932 | 9.60 || 9.60 | 15.41 9.60 15.22 0.02
bl7 6.60 || 6.59 | 8.85 6.59 8.71 0.11
b20 6.86 || 6.86 | 11.33 6.86 10.85 0.06
b21 5.90 || 5.89 | 10.71 5.89 10.19 0.05
b22 9.71 || 9.71 | 9.65 9.71 9.42 0.40

Table 5.8: The timing difference and CERs among original layout, modified layout without and
with critical paths.

CERS (Table 5.8) for each benchmarks. The last column is the average difference

in percentage of the 50 paths.



Chapter 6

Conclusions

In this work, we propose the methodology to increase Net Observation Rate and
Circuit Editing Rate after the layout of design is obtained. With minimal timing
impact, the operations we proposed only change the routing layers of original design.
The experimental results show that observable nets are more than 90% after applying
our method. For more feasible locations for circuit editing, the experimental results
also show much improvement with our method. In the future, we will try to develop

further strategies for the unobservable nets.
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