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Modeling Water Treatments with a Two-Tank Feedback

Process Control System

Student: Ya-Hsuan Wang Advisor: Dr. Yu-Lun Huang

Institute of Electrical Control Engineering

National Chiao Tung University

Abstract

Process control system (PCS) refers to a system with controllers and network connection to
monitor and control the physical process..PCSs are usually used in critical infrastructures or
industrial plants to control the physical system: Water system providing clean and drinkable
water is one of the applications of PCS. Steady supply-and qualified water are appreciate and
required to the public. The control goal for water system is to stable the output flow of the
system and also maintain the water quality of the outlet. Open-loop control and manual
operation to control water system are commonly used now for controlling water system. The
outputs of the system is not traced with open-loop control. The disturbance due to the dynamic

of the system may be not capable to compensated with open-loop control.

In this paper, we proposed a model to simulate the water treatment system. The hydraulic
dynamic and the water quality are concerned in this model. Feedback control is utilized to
construct the control architecture of PCS. We apply model predictive control (MPC) algorithm
to control the system to approach the desired system outputs. With feedback control, controller
will trace the output of the system to adjust the control signal real-time. And with MPC, future
system states are predicted to assist the controller in generating optimal control signal to meet

the requirements. Thus, we can understand more about the behavior of the water system under
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feedback MPC control with the proposed model.
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Chapter 1

Introduction

1.1 Process control system

Control systems are computer-based systems that monitor and control physical processes.
These systems represent a wide variety of networked information technology system connected
to the physical world. Depending .on the applications, these control systems are also called
Process Control System (PCS) ;Supervisory Control and Data Acquisition (SCADA) systems,or
Cyber-Physical Systems(CPS).

PCSs are usually composed of sensors, actuators, controllers and physical processes. The
general architecture of PCS is shown as Figiire [I.1. Sensors would monitor the status of the
physical processes and the controller would send the control commands according to the in-
formation from sensors to actuators to control the physical processes. Sensors and actuators

communicate with controllers through networks.

PCS provides us a more powerful and flexible domination of the distributed collaborative
works which are connected together by the network. With PCSs, we can supervise and adjust
the physical processes remotely. The information about the physical system will be updated
through the network to the control center. The physical processes are fully controlled by the
central controller. The control center is the only authorized controller that give main control

commands to the physical system.



Actuators Sensors

Physical
Processes

network

AN

Controller

Figure 1.1: general architecture of control systems

PCSs can be applied to a variety of critical infrastructures, like the electric power grid,
factories and refineries, oil and gas pipelines-and water infrastructures. We use PCSs to manage
power systems to maintain successful and reliable system operation. The system is operated to
meet the market requirements and-also to control the power flowing properly over the network.
Industrial plants such as chemical plants control their manufacture process to maintain their
product rates and preserve the process environment. The water treatment systems utilize the

PCSs to supervise the water purification process.

According to the appliance of PCSs, these systems are mostly safety-critical. Any damage
on the system or unstable of the system would make great impact on the public or on the industry.
With the safety-critical property of PCSs, we want to protect the control systems from being
attacked.

To keep the system stable and safe, more and more mathematical modules and simulations
of the PCS are investigated. We generate mathematical models to describe the physical process
practically. Then apply the model in the simulation to simulate how the real physical system act
with the conducted control commands accurately. Other interesting topics in PCS field including

cyber-attack, optimization, and automatic system control.



e Cyber-attack

Nowadays the controllers and physical systems are getting more and more complex and
independent. The essential constituents of PCSs such as the controller, sensors, and actu-
ators transmit information through the network. The tightly network connected properties
of control systems make PCSs vulnerable to the cyber-attacks. The main goal of attackers
is to make the physical processes unstable. For cyber attacks, attackers could achieve these
by making wrong control input commands or making bad sensor outputs. And these at-
tacks could be realized by two ways, the first is to compromise sensors or actuators and the
second is to make denial of service (DoS) attacks on the way of network communication
between sensors and the controllers or the controllers and actuators[2]. Actually, system
stability is mainly affected by the control commands. Bad control commands would lead

the system to the states against the real situations of the physical system,[3].

The cyber security issue about the chemical plant is concerned and an anomaly detection
system is proposed in [4]. “Unauthorized assessment to the control center network of a
power system is issued and an analytical framework to quantify the system vulnerability

is proposed in [5].

e Optimization

PCSs are usually composed of a large number of elements which require energy to be
driven and function. Furthermore, we desire to make the best use of resource to avoid
unnecessary consumption. So concerning about the cost and effect, we aim to control
the PCSs efficiently. We want to compute control commands to reach desired control
strategies with the lowest cost and also achieving certain performance goals. The optical
control assist the system with generating control strategies ahead of time to guarantee good

performance of the control system. The optimization topics of the system operations are
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developed in different applications of PCSs. For different areas, the problems requiring

optical control are also different.

Optical control in water networks deals with the specific needs, such as minimization of
supply and pumping costs, maximization of water quality, pressure regulation for leak

prevention, etc. The optical control simulation of pump station operation is discussed in

[6].

e Automatic system control
In the past, manual control is very common in PCS. The operation of the control system
partially depends on the experience of the operators. However, the structure of PCS is get-
ting more complicated and huge.. The physical process system is decentralized in different
places, the central control center will dominate the main control commands. Automatic
system control is developed to assist controller decide the appropriate control signals to
actuators. Also, different models for simulating variate functionality and fields are inte-

grated together to help the operators compute the most adequate control commands, [[7].

In this paper, we discuss one of applications of PCS, water system. Safe and high-quality
water is required to the public. The issues of water quality and treatment are getting notice in
recent years since the change of the weather and the higher requirement of clean water. In this
paper, we propose a model to simulate the water system. And apply feedback control algorithm

to control the water quality and hydraulic dynamic.

1.2 Synopsis

The thesis is organized as follows. The related background and studies of water system
and the control algorithm will be introduce in Chapter 2. The system model will be proposed

4



in Chapter 3. The design method of controller will also be introduced in Chapter 4. We will
examine the designed controller and the proposed model with simulations in Chapter 5. In the

end, we conclude the thesis in Chapter 6.



Chapter 2

Background

2.1 Water system

Generally, water system could be divided into two part, water treatment systems and water
distribution systems. Water treatment remove the undesired substances in raw water and main-
tain expected water quality at outlet of the system: Water distribution system insure the delivery

of high-quality water and steady supply to end-user.

2.1.1 Water treatment

In real life, we process the raw water into the water system to obtain clean and drinkable
water. Several procedures are functioned in water system. The main water purifying process
includes flocculation, precipitation, filtration and disinfection. The architecture of a typical
water treatment system is shown as Figure .1l By means of these processes, the undesired

chemicals, materials, and biological contaminants would be removed from raw water.

Procedures in water system are for different purposes. Flocculation is a process which re-
moves turbidity or color of water. In this process, we aim to make the suspended solids in raw
water form bigger particles. Most of the time, some chemicals will be injected to hasten the
procedure. Then water will enter the procedure called precipitation. Tanks of this procedure

are big and with slow flow. In this procedure, the bigger particles that form in the previous



Conventional Water Treatment Process

Treated
Reservoir Coagulation Flocculation/ Filtration Water
Sedimentation Storage

ﬁ Ferric Chloride

Primary Polymer

Disinfaction Potassium

(Chlorine) Permanganate Ammonia
Sodium Hydroxide

Figure 2.1: Water treatment process [[1]]

procedure will settle since the slow water flow. Next procedure is called filtration. The remain-
ing suspended particles will be filtered and removed. Last, we need to disinfect the water to
decrease the risk of pathogen exposure to human. Also, at the disinfection procedure, chemicals

are always necessary to be utilized [8].

2.1.2 Water distribution network

Water leaving water treatment will enter water distribution system to be delivered to end-
user. Water distribution system aims‘to maintain water quality under the long distance and
time for delivering water. Furthermore, water distribution system should also guarantee the

uninterrupted supply of water.

Generally, water distribution system is composed of actuators, pipes, and tanks. The topol-
ogy affects the operation of the elements in water distribution system. Figure shows some
examples of topology of water distribution system [6]. Figure shows a star-structure wa-
ter network. The direction of water flow is obvious. Usually, the central source is one large
source to supply water to other consuming nodes. Figure shows the tree-structure of water
network. Tree-structure also contains a large reservoir for preserving water and supply water to
the consumer nodes or internal reservoirs. The sense of the flows is defined, from source to the

demands.



Central source

— |Central source _

. Internal reservior

\
‘ VAR
Internal reservoir A \
dy
A\l

d d

(a) Star-structure water network (b) Tree-structure water network
Figure 2.2: Topology of water network
For different topology, the control scenarios may be varied. But the control goal will stay
the same, to deliver clean, qualified water and steady supply is the main purpose for controlling

water distribution system.

2.2 Water quality

There are numerous factors when-we evaluate the water quality. The factors include tur-
bidity, concentration of residual chlorine, pH, temperature, etc.. Generally, Water quality is
determined by three basic assessment, physical assessment, chemical assessment and biological
assessment [9]. Qualified water should be colorless, tasteless and sterile. Physical assessment is
the standard for the appearance and the taste of water; Chemical assessment is the standard for
the dissolved chemicals in water; and the biological assessment is the standard for the biological

contaminants in water, such as bacteria.

e Physical assessment
Physical assessment includes the limitation of turbidity, temperature, and odor etc.. Here
we consider more about the factor that influences the appearance and the color of water, the

turbidity. Turbidity is the measurement of the scattering degree of the suspended materials
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toward light in water. There are several kinds of suspended materials in water, such as
clay, organic or inorganic colloid, and plankton etc. [[10]. Most of the time, the suspended
solids which cause turbidity are harmless. However, these solids in water would protect
pathogens from being disinfected and also decrease the possibility of raw water to be
processed. If the turbidity of raw water is higher than the standard, the raw water cannot

be treated directly.

Chemical assessment

Chemical assessment includes the residual chlorine, heavy metals, orthophosphates etc..
The concentration of these chemicals in water has a great impact on the palatability of
water. For example, chlorine is_the most common disinfectant in water industry, be-
cause of its low cost and high effectiveness of disinfection. Chlorine mixed with water
forms hypochlorous acid and hypochlorite ions.. These elements generated from chlo-
rine are called effective tesidual chlorine. They are the chemical elements with powerful
oxidizing properties. However, high concentration of chlorine in water may not reduce
pathogen exposure effectively and even overreact with the organic compounds to produce
by-products which may be harmful for human. Hence, the dose of disinfectant must be
enough to achieve sufficient disinfection of the water, but not too much to produce exces-
sive by-products. Appropriate control of the concentration of the concentration of these

chemicals is very important.

Biological assessment

Biological assessment is mainly the limitation of the concentration of different kinds of
organisms in water. High concentration of organisms such as bacteria, Escherichia coli,
cryptosporidium etc., may be risky to human health. We usually utilize the chemicals

to reduce the concentration of these organisms in water. The chlorine which discussed



before is the common one to disinfect.

To meet these quality standards, chemicals are very common to be utilized. For example,
chlorine is usually used for disinfecting and coagulant for reducing the turbidity. The concen-
tration chemicals should be ranged in the regulation, since the too much chemicals in water are
also not appreciate.

In this paper, we consider the concentration of the chemicals in water as the major factors
when we concern water quality. To control water quality to meet the end-user, concentration of

the chemicals in water is what we concern and aim to control in the following work.

2.3 Water system with process control

To provide safe and drinkable water for end-user, adequate water treatment control is nec-
essary. We intend to control the water system to approach-the desired output of the system. For
water treatment system, water suppliers want to control the hydraulic stability and also optimize
each process of the treatments. For water distribution system, we want to control the system to

supply steady quantity of water and qualified water.

2.3.1 Water treatment with process control

With controller to water treatment system, we aim to control the system to maintain water
quality and meet time variant consumer demand for water. To control and understand more about
the behavior of the water treatment system, simulators are developed to assist water suppliers to
realize how systems react under different control strategies and situations [[11]. The followings

are some currently used simulators :

e OTTER

10



OTTER is coded in FORTRAN and developed by WRc. OTTER simulate the dynami-
cal changes in raw water quality, flow and process operating conditions. OTTER assist
the operators to analyze the disinfectants changes under different strategies, to study the
effects of pH control on coagulation strategies, to predict the maximum throughput of a
treatment works and to evaluating the monitoring strategies on a treatment works, etc..

OTTER is designed to be operated with friendly GUI interface for user [12].

e Stimela
Stimela models the environment of water treatment system developed by DHV Water BV
and the Delf University of Technology [|13]. Stimela especially focus on the analysis and
simulating water quality. Stimela models.of drinking water treatment processes calculat-
ing the changes of water quality factors, such as pH, oxygen concentration etc.. Stimela
also allows different modelsito be connected, hence the effects between each models could

be evaluated.

e WatPro
WatPro is the water treatment simulator for predicting water quality based on specific
treatment processes and chemical addition. WatPro provides analysis on steady water
condition [[11]. WatPro models the behavior of each treatment process and concern the
dynamic of the chemicals in water. WatPro is easy for user to generate different water

treatment topology [14].

Most of these simulators focus on different procedures of water treatment system. They
simulate the behavior of flocculation, disinfection, sedimentation, etc.. Few of these simulators

particularly emphasize on the control algorithm of water treatment system.

11



Most water systems use open-loop control to adjust the systems. For example, chlorine
would be joined to the system at the beginning of the treatment, and then if the concentration
of chlorine at output doesn't meet the standard, more chlorine would be added at the output
position. The concentration of chemicals in water would be affected by the hydraulic dynamic
of water, since the volume of water affects the concentration of chemicals strongly. The time-
variant volume of water in water system would be a great factor to influence the water quality.
Therefore, excessive chlorine might be injected at output and may cost more with open-loop

control. The concept of open-loop control water system could be shown as Figure .3,

Consumer
Deman Water
Water Flows W
. ater .
Hydraulic > Qualit Chemicals
Pump/Valve | Dynamics Chemicals y concentration
injection Dynamics

Control

Figure2.3: Schema of open-loop water system

Open-loop control can't really stable the system under the time-varying consumer demand
and raw water quality disturbance and also meet the system requirements at the same time.
Hence, we want to use the idea of feedback control to balance the injection of chemicals and
also the volume of water preserve in water system. The block diagram in Figure 2.4 shows
the general idea of feedback control in water system. With feedback control, the control center
monitor the output of the system and adjust the control command with the feedback result. With
the real-time monitoring and adjusting, the outputs of the system are expected to meet the desired
values.

The most difference between open-loop control and feedback control in water system is
that feedback control traces the output of the system and then adjusts the control signal to lead
the system to approach the desire output. In this paper, we design the feedback controller with

model predictive control algorithm.

12
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Demand
Flows
HV:;aterl. Control Water .
—> Dy rauic Algorithm Chemicals Quality
Pump/Valve ynamics injection Dynamics
Control

Figure 2.4: Schema of close-loop water system

2.3.2 Water distribution with process control

The model of water distribution system is developed in past decades. One of the most
important and common issues of water distribution system is water quality of the system. Clean
water leaving the water treatment system may fall out of the standard in the delivering process.
Since we usually want to keep a detectable concentration of some specific chemicals in water,
such as chlorine, the reaction property of these chemicals itself might affect the concentration

at consumer position after long delivering time.

Chlorine is widely used in water system to protect the potentially risk of pathogen from
public. The concentration of residual chlorine could be consider as an dominated factor for water
quality. The concentration of chlorine should be enough to achieve sufficient disinfection, but
not too much to produce excessive by-products. Furthermore, chlorine in water will decay with
time. To maintain an appropriate concentration of chlorine become one of the major problems

in water distribution system.

Several models have been developed to study the changes of chlorine in water distribution
system. In [15], a mass-transfer-based model is proposed to predict chlorine decay in drinking
water distribution system. The model concerns the reaction between chlorine in water and pipe
wall and also the decay rate of chlorine. An input-output model of chlorine transport in drinking
water is proposed in [[16]. A model tracing chlorine transport using a time-driven approach and

evaluating chlorine decay in drinking water distribution system is mentioned in [|17].

13



An general model to describe water quality is proposed in [L8]. The model evaluates the
changes of chlorine in water according to the dynamic property of water distribution system.
Feedback control algorithm is applied to the model to meet the different position of end-user. In
[[19], adaptive control algorithm is utilized to control the water distribution system to meet the

time-variant consumer demand and water quality.

In this paper, we focus on analyzing water treatment system. We consider only water treat-
ment system as we mention water system. We propose s system to model the water treatment
system and apply feedback control to water system. In the proposed model, model predictive

control is the control algorithm we apply to control the water system.

2.4 Model predictive control

Model predictive control, represented as MPC, is widely used in variety applications in PCS,
such as chemistry plant [20], oil refineries etc.. MPC refers to a class of computer algorithms
that compute a sequence of future manipulated control signals to optimize the future behavior
of system outputs. The optimization is performed within a limited time window which is a slide
window for predicted system states and manipulated control signals. At each control interval,
MPC slides the time window to compute the next time horizon control signal. By giving the
plant information at the start of the window, MPC utilizes an explicit process model to generate

the optimized control signals [21].

In this paper, we choose MPC as the algorithm for designing controller for the proposed

system. The followings are two main advantages for determining MPC as the design law.
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2.4.1 Real-time optimization

MPC is a method to compute the most appropriate control signal to lead the output of the
system to desired states on-line. For each sampling time, MPC compute the control signals for
next sampling time with current information of the plant. Hence, with MPC, the controller will
adjust to meet the dynamic behavior of the plant and lead the system to achieve desired outputs.
The on-line optimized ability of MPC is one of the impotents reasons why we choose MPC as

the control algorithm in this paper.

When computing the optimized control signals for PCSs, we conduct the cost function and
try to minimize the cost function to derive the optimal solutions. Least quadratic regulator (LQR)
is also a popular method using the cost function. to find the optimal solution for multivariable
control system. The major difference between-MPC and LQR is that the MPC uses a moving
time horizon window to derive optimized solutions and LQR solve the problem with a fixed time
window. The moving time horizon window enables MPC.compute real-time optimized control

signal [22].

2.4.2 Design with constraints

As we discussed before, one of the components of PCSs are actuators. Most of the actuators
have some limitation according to the physical property in real life. For example, we might use
valve to control the open ratio of a pipe. The control signal for this valve could not be excessive
large or negative. The maximum open degree of the pipe is one hundred percent, which means
completely opened; thus control signal to this valve should also be maintained in this range.

For operational constraints, we must address the concept of the constraints of control signal
when designing controller for the PCS. MPC is a control method that is able to add the con-
straints to control variables. MPC can handle both soft constraints and hard constraints [23] in
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a multivariable control system.
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Chapter 3

System model

Generally, a water system may be composed of tanks, pipes, pumps, and valves. Tanks and
pipes are two major components that retains water. Pumps and valves are the components used
to control the direction and volume of water flows. In a water system, water traverses from tank
to tank through pipes. Pipes link tanks where water retained and reacted. In this paper, a tank,
connected by pipes, is then considered as a basic unit in a water system. This section explains

the traditional single tank-based water system to overview a water system.

3.1 A single tank-based water system

An single tank water system is‘composed 0f one tank, several sensors, controllers and
valves. Figure illustrates an example of a single tank-based water system. In the figure,
Cin_g1 and ), stand for the input volume and quality of water. To fulfill consumers' demands,
two sensors S, ! and S! are used to sense the water level and water quality of the tank 1. The
sensing data reported by the sensors are forwarded to the corresponding controllers. Conse-
quently, the controllers control the valves v;, and vg;l to maintain the quality of water at the

level configured according to consumers' demands.

The system consists of a single tank reserving the water from external resource and out-
putting the water flow. The tank is denoted as 7'1. The variables in Figure.1 are defined in

Table.3.1.
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Figure 3.1: simplified one-tank system schematic diagram
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variables representation
Qin maximum inflow rate to 7'1
Qout outflow rate from 7'1
ql the chemical affecting water quality
Cin_q1 inflow concentration of ¢l entering 71
Cout_q1 outflow concentration of ¢1 leaving 7'1
Vin valve to control inflow rate to 7'1
Vout valve.to control-outflow rate from 71
vy valve to control additional ¢1 to T'1
St sensor for detecting water level of 7'1
Syt sensor for detecting concentration of g1 in 7'1

Table 3.1: Notations of single tank system in Figure.1

In this single tank-based water system, the system states that we concern about could be

mainly divided into two categories, water level and water quality.

o Water level

v;r, 18 controlled by water level controller to regulate the water inflow rate (;,,. The sensor

ST! monitors the water level of 7'1 and send back the information to water level controller.

The controller would adjust the control signal to valve, v;, to control the input flow rate.

The value of v;,, influences the section area of input pipe, which is proportional to the input
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flow rate. Water level of 71 is also impacted by the output flow rate, which is controlled
by Vous-

The output flow rate is controlled by v,,;. The control value of v,,; effects the cross
sectional area of the output pipe of 7'1. The control strategy of v,,; is influenced by
consumer water demand. Higher consumer demand refers to greater control value to v,

and vise versa.

e Water quality

Cin_q affects the concentration of g1 in 7'1 directly. ¢l in inflow combine with ¢1 in
T'1 immediately. The sensor S:ﬁl senses the concentration of substance ¢l in 7'1 and
then the water quality controller will compute the control signal to v£1 depending on the
information provided by Sj". Fhewalve v;" effect the dosage of the chemicals added to

T'1. The more ¢1 is added to 71, the higher value the Squl would sense.

In this paper, we focus on construct the environment for describing the behavior of the
water treatment process. We conduct some mathematical formulations to describe the dynamical

behavior of the water system.

3.1.1 Mathematical formulation

We use mathematical formulations to describe the hydraulic behavior in water tanks and

pipes and the features of dissolved elements that affect water quality.

e Hydraulics model
For components preserving water in water system, the change of water level of these com-
ponents could be obtained by the relation between water inflow and outflow. The variation

of the water level equals to the difference between the total water volume entering into
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the tank or pipe and the summation of the water leave the tank or the pipe. The following

equation describes the differential changes in water level of a water tank.

(E(Qm) B E(Qout)
Ar

iy = 3.1)

where A7 is the height of the water level in water tanks, ();, is the input flow rate (volume/
time) from external source, (), is the output flow rate discharged water from the tank,

and Ar is the cross sectional area of the tank.

Assume that the flow obeys Torricelli's Law [24], the outflow rate could be derived as

follows,

Qo= Ayt 20 i, — P (3.2)

We assume that water flows from the position with hight /1, to the place with hight /.
g is the gravitation acceleration. A, is the cross sectional area of the output pipe and w,, is
the control parameter that'control the open ratio of the output valve. From above equation,

we can understand the relation between the outflow rate and water level of the tank.

Quality model

Since the quality we discussed in this paper is the concentration of the chemicals in wa-
ter, we model the variation of the concentration of the dissolved substances in water for
solving water quality issues. We assume that the dissolved substances are completely and
instantaneously mixed either in tanks or in pipes. The concentration of the dissolved sub-
stance equals to the total mass of the substance divided by the total volume of the water in
pipes or in tanks. The total mass of a certain substance at current time ¢ equals to the sum
of the mass of the dissolved substance in the tanks or pipes at time ¢ — 1 and the difference

between the sum of the input mass of the dissolved substance at time ¢ and the sum of the
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output mass of the substance at time ¢. The concentration formulation could be computed

as following,

_ EQin()Cin()T — XQou()C)T + V(t —1)C(t — 1)A

C(t) Ean - ZC?out + V(t - 1)

(3.3)

where C(t) is the concentration of dissolved element at time t, Q);,,(¢) is the input flow
rate from external resource at time t, (Q,(%) is the output flow rate, V' (¢ — 1) is the volume

of water stayed in storage facilities, and ) is the decay rate of the dissolved substance.

The reaction rate of the dissolved substances could be described as following [25],

ac
= K,C" 4
= KC (34)

K, is the reaction coefficient of the substance and K, is varied with different element. The
substances grow with time if K is greater than zero, and the substances decay with time
if K, is less than zero. The larger the Ky is, the faster the reaction would be. C' denotes
the concentration of the dissolved substance in water. n is the reaction order. The reaction

order is different with different properties of substances.

Now consider more about the variation of the concentration of the chemicals in a very
small time period, hence we aim to derive the differential formulation to describe the
change in concentration. For a variable-level tanks or pipes, the variation of concentration

could be represented as the variation of the mass of the substance, [26].

d(Ccv)
at

Qincin - Qoutc + KbCV (35)

where C' is the fully mixed concentration of the substance and V' is the volume of the
water in tanks or pipes. The above equation describes the change in mass of the dissolved
substance in water. The change in mass of the substance equals to the variation between
the mass entering the container and those leaving the container and plus the reaction rate

of the substance itself.
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3.2 Proposed system

We can consider the water treatment process as the process that water transport from one
tank to another tank, and proceed different physical or chemical reaction in each tank. The
factors that we measure as the standard for water quality would vary according to different
treatments in each tanks and the change of water volume. Namely, water quality is impacted
by water processing action in those tanks before current tank where tank quality is measured
as well. Hence, the two tank system is proposed to meet the dynamic of the water hydraulic
properties and the situation of the interaction between any connected two tanks. The two-tank

water system as Figure 3.2,

3.2.1 Two-tank system

Vin

Q'.T'I

Figure 3.2: Two-tank System

There are two tanks in the proposed model, tank 1 and tank 2. There is also one pipe to
connect these two tanks. External water resource enter the system from the input pipe of tank
1, denoted as Q);,,. Q);,, 1s the only input node that import water from outside of the system. The

value of ();,, is the maximum input flow rate of the external resource. Cj, 4 refers to the inflow
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water quality of a specific substance. We assume that the concentration of the substance, which
is denoted as ¢1, will affect the water quality. There is only one outlet of the two tank system,
which is at tank 2. The output pipe of the tank 2 is the only one place for water leaving the two

tank system.

3.2.2 Proposed system with controller

To control the water level and quality issue of the two tank system, we modify the above
two tank system with controller to command the control signal to the valves. With the controller,

we expect the system will achieve the states that we desire. The two tank system with controller

is shown as Figure 3.3
3 Controller
T2 b T2 b T1 T1 T2 T2
qu ,,,an hﬂ qu Can ey qu an

eS|
£
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Vin ¥ inflow demand
— Vg
~—
Tank 1 Tank 2 Tatr':lk 2
outriow

Figure 3.3: general architecture of control systems

In Figure B.3, there are numerous sensors to monitor system states. Sensors for monitoring
water level in tanks are denoted as S, where i = 1, 2 refers to tank 1 and tank 2. For example,
ST represent to the information about the water level of tank 1. Sensors for sensing the water

quality could be represented as S’

> Where ¢ = 1,2 refers to tank 1 and tank 2 and j = 1,2...n
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refers to the substances that we concern about. For instance, Squl represent to the information
that sensor read about the concentration of solute g1 in tank 1. The water quality at the output
node will be sensed by SqT]?b, where 7 = 1, 2...n refers to the different water quality factors. The

sensor will read the concentration of ¢j at the output pipe of tank 2 and send the information

back to the controller.

There are also lots of valves for the controller to control the system to modify the system

T7

i » Where @ = 1,2 refers to tank

states. Valves for adding chemicals could be represented as v
1 and tank 2 and j = 1, 2...n refers to the substances that we concern about. For instance, v:{f
represents the valve to control the dosage of ¢1 injected to tank 1. Valve v;, is for controlling
the input flow rate of importing resource. The value of v;,, determine the open ratio of the pipe;
the value to v;,, proportions to the inflow rate. The valve, v;s, is to control the water flow from
tank 1 to tank 2. Still, the value of v, proportions to the opened cross sectional area of the pipe
between two tanks. And there'is a valve, vy, to control the output flow from tank 2. The control

value of v, depends on the consumer water demand. If the water consumption is heavy, then vy
should be more open relatively, and vise versa.

For the proposed two tank system, we aim to maintain the water level and the water quality.
The water level should lower the hight of the tank and also higher than a minimum hight. The
minimum value of hight is designed to meet the consumer water need, since we have to preserve

certain amount of water in the tanks to handle the unpredictable changes of consumer demands.

3.2.3 Dynamic model

We apply the mathematical equations to characterize the features of the proposed model.
We can derive the dynamic model of the proposed system. The dynamic model is discussed

separately as the followings, the water hydraulics and water quality .

24



e Water hydraulics
The dynamic equations could be obtained as follows,
: vin'«<in — Wy A 29(hr1 —h
[ Uyin @ Uy124py/ g(hr 72) (3.6)

Apy
UmzAp\/ Zg(th - hTZ) - udAp\/ 2ghrs
Ao

(3.7)

hry =

hri and hro denote the water level of tank 1 and tank 2, respectively. @);,, (L/sec) is the
maximum inflow rate of water entering into tank 1. A, is the cross sectional area of the

pipe. Ar; and Ao are the cross sectional area of the tank 1 and tank 2.

Uy 18 the control value suggesting the status of valve v;,, of the input pipe of tank 1. The
value of w,;, 1s 1 indicating the valve is.completely opened and 0 meaning the valve is
fully closed. The value of valve will affect the flow rate of the input pipe of tank 1. w5 is
the control value suggesting the status of valve v,5 between tank 1 and tank 2. Similarly,
value 1 for w5 indicates open and zero means close. The value of valve will affect the

flow rate from tank 1 to tank 2:

e Water quality
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The dynamic model of water quality is described as follows,

T1

: M
My' = winQinCing — L Aoz /29(hrt — hrs) — KaMJL +ull (3.8)
Arihry

T1

- M
Mql = Aptpia/2g(hr1 — hi)
Apihr

M 29(hr1 — h KM? 3.9
- 7;; pUv12 g( T1 — T2) - ql (3.9

T2 Mtzzal
Mql = _V Apu1)12 2g(hT1 - hT2)
p

oMY uaApy/29(hra) — KM + ug)” (3.10)
ATQhTQ b 7 al al

cn _ AJZ%; (3.11)

cr = ]“f_il (3.12)

cl = AZ%; (3.13)

M qul, M 51 and M (1712 denote the mass of ¢1 in tank 1, the pipe and tank 2, respectively. Cj,
is the concentration of ¢1 of the inflow resource to the'tank 1. V), is the volume of water in the
pipe between tank 1 and tank 2.

We attempt to add more g1 in water to maintain the water quality.u/ ' and v/ are two control
variables for controller to control the injection of ¢1 to tank 1 and tank 2. unll and ugf denote
the value for the mass of ¢1 increasing to tank 1 and tank 2, respectively. u/{' and ] should

be greater than zero, since the mass of additional ¢1 would always greater or equal to zero.
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Chapter 4

Implementation

In this chapter, we discuss the method to design the controller for the proposed model in
chapter 3. We will consider to compute the linear model of the water system first to design
the controller. Then we will utilize MPC to design an appropriate controller and consider the

constraints to the control signal into designing.

4.1 Linearized system

To design the controller of the proposed model, we compute the linearized model to describe
the behavior of the system under some specific linearized range, which is defined as nominal
points. With the linearization theorem[27], we will get the state-space equations as (4.1),(4.2)

with the system variables as (4.3) based on the equations of system model ((3.6) (3.13)).

x = Ax+Bu 4.1)

y = Cx 4.2)

with the states, control variables and output variables

hoy i T B 7
Uyin th
hro
Uy12 hro
Xx=| MLt |u= Yy = (4.3)
T1 T1
» Ug1 qu
Mql T2 T2
T uql qu
Mq1
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By the linearization theorem, we get the system matrix, A., B, and C.. The elements of A,

could be represented as the followings,

A11 _ _Apuv12 g
ATl 29(hT1 — hT2>
A12 _ Apuvl2 g
ATI 2g(hT1 — th)
A13 == O
A14 = O
A15 == O
A21 _ ASp”le g
ATl 2g(hT1 — hTQ)
A _ Apuvl2 g _ udApg 1
- A1 \/2g(hry — hro) Ay 12ghro
A23 == O
A24 = O
A25 == O
Mt Apugin, 1 g
Ay = 4P 29(hpp=hra).~
o Apihp (th gz 2l 2g(hry — hT2))
A32 e M£1APUU12 g

Arihr 2g(hr1 — hro)

—Ayu 12
A = L\/Q — — K,
33 At g (th hT2) b

Ay = 0
Ass = 0
M Apugie  —1 VT2 A s
Ay = 1‘2 }ILJ 12 (h 2g(hr1 — hro) — g - T2 Atz
T1hr T1 2g(hr1 — hro) Vo/29(hs — hro)
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_M(ﬁlApuvllg M(flApung

Ap = _
Arihrin/2g(hry — hre) Vo /2g(hyy — hro)
Aju,
Ay = 2—12 29(hT1 - hTz)
T1
A,
Ay = p?w\/ 2g(hr1 — hra) — Kql
P
A45 - 0
A51 _ MglApuv12g

Vov/2g(ha1 — hrs)
— M}, Apti129 MgPApud 1

g
Asp = + Lol = hra) —
” Vov/29(hr1 — hra) Arahry (hT2 glhr 72) \/Zghm)

A53:0

Aju,
Asy = me 29(hT1—hT2)
p

A u
Ass = pd A 2ghre — Ky
Apohro

where A;; represents for the ijth elements in A,

And B, and C, are

yrt XT‘f 29(hipt = hr2) 0 0
0 V29t — hra) 00
B = QinCin ;filip 29(hr1 — hr2) 10
0 o Sy — hre) — 8 /og(hry — hra) 0 0
0 2l /3gthr — hro) 0 1
[ 0 o 0o o |
0 1 0 0 0
Ce = 1
it 0w 00

These is the system model in algebra form. We will apply number to describe the practical

situation in the chapter 5.
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4.1.1 Discrete time system

We usually use digital computer to implement controllers. Hence, design the controller
based on the discrete time model is inevitable. The methods of converting the continuous time
system model into discrete time is discussed in [27]. There are also functions in MATLAB to
digital the continuous time model. The state-space mode in discrete time would be represented

as follows,
x(k+1) = Agx(k) + Bgu(k) (4.4)
y(k) = Cax(k) (4.5)

In the following controller design, we will use the discrete time model as the system model of

the plant.

4.2 Model predictive control

We use model predictive control method to control the two-tank system. Utilize the benefit
of feedback control to trace the output of the system and use MPC to predict the future behavior
of the system. With the controller designed with these methods, we expect the proposed system

can achieve the desired performance.

4.2.1 Augmented model with embedded integrator

Before we apply the MPC algorithm to compute the controller for the proposed model, we
try to add the integrator into the space-state equation. The integrators could help the plant to
reach the zero error states compare with the reference input.

The basic idea of merging integrators into the system model is shown as followings. We

first construct the difference equation of the system states and control signals. Thus, we can
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obtain
Ax(k+1) = x(k+1)—x(k)
= Aq(x(K) — x(k — 1)) + Bg(u(k) — u(k — 1)) (4.6)
Auk+1) = u(k+1)—uk) (4.7)

Then apply the above equations into the output states. The outputs of the system can be derived

as follows,
yk+1)-yk) = Cax(k+1)—x(k))
= CyAx(k+1)

Putting together the equations (4.6),(4.7) and (4.8) will lead to the following state-space model.

it A a0 s
AX(k + 1) Ad OT AX(k) Bd
- + Au(Kk) (4.9)
y(k+1) CiAq 1 y(k) CqBy
r Ax(k)
yk) = | o I (4.10)
‘_qcf—’ y(k)
(k)
xn(k

where I is the identity matrix and o is zero matrix. In our case, the size of the identity matrix
is 4 x 4 and the size of 0 is 4 x 5. We can consider the above augmented model as the new
state-space equation of the system. And we will design the controller for the plant based on this

augmented model.

4.2.2 Model predictive

We use model predictive control to predict [V, states of the system based on current system

states. At time k;, we obtain states at k;, which is the current states, and with MPC, we will
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predict NV, states at time k; + 1, k; + 2, ...,k; + N,. From the state-space equations (4.9) and

(4.10), we can induce following equations,

x(k; + 1]k;) = Ax(k;) + BAu(k))
x(k; + 2|k;) = Ax(k; + 1|k;) + BAu(k;)
= A’(k;) + ABAu(k;) + BAu(k; + 1)
x(ki + Npki) = ANx(k;) + AN ""BAu(k;) + AN *BAu(k; + 1)

+ ...+ AN NBAu(k; + 1)

With the predicted states, we can also derive the predicted output of the system. The predicted
output is computed based on the predicted /V,, system states, hence we can also get /V,, predicted

output based on the current system states, which.could be shown as follows.

y(ki +1|k;) = CAx(k;) ¥ CBAu(k;)
y(ki +2]ki) = CAX(kj)+CABAu(k;) + CBAu(k; + 1)
y(ki + Npki) = CAJNx(k;) + CAY'BAu(k;) + CANY*BAu(k; + 1)

+ ...+ CAM NBAu(k; + 1)
We can represent the above equations into vector form as followings,

Y = Fx(k;) + PAu (4.11)
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where

- : CB 0 0 0
CA
CAB CB 0 0
CA?
CA’B CAB CB 0
F = CA3 7@ =
CA’B CA’B CAB 0
CAN,)
- ; CAN,-1)B CAN,-2)B CAN,-3)B .. CAN,- N,)B

and

Y = [Y(ki“‘l‘ki) y(ki +2]ki) y(ki +3[k;) ... y(ki‘i‘Np’ki)]

Au = [Au(ki+1yki) Au(k; 420k Auk; + 3|k;) ... Au(ki+Nc—l\ki)]

In our case, we compute the matrix, F, whose size is 40 X9 and ® sizing 40 x 12. The size of F
and ® will change according to the value of IV,,, V. and the original size of the system matrix.
Equation (4.11) shows the relation between control signals and system states based on the MPC
algorithm. The output of the system Y also includes the predicted future system outputs based on
the predicted system states and control variables. We aim to control the current system outputs

and future outputs to approach out expectation.

4.2.3 Optimization

We want to design a controller to drive the system to approach the desire states. The desire
states are usually the reference input to the system. That is, we aim to make the system outputs
equal to the reference input. The two tank system is a multivariable system; therefore, we need
to balance the impact of each control variables on the output variables. Focusing on one specific

control variable and thus affecting on some certain outputs are not appreciate for our proposed
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system. Thus, we use the cost function to help us to balance each control input signal to achieve

the desire system states.

The cost function J 1s defined as

J = R=Y)"R-Y)+ Au"QAu

= (R—F(x)"(R—-F(x;)) — 2Au"®" (R — Fx(k;)) + Au"(®7® + Q)Au  (4.12)

where Y is the output Y in (4.11) and Au is the control variable in (4.11). x(k;) is the augmented
system state at control period, k;. R is the reference input to the system. Q is the adjustable
variable for designing the controller. The value of Q will affect the performance of the controlled

system.

We aim to approach the system outputs to beidentical to the reference inputs. Thus, we put
(R—Y)T(R-Y) in cost function and try to minimize the difference between system outputs and
reference inputs. Since we want to control the water leyel of tanks and water quality in water
treatment system, the severe transient response is not-appreciate. For example, the water level
should be under the capacity of the tanks. The severe transient response may lead the water
level to be greater than the limitation. Thus, AuTQAu is added in cost function to adjust the
performance of the control system. With the added term, the behavior of the system is regulated

by controlling the value of the control signal, u.

The cost function is computed based on the equation (4.11) and the augmented system model
with state-space equations (4.9), (4.10). We want to minimize the cost function to find the

optimal solution.

To minimize J, we take partial derivation of J as follows,

aJ
— = 4.1
9Au " (+13)

By the partial deviation of Au and make the differential equation to be zero, we can get the
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control signal that minimize the cost function. The result of the derivative of the cost function
J is shown as (4.14)

oJ

_ _opT _ . T
P 207 (R — Fx(k;)) + 2(®7® + Q)Au (4.14)

From (4.13) and (4.14), we could get the optimal Au.
Au = (7® + Q) 107 (R — Fx(k;)) (4.15)

The Au is the optimized control signal input to the plant.

4.3 MPC with control constraints

Because of the physical limitationof the actuators, such as valves, the control signal to

valves should be ranged. The above optimized control signals are not limited; hence, the control

T1

41 » for example, might be less than zero. However, ugll represent the dosage

value assigned to u
of ¢1 to tank 1; therefore, the control value of u:}ql should be ranged to be greater than zero. We

discuss the constraints of control variables in the following sections.

4.3.1 Constraints on control variables

The values of the variables that we can control in the proposed system refers to the control
signal sending to the valves in the system. The constraints of the valves could be represented as

followings,

min < mazx
Upin > Uvin = Uy

min mazx
Uyy < Uiz S Uypy
TL - T1 T1
Ugy -MIN < Ugp S Ugy -MAL
T2 - T2 T2
Uy -min < ug” < ugyomar (4.16)



min

o 1s the minimum value of wy;,

Uyin 18 the value to control the open ratio of the input valve. «
and 2" is the maximum value of wu,;,. u,12 is the value to control the open ratio of the pipe
between two tanks. uﬁ"zn is the minimum value of 1,12 and ;%" is the maximum value of u,12.
These two control variables are both two variables for controlling the lifted degree of the valve

to adjust the cross sectional area of the pipe. Since the value for these two variables is the open

ratio of the valves, they are generally ranged between zero and one.

T1

uql

is the value to control the dosage of ¢1 to tank 1. u:ﬁl _min is the minimum value of
Tl and ul} is th i lue of ull. ul? is the val | the d fql

Uy and ug; -max 18 the maximum value of ug; . u,;" 18 the value to control the dosage ot g

to tank 2. )¢ _min is the minimum value of w]* and ] max is the maximum value of u/7.

The values assigned to these two control variables represent the mass of the dosage. Hence, the

minimum value of these two variablesare usually set:to be zero.

4.3.2 Hidreth's quadratic programming procedure

We apply Hidreth's quadratie programming procedure to compute the optimized solution
with constraints of the control input signal. For the Hidreth's quadratic programming procedure,

the cost function .J; is defined as follows,

J; = 2Au"'L"Q.Gx; + Au(L"Q.L + Q,)Au (4.17)

= 2Au"f+ Au"EAu (4.18)

where Au is the manipulated variables. Q, is the input variable for adjusting the performance
of the system. Q, = C"C and x; is the system states modified with augmented system states,

which could be represented as

xe = [x(ki + 1) — x(ki); y(k) — r(k)]; (4.19)
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where x(k;) is the system state of discrete time system and y(k;) is the system output of the

system at control period ;. r(k;) is the reference input at time k;. And G and L in (4.17) are

A
AZ
G =
AN
B
AB
L = A’B

ANp—lB ANP_ZB ANp—ZB

(4.20)
0 0
0 0
B 0 (4.21)

ANNB

where A and B are system matrix of the augmented model. The cost function is subjected to

constraints as (4.16). The constraint function can be computed as follows then,

- Auvin
Auvin

— Aty
Atz
—Aunll
Aunll
—Au;rl?

T2
A,y

IA

IN

IN

IA

IN

IN

IN

IN

37

“A umin

vin
Auy®
—Aymn
Aulg
—Aunll _min
Aunll _max
—AunlQ _mian
Aunf _max

(4.22)



Above equations can be represented as

AconsAu <b
where

g

Auee

Alyin, —Aymin

—I4><4 Auvl? Auggﬂ

Acons = ) Au = 7b =

Lyxa Ault —Aullt min
I Aul? | Aulll mazx
—Aul? min
Aul? max

(4.23)

(4.24)

Now we can utilize the Hidreth's quadratic programming procedure to compute the optimized

solution of Aw.

H = AconsEilAcons
K = b+ AgnE'f
xX* = —E7'f

then
Au =x° — E 1A gns \*

where \* is the convergence result of \. And ) is

NP = maz (0, w" )
with
1 .
Wt = ok SR AT S By AT

%)
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(4.26)

(4.27)

(4.28)

(4.29)
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where the scalar h;; is the ¢jth element in the matrix H, and £; is the ith element in the
vector K. With numerous times of the computation of A\, A will converge to a steady number,

which is \* then. With the derived \*, we can get the optimal solution of Auw.

4.4 Disturbances

The unknown consumer demand and inflow water quality are interpreted as disturbances
for the two tank system. In previous design and implementation, we regulate the control signal
for outflow and input water quality to be constant. Now we consider more about the alteration of
outflow rate and inflow water quality. The continuous state space equations could be computed
as follows,

x—=Ax + Bu+ W (4.31)

where IV, is the disturbance matrix for the system and d is-the disturbance signal.

We expected the proposed system with the designed controller would still be stable and

controllable to achieve the desire states.

4.4.1 Inflow water quality

Inflow water quality may be varied due to the weather, the pollution at the raw water district,
the temperature etc.. The weather might be a great influence on water quality. During the raining
season, the turbidity of the water might be greater since rapid speed of the river or at raw water
district since the pouring rain brings a great amount of substances into raw water. The unknown
inflow water quality would be considered as disturbance to the system. Since we can not exactly

predict the changes of the water quality of the inflow.

Consider the inflow water quality as the variable of the system. The inflow water quality,
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Cin_q1, 1s a time-variant disturbance of the water system. The disturbance system matrix could

be shown as follows,

Wc - uvin@in
0

0

and d here is the value of the inflow water quality, Cj;, 41.

4.4.2 Consumer water demand

The consumer water demand varies with time. The demand will be different with seasons,
weather, and utilizations. For utilizations, the quantity of water and changes of demand would
be different in industry or in domesticity. For example, domestic water demand would be higher
around 6 to 8 am and 7 to 9 pm depending on people's daily routine. And industrial water demand
may be relatively higher around 10 to 12 am and also around 1 to 6 pm. We can approximately
predict the trend of the consumer demand, but the exactly detail of consumer demand is still
unknown. The time-variant property and the uncertainty make the water demands as a kind of

disturbance for water system.

Consumer water demand effects the control values for v, which is the valve controlling the
outflow rate of the water system. Thus, the disturbance caused by consumer demand could be

considered as the unknown control values of v,;. Hence, the linear disturbance system matrix
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could be computed as follows,

and d is the value of control signals for v,.

v

\ 7596

41




Chapter 5

Simulations

In this chapter, we simulate the proposed model based on the design and observe the per-

formance of the designed controller.

5.1 System model

We construct the system model based on-the differential equations from (3.6) to (3.13).

Then we simulate the system with the following assumption and system settings.

5.1.1 Preliminaries

To simplify the case, we assume that the diameter of tank 1 equals to tank 2. And the
diameter of these two tanks is 6 meters. The diameter of the pipe is 0.8 meters. Therefore, the
cross sectional area of tank 1 and tank 2 is 28.2743 square meters. The cross sectional area
of the pipe is 0.5027 square meters. The length of the pipe between tank 1 and tank 2 is 400
meters. The g standing for gravity acceleration is 9.81 meters per second. The system settings

and variables are summarized in Table.5.1.

System | Value Description Units
variable
A 28.2743 | Cross sectional area of tank 1 | square meters
Apo 28.2743 | Cross sectional area of tank 2 | square meters
A, 0.5027 | Cross sectional area of pipe | square meters

Ly 400 The length of the pipe meter

Table 5.1: Summary of system settings and variables
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5.2 Simulations

We set the control valves to observe the reaction of the proposed model. We configure all
the valves, including v;,,, v12, and v, to be half opened; namely, control signal to these valves is
0.5. The maximum water inflow rate, ());,, to be constant as 6 L/sec. The concentration of ¢1 in

input flow is set to be 0.2 mg/L. We construct and simulate the proposed model in MATLAB.

5.2.1 Nonlinear system

We assume that the tanks are empty at the beginning of the simulation. Since the water
level of two tanks are both zero, the mass of g1 and also the concentration of g1 in both two
tanks would be zero as the same. With the-above settings, we solve the differential equations
in MATLAB with the ode45 function. Then we can obtain the following result with the steady

operation inputs as B.1|. The total simulation time is 1 hour.

15

10 .
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Figure 5.1: Nonlinear model: water level

Figure is the simulation result of water level of proposed model. The water level will
achieve steady state, since the inflow and the outflow of the system will approach balance. The
steady state of the water level of tank 1 is 14.5238 and steady state of tank 2 is 7.2619 under the
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Figure 5.2: Nonlinear model: mass of ¢1 in tank 1, pipe and tank 2
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Figure 5.3: Nonlinear model: concentration of ¢1 in tank 1 and tank 2
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steady operations. Figure 5.2 shows the changes of the mass of ¢1 in water. Figure 5.3 shows the
concentration result of ¢1. The concentration of g1 in tank 1 will be large at the beginning, since
the tanks are empty at the beginning of the simulation and there is few water for dilution. With
approximating the steady state of water level, the changes of mass of ¢1 and the concentration

of q1 will also approach the steady states.

5.2.2 Linear system

From the simulation result of the nonlinear system with the steady control signals, we can
get the steady states of the system. To linearize the nonlinear system, we utilize the steady state
results as the nominal points to linearize the system. With the steady operation, the water level
of Tank 1, hpy, will approach 14,5238 meters and h goes to 7.2619 meters. The mass of ¢1 in
Tank 1, M ;"11, will be around 79.1216 mg, the mass of ¢1 in the connected pipe between tank 1
and tank 2, that is, M}, is 36.1154 mg and M* is.36.1928 mg.

The values of the steady operation and the system settings are the nominal values of the

manipulated variables of the system. These parameters are concluded as Table.5.2.
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State Nominal Variable Units
variable value Description
h1 14.5238 water level of tank 1 meter
hra 7.2619 water level of tank 2 meter
M 79.1216 mass of ¢1 in tank 1 mg
M 51 36.1154 | mass of ¢1 in the pipe between tank 1 and tank 2 mg
M]? 36.1928 mass of ¢1 in tank 2 mg
Output Nominal Variable Units
variable value Description
hry 14.5238 water level of tank 1 meters
hro 7.2619 water level of tank 2 meters
Chl 0.1927 concentration of ¢1 in tank 1 mg/L
Co 0.1763 concentration of ¢1 in tank 2 mg/L
Manipulated | Nominal Purpose Description
variable value
Uyin 0.5 control input ratio of ¢);, half opened
Up12 0.5 control the flow proportion between two tanks | half opened
ugll 0 control additional ¢1 to tank 1 closed
unf 0 control additional ¢1 to tank 2 closed
Disturbance | Nominal Purpose Description
variable value
Ug 0.5 control output ratio of pipe of tank 2 half opened

Table 5.2: Summary of variables and nominal condition

According to the above nominal settings and the linearizion theorem, the state-space matrix

can be shown as followings,

A + Beu (.1

(5.2)
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where

—0.0073  0.0073 0 0 0
0.0073 —0.0146 0 0 0
A, = 0.0000  0.0398 —0.0076 0 0

—-0.0371 —-0.0027 0.0073 —0.016 0

0.0371  0.00721 0 0.0149 —0.0149

_0.2122 -0.2122 0 0 _
0 0.2122 0 0
B, = 1.2 —1.156 1.0000 0
0 0.0783 0 0

0 1.0777 0. . <1.0000

1.0000 0 0 0 0

0 1:0000 0 0 0

—0.0133 0 0.0024" 0 0

0 —0.0243 0 0 0.0049

5.2.3 Discrete time linear system

We can use the MATLAB function "c2d" to transfer continuous-time system into discrete
time system. The state-space of discrete time system model conducted with "c2d" function could

be shown as followings,

x(k+1) = Agx(k)+ Bgu(k) (5.3)
y(k) = Cax(k) (5.4)
(5.5)
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where

Ca

The design of the controller for two-tank system is based on the discrete time state-space model.

The augmented model is computed with the discrete time system mentioned above.

0.9964  0.0036 0 0 0
0.0036  0.9927 0 0 0
0.0000  0.0198  0.9962 0 0
—0.0184 —0.0013 0.0036 0.9920 0
0.0184  0.0358 0.0000 0.0074 0.9926
0.1059 —0.1057 0 0 _

0.0002  0.1055 0 0

0.5989 —0.5759 0.4991 0

0.0001  0.0389  0.0009 0

0.0010. ~0.5379  0.0000. 0.4981

1.0000 0 0 0 0 _
0 1.0000 0 0 0
—0.0133 0 0.0024 0 0
0 —0.0243 0 0 0.0049

5.3 Simulations with MPC

With the controller designed in chapter 4, we aim to lead the system to a desired state. We
design the controller with MPC algorithm and the above linearized system model. NV, predicted
system output will be consider in the deciding control signals and N, predicted manipulated

control signal will be derived with MPC. We choose N, to be 10 and [V, to be 3.

With larger NV, and N., more information we can predict with MPC algorithm. However,
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larger N, and N, require heavier computation and longer time to derive the results. Small N,
and N, might not be sufficient for computing appropriate control signals to control the system
outputs to approach desired states in time. Hence, we choose 10 for /V,, and 3 for IV, to design
the MPC controller.

After utilizing the linear model to compute the MPC controller, we examine the controller
by applying the controller to the nonlinear system or the plant model. By simulation, the per-

formance of the system and controller could be observed.

5.3.1 MPC control with reference input

With the controller, we expect systemoutputs will approach the reference input and make
the steady state error between system outputs.and desired reference input to be zero.

We want to control the water level of tank 1 to be maintained as nominal value in Table.5.2
and also the water level of tank 2 to/be the same as the nominal value. We aim to control the
concentration of ¢1 at output position-and prevent the water quality to be effected by any other
disturbances. We try to maintain the concentration of g1 at the output node of tank 2 to be 0.5

mg/L and the concentration of ¢1 in tank 1 to be 0.4 mg/L. Therefore, we can set the reference

input to be
hoy 14.5238
hro 7.2619
R pu— pu—
Ccht 0.4
Cl? 0.5

(5.6)

We then simulate the system with controlled inputs which are generated by the designed con-
troller and expect the simulation result will approach the reference inputs.

49



5.3.2 Control without constraints

The simulation result with the reference input R is shown in the following figures. We
choose the adjustable term in cost function, Q, to be a diagonal matrix. We set Q to be 101,
where I is an 12 x 12 identity matrix. The greater Q we choose, the more gradual the behavior
of the outputs is. For maintaining the states of the system in certain limit, we expect the value
of Q to be slightly large to make the damping of transient states small.

Figure 5.4 shows the simulation result of water level of two tanks. The water level of tank
1 approach the reference value in the steady state of the system. Also, the water level of tank
2 is also identity to the reference input at steady state. They all stay the same as the nominal

values, 14.5238 for water level of tank 1 and 7.2619 for water level of tank 2.

Height {m)

0 1 1 1 1 1 1 1 1 1 1 1
10 20 30 40 50 60 70 80 90 100 110

Time (sec)

Figure 5.4: Water level

Figure 5.3 shows the simulation result of outputs of the system. The concentration of ¢1 in
tank 1 and tank 2 approach the reference value in the steady state of the system. The concentra-
tion of ¢1 in tank 1 at the steady state is around 0.4 and the concentration of ¢1 in tank 2 at the
steady state is around 0.5.

The Figure 5.6 and Figure 5.7 shows the result of the manipulated control signals. Figure 5.4
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Figure 5.5: Concentration of ¢l in tank 1 and tank 2
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Figure 5.6: Manipulated variables w,;, and 1,2
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Figure 5.7: Manipulated variables v/ and u/?

is the result of u,;, and u,12. And Figure 5.7 is the result of uli and u]?. The values of these
control signal variate to control the system to-meet the reference inputs. we can understand the

controller could adjust the values of manipulated variable properly to lead the system close to

the desired states as we expected.

5.3.3 Control with constraints

We have mentioned the necessity of consider the limitation of the control variables in chap-
ter 4. In Figure 5.9 and Figure 5.7, we can see that results of manipulated variables without
constraints. The value of control signals is out of the range. Since the control value of u,;, and
uy12 represent the open ratio of the pipe. The value of these valves should be ranged between
zero to one, which mean completely close and open respectively. The value of unll and ugf are

the quantity of mass of ¢1 injected into tanks. Hence, the value of these control values should
always be zero. We also restrict the maximum dosage of ¢1 to tank 1 and tank 2. The maximum

dosage of ¢1 to tank 1 and tank 2 is 2 mg. Thus, the constraints of the control values could be
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represented as,

0<

Uyin ~
0 S Uy12 é 1
0 S UrT1—q1 <2

0 S UTQ_ql <2

We utilize the Hidreth's quadratic programming procedure to add the constraints to the value
of control variables. At each control period, the Hidreth's quadratic programming procedure
iterate computing until converge to a certain value. The value is the optimized control signal

considering the constraints.

Here we choose Q in cost function to be 30I, where I is an 12 x 12 identity matrix. Since
the values of control signals are ranged, the Q must to be expected to be lager than before to
meet the performance of the system. That is, the controller needs to make greater effort on the
control variables to lead the systemachieve the refetence values. The simulation results with

the designed controller are shown as followings.
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Figure 5.8: Control with constraints: water level
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Figure 5.9: Control with constraints: concentration of g1 in tanks

Figure b.§ is the result of water level of two tanks and Figure 5.9 shows the concentration of
q1 in two tanks. We can see the system still have well performance to be identity to the reference

inputs under the constraints control signals.
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Figure 5.10: Control with constraints: manipulated variables w,;, and 2

Figure and Figure are simulation results of the control variables. Comparing to
the Figure B.6 and Figure 5.7, the values of control variables in Figure and Figure are
ranged as we expected. And the control values with constraints have no impact on the steady
states of the outputs.
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Figure 5.11: Control with constraints: manipulated variables u,' and u]?

5.4 Disturbances

As mentioned in chapter 4, the disturbances for the water system we concerned in this paper

are time-variant inflow water quality entering the system and also the water demand that changes

with consumer demand.
We choose Q in cost functionto be 401, where Lisan 12 x 12identity matrix. To manage the

unknown disturbances, we make the value of Q to be larger. With the larger Q, the controller is

capable to control the system to meet the expected goal under disturbances.

5.4.1 Time-variant inflow water quality
In our case, we set the inflow water quality, Cj,,_g1, to be a random number which is ranged

between 0 to 0.4. C;,, ;1 would change every simulation time step, which is 1 sec in our simula-

tion. The simulation time is 4 hours. The impact of the time-variant inflow water quality on the

outputs of the system could be seen in the following results.

Figure shows the water level under water quality disturbance. We could observe that

the time-variant inflow water quality have no significant impact on water level. The steady
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states of the water level will still reach the reference values.
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Figure 5.12: Control with quality disturbance: water level in tank 1 and tank 2

The changes of inflow water quality have greater influence on the concentration of ¢1 in
each tank. Figure shows the.concentration of gl with unknown and time-variant Cj, 41.
Although the water quality in tanks is effected by the disturbances, the oscillation of the results

of water quality is under a certaintange and close tothe desired values. We think the results are

acceptable.
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Figure 5.13: Control with quality disturbance concentration of ¢1 in tank 1 and tank 2
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Figure and Figure shows the control signals to control the valves and the mass of

q1. The values of the control signal are all under the constraints that we set.
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Figure 5.14: Control with quality disturbance: manipulated variables ., and w2
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Figure 5.15: Control with quality disturbance: manipulated variables u.,' and u/

5.4.2 Consumer water demand
The disturbances for the water system are from the time-variant consumer demand and also
the inflow water quality. For public use, consumer demand of water is related to the daily routine
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of the public tightly. For example, the consumer demand would be relatively higher around 6
to 8 in the morning, 11 to 13 at noon and 18 to 20 at night. The trend of the consumer demand

could be shown as Figure .
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Figure 5:16: consumer demand

To meet the requirement of the consumer water demand, the valve, vy, is adjusted with the
trend of consumer demand. If the demand is higher, the open ratio of v, is greater, and vise versa.
For the controller, the uncertain variation of the open ratio could be considered as a disturbance.
The designed controller is capable to handle the time-variant consumer demand.

The control signal to v, is set as Figure 5.17. Here we sample the consumer demand in
15 minutes to smooth the variation of the control value for v;,. We believe that the trend of
consumer demand in Figure is capable to be modeled by Figure 5.17. The simulation time

is configured as 24 hours.

The simulation results are shown in Figure .18, Figure .19, Figure .20, and Figure 5.21.
Figure is the results of system outputs. The water level of two tanks oscillate slightly due
to the changes of outflow quantity of tank 2. The outputs of the system go to be stable in short

time and also meet the reference inputs. The damping of the water level does not make the water
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Figure 5.17: control values to vy

level exceed the maximum limitation of the tanks. The result of the outputs are acceptable.
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Figure 5.18: Control with demand disturbance: water level in tank 1 and tank 2

The dynamic control value to v, has greater impact on water quality in tanks, which could be
shown in Figure [5.19. The concentration of ¢1 in tanks changes with the dynamic of the control
values of vy. The control values of vy is also shown in Figure [.19; therefore, the influence
from water demand on water quality is more obvious to observe. The result of the water quality

oscillates around the reference value. The performance of the water quality is still maintained.
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Figure 5.20: Control with demand disturbance: manipulated variables w,;, and w2
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Figure 5.21: Control with demand disturbance: manipulated variables v/ and v/}’

Figure and Figure shows the values of control variables in simulation. With the
constraints, we can see the values of these control variables are still in the range. The perfor-

mance of the system is still held under the disturbances with the limited control signals.
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Chapter 6

Conclusion and Future Work

In this paper, we propose a two tank model to simulate the behavior of the water treatment
system. The two tank system can be referred as an epitome of the water system. In the proposed
system, we consider the hydraulic dynamic of the water flow and the dynamic of water qual-
ity. We control the proposed system with MPC. We bring the feedback control structure into
the system to trace the outputs of system. The controller designed based on MPC predict the
future outputs and manipulated control variables. With the preliminaries of the future states, the
controller adjust the control signal‘to actuators to lead the system approach the desired system
outputs.

The factors influence the water quality are numerous. We consider the concentration of the
chemicals in water as the main factor in this paper. With the properties of the chemicals in water
and also the variation of the inflow water quality, we aim to maintain the concentration of the
chemicals around a certain value to guarantee the water quality. Also, we intend to stable the
system under time-variant consumption. By stabilizing the system, a steady supply of water
is capable to be provided to the public. With the designed controller, we can control water
quality to the desired states. And also, the system with the designed controller maintain stability
and consistency for achieving expected system outputs under time-variant consumer demand
and inflow water quality. The proposed model shows us a general insight of the water treatment
system and controller. More researches could be investigated with this basic model to understand

more about the water system.

The system proposed in this paper is a two tank system, which is a basic frame of the whole
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water treatment system. In the future, a multiple tanks system can be developed to describe
the water system more appositely and generally. Furthermore, to model the changes of the
water system more attentively, some more complicated and accuracy methods for simulating
the dynamic of water quality and the hydraulic behavior of the system could be modified into

the proposed system.
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