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Abstract

In recent years, the importance and diversity of the automotive electronics has attracted
more and more attention. Most of the applications are centered on the multimedia or
entertainment. Here we focus on the data communication between the electronic devices on
the car. We apply the power line communication to the automotive electronics. DC 12V power
line of the car is used as the transmission media.-We use direct sequence spread spectrum
(DSSS) modulation to the data signal in order to resist the noise interference. We design a
clock and data recovery (CDR) circuit which combines the phase picking for clock recovery
and byte synchronization for data recovery. We realize a transceiver with DSSS and a 32-bit
SERDES. The whole system includes a transmitter, a receiver, a coupling circuit and a control
circuit. A delta-sigma digital pulse width modulator (AX-DPWM) driver is implemented for
the power driving. The control circuit adjusts PWM for on-time duty and frequency control of
the LEDs, controls the rotation speed of the motors and the output voltage of DC-DC
converter. We use FPGA to realize the transmitter and receiver which includes the control
circuit. We put PowerMQOS, LED, motor, buck converter, switches and coupling circuits on
the printed circuit boards. Finally, we demonstrate the data transmission and controlling of the
devices. We prove the idea of power line communication for automotive electronics is
feasible.

Keyword: power line communication, automotive electronics, direct sequence spread
spectrum (DSSS)
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Chapter 1 Introduction

Chapter 1

Introduction

1.1 Motivation

As the car technology advanced rapidly, more and more electronic devices are applied on
the car, such as LED lighting, electric sunroof, electric windows, etc. are simple ones.
Multimedia center, GPS navigator, ABS system, air conditioning thermostat, etc. are complex
ones. The cost of electronics in a regular car is about 15% to 25%. For a luxury one or RV, it
can be over 50%, therefore, the automotive electronics is becoming increasingly popular and

important.

Observing from the automotive electronics these days, the devices on the cars have
independent communication agreement, such as CAN (Control Area Network), LIN (Local

Interconnect Network), or FlexRay. It means that each device needs a dedicated
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communication bus between control centers. Different agreements are used for different local
control or different cars. As the device increases, the number of wires increases. The
complexity of wiring and routing becomes more and more difficult. In order to achieve the
control of devices and decrease the complexity of wiring and routing, we take advantage of

the existing power line on the car to achieve the data communication.

Power line communication becomes attractive for transmission of power and data with no
extra wiring [2,3,4]. The research in power line communication has been a long time. At the
beginning, they are used for measurement of loading and automation on the high voltage.
Now the communication network on the medium voltage and low voltage is demanding and

popular.

But the difficulty of power line communication is that the signal is interfered by various
noises such as impulse noise or continuous wave noise which is mixed of wideband and
narrowband. The amplitude sometimes is as large as signal and the channel characteristic is

time-variant so it is difficult to modeling.

1.2 Features

A B

D Device

mmmmm——— Power line

Fig. 1-1: A generalized model of a power line communication for automotive
In this thesis, we propose a method of power line communication for automobile

combining a programmable power driving circuit. We use the DC 12V power line existing on

2
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the car to supply power and transmit control data to the electric loads such as LED, motor,
DC-DC converter. We use capacitive coupling to transmit and receive data and use inductive
coupling to supply power. For the noise interference, we use direct sequence spread spectrum

technique to modulate the control data, and we design a transceiver to realize this function.

1.3 Organization

This thesis comprises six chapters. The motivation and features are described in this
chapter. Chapter 2 describes the background studies. It starts with an overview of the basic
serial link and other basic knowledge. Then, we introduce the architecture of the clock and
data recovery (CDR). Finally, we introduce the direct sequence spread spectrum and its
method for data recovery.

Chapter 3 addresses the idea of our, proposed CDR and analyzes the system-level
behaviors of the CDR. We built the transmitter and. the receiver for the system behavioral
simulation and discuss the effect of jitter and frequency error. Chapter 4 depicts the
implementation of sub-circuits of the transmitter and-the receiver. We use SPICE to simulate
and verify that it can function well.

Chapter 5 shows the realization on the FPGA and PCB. We use FPGA to realize the
transmitter and receiver and backend control circuit. The LEDs, motors, buck converters and
other front-end discrete components are realized on the PCB. We connect the system to the
power line and demonstrate the controlling of the LEDs, motors and buck converters. Finally,

chapter 6 concludes this thesis.
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Chapter 2

Background Studies

2.1 Basic Serial Link [5, 6]

The concept of serial communication is the process of sending data one bit at a time,
sequentially, over a communication channel or computer bus. This is in contrast to parallel
communication which several bits are sent at a time over several parallel channels or buses. A
generalized model of serial communication is illustrated in Fig. 2-1. It consists of a transmitter,
a communication channel, and a receiver. The transmitter end contains a serializer, a
phase-locked loop (PLL), and an output driver. The PLL supplies the multi-phase clock to the
serializer which serializes the parallel data bits into one serial sequence. The output driver will
change the shape of data according to the channel and output the data. The receiver end
contains an input amplifier and a clock recovery circuit and a deserializer. The input amplifier
receives the data and restores it. The clock recovery circuit extracts the clock from the input

4
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data and retimes the input data. The data is deserialized into parallel form by a deserializer.

N . N
Parallel In ) ( . Serial In
7 Serial Out "\ Parallel Out | 7

A

\
Phase- Locked J_l—l_l—l—l— Clock |

Loop - Recovery

Fig. 2-1: A generalized model of a serial link

2.1.1. Jitter Analysis

Jitter is the time domain behavior of phase noise. It represents the deviation of the zero
crossing from their ideal position. In Fig. 2-2, x; (t) represents the ideal signal and x; (t)
represents the actual signal. To quantify jitter we can measure the deviation of each positive or

negative transition point of x, (t) from its corresponding point in Xy (t), i.e., ATy, AT, etc.

x/(t) J

B
o |

X2(t) J i

> > -
A T7 A4 7-2
(@)
-+ — >
T7 T2 3 7-7

Fig. 2-2: (a) Cycle-to-cycle jitter, (b) variable cycles.
This type of jitter is called absolute jitter. Since the deviations are random, we measure a
very large number of AT's and determine the root mean square (RMS) value of absolute jitter

as:

AT,

abs,rms

1
:NI[QQN\/ATf FATZ 4+ AT? (2.1)

Another type of jitter is called cycle-to-cycle jitter. It is obtained by measuring the

difference between every two consecutive cycles of the waveform and taking the RMS value:

5
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cc,rms

AT, e 7 M %\/T2 T4 T, T, e Ty T, (2.2)

Absolute and cycle-to-cycle jitters are commonly used to characterize the quality of the

signals in the time domain. A third type of jitter is called period jitter. It is defined as the

deviation of each cycle from the average period of the waveform, T :

.1 = 2 = 2 — 2
Toims :NIerl N\/T -, +T-T, +---+T-T, (2.3)

Generally speaking, the total jitter has two components: deterministic jitter (DJ) and

Bounded Unbounded

Deterministic Random Jitter
Jitter (p-to-p) (rms)

, . Duty Cycle Inter-Symbol
Period Jitter

Fig. 2-3: Components of total jitter

random jitter (RJ), as shown in Fig. 2-3.

The probability density function (PDF) of deterministic jitter is non-Gaussian. So it has
bounded peak-to-peak value. There are three types of DJ: periodic jitter, inter symbol
interference and duty cycle distortion. The PDF of random jitter is Gaussian. So it is
unbounded. It is often generated by different noise sources such as thermal noise, power
supply noise, substrate noise, etc. Random jitter is characterized by RMS value because it
takes a long time to obtain the peak-to-peak value to achieve statistical significance.

Multiple random jitter sources can be added in an RMS fashion. But it needs a
peak-to-peak value to be added to the deterministic jitter to obtain total jitter. Although the

Gaussian statistics imply infinite peak-to-peak value, we can use the probability of data error
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to transform RJ to DJ. For example, if the specification of error is 102, then the RMS value
of RJ multiplies 14.1 is the peak-to-peak value of RJ. The conversion between RMS and

peak-to-peak value of RJ are illustrated in table 2.1

Table 2.1
Probability of Data Error | N= Peak-to-Peak /RMS
10 14.1
10 14.7
10 15.3
107" 15.9
2.1.2. Jitter Transfer

Jitter transfer function of a device-represents the output jitter as the input jitter is varied
at different rates. It is defined as the ratio of jitter on:the output to the jitter applied on the
input of the device under different frequency. It can quantify the jitter accumulation
performance of data retiming devices. Fig. 2-4 shows the jitter transfer mask for OC-192.

0OC-192 Jitter Transfer Mask

0.1

Magnitude (dB)

I T N S NI 1T S M R AT Py
10 kHz 100 kHz 1 MHz 8 MHz 100 MHz
Frequency (Hz)

Fig. 2-4: Jitter transfer mask[1]
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2.1.3. Jitter Tolerance

Jitter tolerance specifies how much input jitter a device must tolerate without increasing
the bit error rate. For example, the Fig. 2-5 shows the mask of jitter tolerance for OC-192. It
indicates that the system must retime the input data correctly if the input data jitter is over

15U1 when the jitter frequency is less than 2.4 KHz.

OC-192 Jitter Tolerance Mask

o
=

15014

Jitter Tolerance U.I.

0.15 Ul

24kHz 24 kHz 400kHz 4 MHz
Jitter Frequency (Hz)

100 MHz

Fig. 2-5: Jitter tolerance mask[1]

2.1.4.Bit Error Rate (BER)

Bit error rate is an index for the system performance. It represents the reliability of the
link and it defines the data rate of transportation. If the BER is rising above a specified level,

it means that the system could not operate properly at the rate. It is calculated as follow:

BER — number of errone(?us blt.S (2.4)
number of transmitted bits
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2.2 Architecture of CDR [7]

Fig. 2-6 shows the concept of a clock and data recovery (CDR) circuit. At the receiver
side the received data is asynchronous and noisy, so a CDR circuit is used to extract the

information of clock from the input data and synchronize the input data.

Decision Circuit

Recovered Data
» D QF—»

JAN

/nput Noisy

Dalta CDR |
Circuit | | | | | | Recovered Clock

Fig. 2-6: Concept of a CDR circuit

2.2.1. PLL-Based CDR

PLL-based CDR is a closed-loop system.-In general, it refers to and Nth-order system,

where N=2. A general function-block of PLL-based type clock and data recovery circuit is

shown in Fig. 2-7[8]. It consists of phase-and/or frequency detectors, a charge pump, a loop

filter,
| Decision Dot
S s
Circuit
A
Din >  Phase | Charge _ | Low-Pass _ | Voltage-Controlled CK
»| Detector | Pump | Filter o Oscillator

Fig. 2-7: A general function block of PLL-based type CDR [8]
and a voltage-controlled oscillator (VCO). The frequency detectors (FD) are used for the
pull-in process and the phase detectors (PD) are used for the lock-in process. According to the
PD structure used in a PLL-based CDR, we can categorize it into linear and binary types [9].
The linear PD proposed by Hogge outputs an Up pulse when the rising edge of the clock leads

the transition edge of the data. When the rising edge of the clock lags the transition edge of

9
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\ A \70ut

ity

\j

Din D Q D Q ;
A
Clk l

(a) Hogge PD (b) Transfer Curve

_o>

Fig. 2-8: Linear PD proposed by Hogge
the data it outputs a Down pulse. The width of the pulse is the phase difference between the
data and the clock. The phase difference is converted into control voltage of the VCO. The
high frequency noise in this control voltage is filtered out by the loop filter. The loop adjusts
the frequency of the VCO by the control-voltage until the phase is exactly the same as the

input data. The VCO will provide the-sampling phase to the decision circuit to retime the

input data.
D, Half-Rate MUX Dot
(10 Gb/s) PD (10 Gb/s)
t A
M
Charge
Pump
\i
5-GHz |
veo [ LPF

Fig. 2-9: APLL-based CDR with linear PD [8]
Fig. 2-8 shows an example of a CDR with linear PD proposed by Jafar Savoj. It
incorporates a half-rate PD to retime and demultiplex the input data. The half-rate PD
produces an error signal and a reference signal. The error signal represents the phase

difference. But it is effective only with the reference signal. Because the random nature of the

10
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data and the periodicity of the clock make the average of the error signal which depends on
the pattern of the input data. So a reference signal must also be generated to reduce the

dependence by averaging.
l _\)D_ y A \70Ut
Din D Q@ D Q \ —
AN O—D_ X
‘ , A®
Clk + >
L V -

<o

(a) Bang-Bang PD (b) Transfer Curve

Fig. 2-10: Bang-bang PD proposed by Alexander
The binary PD proposed by Alexander is also called a bang-bang PD. As we can see
from the transfer curve, its output pulse only tells that the clock is lead or lag no matter what
the phase difference amount is. The bang-bang PD.is usually used in the all digital structure
with digital loop filter or confidence ‘counter.and a digitally controlled oscillator. Fig. 2-11

shows an example of a CDR with binary:PD-proposed by Jafar Savoj.

D;
(10 Gb/s)
i Half-Rate Half-Rate Dout
> FD ! pPD [ (10 Gbss)
) v
v v

Converter Converter

0° 1451 901135°

Voltage-Controlled | _ Low-Pass
Oscillator B Filter
Half-Rate

Clock

Fig. 2-11: APLL-based CDR with binary PD [10]
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The system utilizes a half-rate binary PD and a half-rate binary FD to indicate both the
phase and frequency difference. Based on the half-rate topology, it reliefs the requirement on
the circuit and retimes the input data inherently. The FD generates an error signal and controls
the VCO frequency toward half of the input data. Then the PD takes over. It locks the VCO
phase to the input data and produces a retimed output.

The stability of the feedback system is another issue for the PLL-based CDR. The
tracking bandwidth is limited by the stability of the system and we also have to meet the jitter
specification such as jitter tolerance, jitter transfer, etc. In general the loop bandwidth is

usually less than one-tenth of the internal clock frequency.

2.2.2. Oversampling-Based CDR

A blind oversampling CDR is a feed-forward system. Basically, it uses multi-phase of
the clocks generated from PLL to sample the input data. Usually a single data bit will be
sampled three times. It is called 3x-oversampling. We can increase the samples to four or
higher to eliminate the transition ambiguity. After oversampling, the transition information of

Phase Detection Logic

;r Parallel o ;

i Samplers 1y - |

| [ (/) |

. | | | o (-D |
Serial Data i A T» Sample g1 Recovered

Stream '} [ A A Ly Storage > %E | Data

| A [ 3 |

-~ 4 ——> > |

1 AN b !

VNIE N |

R, YR PN I N |

| |

! Yy Y YVYY !

Multi-Phase i Bit Boundary i

Clock Generator i Detection i

Fig. 2-12: A block diagram of a blind oversampling CDR [11]
the input data must be detected. We can employ the center-picking or majority-voting method
to extract the transition edge of the input data and we can pick the optimum sampling phase of

the clock. So it is also called the phase picking.
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b
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Input data

Sampling
Phases

Sampled Value

Indicate Transition

Accumulate Transition 6 0 0

Transition Edge judgment P,-P,
Phase Picked P,

Fig. 2-13: An example of phase decision
For example, the data sampled by 3 phases per bit time is shown in Fig 2-13. It decides
the boundary with a portion of a sampled stream. First the neighboring data are XORed. Then
the transitions are accumulated. The transition-that has the highest accumulated count is the
data transition edge. Then we can choice-P3-as.sampling phase. We can increase the length of
the sampled stream to obtain more accurate results but the storage hardware overhead will

also be increased.

Phase-Picking Logic
 — |
D, 1:8 Demux b .. . !
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| |
A I I
24 Y 1 3| ser
/ i i
Multi-Phase | R o 8
lock L SQ ! Bit Shifter
Cloc | beley 1S3 [ Byte FIFO [ 7>
} ~ } Doul[ 70]
| | (512 Mb/s)
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Fig. 2-14: An example of oversampling CDR [12]

The phase picking scheme accompanies static phase offset error on each sampling

because neither the data nor the clock phases are adjusted. The maximum phase offset is
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(0.5UI/OSR), where OSR denotes the oversampling ratio. Although we can increase the OSR
to decrease the phase offset but in practical a higher OSR implies high accuracy phase
resolution for each sampling, which is always a challenge. A phase-picking CDR tracks the
high-frequency jitter of the input data well while it needs extra circuit such as FIFO buffer to
tracks the frequency error between the input data and the clock. This architecture eliminates
the need on the acquisition time but requires more hardware for executing algorithm and

introduces processing latency to the data recovery.

2.2.3.DLL-Based CDR

DLL-based CDR is just like PLL-based CDR but it adjusts the phase of the input data or
the clock. It is a closed loop first-order system. So it is a simplified version of PLL-based
architecture. According to the subject of the delay adjustment, it can be divided into two types:
clock interpolation and data-deskew. The clock interpolation architecture can track the input
data continuously by the phase-rotation scheme. But it needs additional hardware such as
FIFO buffer to overcome the “data overflow/underflow problem. For the data-deskew
architecture, it adjust the phase of the input data and synchronize it with the phases of the
clock. It is limited by the tuning range of the circuit. So it is only suitable for burst-mode

application.

B Clock Interpolation

»| OFF [— Retimed Data
 —— Loop A
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| PO — Charge }— LPF }— Mu/%/g se
o Pump e 1" L

———————————————— - Loop B

Fig. 2-15: A clock interpolation CDR proposed by Ruiyuan Zhang [13]
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Fig. 2-15 shows an example of the clock interpolation CDR proposed by Ruiyuan Zhang.
It combines the fast acquisition of a phase selection DLL with the low jitter of a PLL. Loop A
is the phase selection loop. It provides fast acquisition with the input data and frequency
direction and magnitude estimation for the PLL loop. Loop B, a PLL loop with narrow loop
bandwidth to achieve low jitter. The phase switching is disabled after the PLL acquires the
phase lock. The phase selector examines the relationship between the data transitions and the
clock phases from the VCO, and then the circuit selects the sampling phase which is the

farthest from the data transitions.

B Data-Deskew

Lead
Delay Control:+ [* Confidence
FSM -89 Counter

| | A A

Up

Phase Recovered
Detector Data

”””””””””””””””””” Ref. Clock

Fig. 2-16: A data-deskew CDR proposed by Hung-Wen Lu [14]

Fig. 2-16 shows an example of the data-deskew CDR proposed by Hung-Wen Lu, the
bang-bang PD outputs up and down pulses to give the information of leading and lagging
between the clock and the input data. The confidence counter serves as a digital loop filter
accumulates the pulses and filter out the high frequency noise. Then it controls the delay
through a finite-state machine (FSM). Finally the input data passes through the delay line and
synchronizes to the clock. This paper proposes an all digital architecture, so it can provide

high flexibility and can be synthesizable.
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2.3 Direct Sequence Spread Spectrum
2.3.1 Definition of Spread Spectrum

PSD
A
Original Signal
‘ Spectrum
N Spread Signal
Spectrum
l— F5 —>» Frequency
< NFp >

Fig. 2-17: Power spectral density of spread spectrum signal [15]

Spread spectrum is a technique in “which-a-signal is transmitted on a bandwidth larger
than the frequency content of the original-information by modulating a signal. It generally
makes use of the noise-like signal to spread the normally narrowband information signal over
a relatively wideband. The receiver correlates the received signals to retrieve the original
information signal. The spread spectrum has a lot of benefits, such as: anti-jamming,
anti-interference, low probability of intercept, multiple user random access communication,
etc. There are two main techniques of the spread spectrum communication: direct sequence
and frequency hopping. Here we use the direct sequence spread spectrum. We will illustrate it

in the following paragraph.
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2.3.2 Direct Sequence Spread Spectrum
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(b) Direct Sequence -Modulation Process

Fig. 2-18: DSSS system and modulation process [16]

Direct sequence spread spectrum (DSSS) transmission multiply the data being
transmitted by a noise signal [17]. This noise-signal is a pseudorandom sequence of 1 and -1
values at a frequency much higher than that of the original signal. Thereby, it spreads the
energy of the original signal into a wider band. The pseudorandom sequence or pseudo noise
(PN) code symbols are called chips. This PN code is generated in a deterministic way but act
like a random signal. Usually it is generated by a linear feedback shift register (LFSR). The
transmitted signal resembles white noise. The noise-like signal can be used to reconstruct the
original data at the receiver end. The despread process multiplies it by the same PN code. It
calculates the correlation between the transmitted sequence and the local PN code. In a binary
direct-sequence system, a chip is a pulse of a DSSS code. Each chip is typically a rectangular
pulse of 1 or -1. It is called chips to avoid confusing them with information bits. The chip rate
is larger than the data rate. That is, one date bit is represents by multiple chips. The ratio is
known as spreading factor or processing gain:
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PG — chip rate
data rate
(2.5)
__bandwidth of spread spectrum signal

~ bandwidth of the information signall

The processing gain also results in enhancing the signal to noise ratio (SNR) on the
channel. When the spreaded signal is transmitted in the channel, it is interfered by narrow
band noise. At the receiver end, we use the same PN code to despread the data. At the same
time, the noise will be spreaded and its power is being reduced. So we can attain a better

signal to noise ratio.

2.3.3 Code Synchronization

For despread to work correctly, the transmitted and received sequence must be
synchronized. It is called code synchronization.. It is a process of aligning the PN code

generated from the receiver with the transmitted sequence.

Code Synchronization
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Fig. 2-19: Code Synchronization [18]

Code synchronization is composed of two parts: code acquisition for the coarse
synchronization and code tracking for the fine synchronization [21]. The acquisition process
involves a search through the region of time-frequency uncertainty and determinate that the
locally generated PN code and the received sequence are sufficiently aligned within 0.5 chip

or less. Code tracking is the process of maintaining the alignment of the two signals. This is
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done by using a feedback loop which constantly serves to reduce the phase error and retain
the alignment. An essential function for timing acquisition, tracking and data recovery is to
calculate the correlation between the local PN code and received sequence. Usually we use
matched filter or correlator to calculate the correlation function of the received signal and

local PN code.

B Code Acquisition

Typically, the methods for PN acquisition can be classified into serial search and parallel

Spreaded ; Integrate
Data and Dump
Threshold

Local PN Sync <
Code control

search.

Sync indication
Fig. 2-20: Serial search with correlator [19]

As shown in the Fig. 2-20, this is the serial search with correlator. First, the timing of the
local PN code has been set and it is correlated with the transmitted sequence. The integrate
and dump block calculates the correlation value over k chips time and dump out the value.
The comparator compares the value with a threshold. If the threshold is not exceeded, the
sync control will delay the local PN generator usually by 1/2 chip time. The search process is
started again. When the transmitted sequence and local PN code are roughly aligned, the

delay mechanism will stop and the tracking will be initiated.
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Fig. 2-21: Parallel search with matched filter [19]

Another one is the parallel search with matched filter. It uses a bank of correlators or
matched filters. Each one has the same PN code with equally spaced timing. When correlating
with the transmitted sequence, one of the correlators will exceed the threshold and indicate the
synchronization of both signals. As ‘compared-with the serial search method, the parallel
search can provide fast acquisition but'more hardware is required. Therefore, there is a

time-complexity tradeoff.

B Code Tracking
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Fig. 2-22: Delay-locked loop [20]
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After acquisition or coarse synchronization, code tracking or fine synchronization takes
place. There are two well-known methods: delay-locked loop and tau-dither loop. Fig. 2-22
shows the blocks of the delay-locked loop. It uses two correlators and two PN sequences
which they are the same sequence with different phase delay. The early phase is typically 1/2
chip time earlier with respect to the transmitted sequence. The other one is the late phase
which is 1/2 chip time delay. Using these two sequences to correlate with the transmitted
sequence and subtract the results. We can get the information of phase error between the
transmitted sequence and local PN code. The loop filter is used to filter out the high frequency
noise on the error signal and control the VCO to increase or decrease the frequency smoothly.
Therefore, the early and late PN sequence will track the transmitted sequence and let the

phase error approach zero.

Phase Error Detector

________________________ |

I

Correlator :

I

X

I

Dither Generator :

I

I

I

____________________ 1
Local PN I Loop
Code Veo Filter

Fig. 2-23: Tau-dither loop [20]
The second one is the tau-dither loop. It is the delay-locked loop with only one correlator.
The dither generator controls the early and late sequence and let one of them correlated with
the transmitted sequence at each instant of time and then correlates with the result of

correlator to get the phase error signal. The next steps are just like the delay locked loops.
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Chapter 3

Behavioral Simulation of the Proposed
CDR

3.1 The Proposed CDR

According to the application, the CDR is included in a transceiver of power line
communication which processes the data at several MHz. So, if we choose a PLL-based CDR,
we need a low speed VCO at the same as the reference clock. The resolution issue and lock-in
time issue makes the PLL-based CDR not suitable for our system. The data-deskew CDR has
the same problems. With oversampling-based CDR, we just need a multi-phase clock
generator. The phase decision logic can be implemented as an all-digital structure. It is the
most robust and simplest way to design our system. But the oversampling-based CDR needs a
large storage component to eliminate the transition ambiguity or noise to recover the data. So
as to save the hardware overhead, we use the phase rotation method to realize the clock and
data recovery. Basically, we use three phases of clock to sample the data. The
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3x-oversampling can get enough information of data transition edge with the least phase
resolution. Because the data rate is just several MHz, using more phases of clock with higher
phase resolution to sample the data is impractical and uneconomical. From the sampled data,
we can get the lead and lag information between clock and data. We rotate the phases of clock
backwards or forwards to get the optimum sampling point of the data. Traditionally, we have
to collect the information of data transition of several bits to decide whether the phases should
be shifted or not to avoid the effect of jitter or other noises. Because we use the DSSS
modulation scheme, the data has been split into 11 chips. We have to calculate the correlation
value between the chips and the local Barker code. We can get enough information from 11
chips. We can use the correlation value to decide whether we shift the phase of clock. For the
code acquisition and code tracking, we use the same phase rotation scheme to achieve that.
The chip rate is 11MHz and the data rate is 1IMHz for the preliminary design. We generate 3

phases of the clock of 11MHz for-oversampling.

3.2 The Block Diagram of Proposed CDR

Code Tracking

Digital Phase

Loop Control | _
| ;
4 La Filter FSM
Spreaded! ” 4 ﬁ g
el j ,,,, 11MHz
4 Phase (3 phases)
Shift FSM

Code Acquisition = d

Despreaded
Data

Fig. 3-1: The proposed CDR
Fig. 3-1 shows the block diagram of the proposed CDR. The system can be divided into

two parts consists of code acquisition loop and code tracking loop. Firstly, it uses the punctual
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phase (Php) of the clock to sample the input data. The punctual phase is one of the three
phases of the clock generator. The sampled data are XORed with Barker code and the
accumulator sums up the outcome and dumps out every bit time. Because all the calculation is

done with unsigned operation, the accumulator just only counts the number of times of one.

1:11109 876 543 2 1 0

0: 01 23456 78 910 11
Transform:119 7 53 1 -1 -3-5 -7 -9 -11

L » Abs.:119 75311357 9 M1

Fig. 3-2: Accumulation and absolution results

Fig. 3-2 shows all the case of accumulation results. For the perfect alignment of the
sampled data and the local Barker code, the results will be 11 or 0 as for data bit 1 or 0. For
one chip misalignment or more, the results, will be 5 or 6. So we have to set a threshold value
to indicate that whether the sampled data are aligned to the local Barker code. At the same
time, we can tolerate that some chips are sampled wrong due to jitter or noise, and still can
recover the original data. But at first.we must put the threshold value of data bit 1 and 0 at the
same benchmark of comparison. As shown'in the Fig. 3-2, we transform the 0 to -1, and
absolutize the results. So now no matter what the data bit is, we can compare the accumulated
results with threshold value fairly. We set the threshold value to 3. The accumulated results
must be greater than it to acquire alignment. If the sampled chips do not synchronize to the
clock, the select of phase shift FSM will be 0 and let the leadoy be 1. It forces phase control
FSM to shift the phase of clock in order to proceed next synchronization. In code acquisition,
we delay the local Barker code 1/3 chip time when shifting the phase of clock. For the worst
case, when the local Barker code is 1 chip time delayed to the sampled chips, it has to shift 33
times of the phase of clock so as to acquire alignment. When the code acquisition is done, the
phase shift FSM will enable the code tracking loop and select the output of digital loop filter

as the multiplexer (MUX) output. We take the essence of delay locked loops of basic code
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tracking loop. We employ two phases of clock which are the early (Ph+) and late (Ph-) as
compared with the punctual phase (Php). Basically, the blocks in the code tracking are the
same in the code acquisition. When there has frequency error between the sampled chips and
local clock, the early or late path will fail the threshold test progressively. It implies that the
three sampling phases should be shifted to handle the frequency error. In another way, the
situation of frequency error is just like the data drifts forward or backward from the local
clock since the frequency of both does not match. Therefore, we need to shift the phase of
clock in the same way as drifting of the sampled chips. Considering the effect of jitter, we
might sample the wrong chips and fail the threshold test and the system would shift the phase
of clock. But essentially the system must be capable of dealing with the frequency error and
removing the effect of jitter. According to this, a loop filter must be put into the loop in order
that the system can smoothly shift the phase of clock due to frequency error and eliminate the
interference of jitter. The recovery: of data is done by comparing the accumulated result with
magnitude threshold value 6 directly. Because we have confirmed that the sampled chips and
the local Barker code are synchronized. -So-now we just need to discriminate the data bit 1
from 0. To sum up, the system performs byte recovery, that is, code acquisition firstly, and
then clock recovery, that is, code tracking, and it uses a D flip-flop to retime the despreaded

data.

3.2.1. Correlator of the System
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Fig. 3-3: Correlator

The correlator is used to calculate the correlation value between the sampled chips and
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the local Barker code. Actually, it has a 4-bit DFF between the accumulator and the absolute
value circuit. So the XOR gate, accumulator, and DFF form a digital integrate and dump
circuit. It dumps out the accumulated results every bit time, or, every 11 chip time. It goes
through the absolute value circuit and the threshold detector. The output of the threshold
detector is just 1 or O to indicate that whether the accumulation result is greater than the
threshold value. If so, the synchronization is completed. Fig. 3-4 shows the behavioral

simulation of the correlator.

Fig. 3-4:'Simulation of correlator

3.2.2. Phase Shift FSM
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Fig. 3-5: Phase shift FSM
The phase shift FSM in the code acquisition loop controls the phase shifting according to
the output of the threshold detector. The state diagram is described that the output of threshold
detector has to be 1 two times continuously to set the select and enable signals 1. The local

Barker code will synchronize to the sampled chips if it passes the threshold test two times
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successively, in case that the noise or jitter causes the system to make wrong decisions. When
the burst error happens, it may last more than one bit time. The timing relationship between
the samples chips and the clock must be unchanged. So we design a FSM that the

misalignment must occurs two times successively in order to restart the synchronization.

Fig. 3-6: Phase shift FSM

3.2.3. Digital Loop-Filter
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(b) Continuous type
Fig. 3-7: Types of confidence counter
The position of the data transition will move because of the static phase error (frequency

error) or dynamic phase error (jitter). The effect induced by the jitter on the sampled chips

will cause the error chips and change the state of the system. We use a confidence counter as
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the loop filter. There are two types of confidence counter. One is the accumulative type and
another is the continuous type. As shown in Fig. 3-7, the initial state of the confidence
counters is set to SO on both types. R represents the change of the state of the confidence
counter to the right; L represents the change of the state of the confidence counter to the left.
The Rovand Loy are the overflow signals indicate that the system should change its state. In
the accumulative type, the overflow only happens if three times of R or L are accumulated. In
the continuous type, it happens when R or L occurs three times continuously. Considering the
situation where the dynamic and static phase error happens to the system. Because we use
3x-oversampling, the phase resolution is very low. The system can tolerate more dynamic
phase error. So considering the frequency error only, the phases of clock (Ph+ or Ph-) will
move toward the transition edge of data gradually. Therefore, the system shifts the phase of
clock if one of the two paths fails the threshold test several times in a continuous way.

Consequently, the continuous type confidence counter is more suitable for our system.

Lag/Lagoy Lead/leadpy

Lead Lag

(a) state diagram

(b) simulation

Fig. 3-8: Confidence counter
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3.2.4. Phase Control FSM

Leadov oh 3
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FSM
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Leadpy

Fig. 3-9: Phase control FSM
The 3-bit output of the phase control FSM control the output of MUX. The states of FSM
are encoded as one-hot-state and used as the output signal. It rotates the clock phases

counterclockwise or clockwise depending on whether leadoy or lagov is 1.

Fig. 3-10: Simulation of phase control FSM

3.2.5. Phase Rotation Scheme
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Fig. 3-11: Phase rotation scheme
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The phase rotation is done by a FSM and a MUX, as shown in Fig. 3-12. It can be
observed that when Ph2 is shifted to Ph1, the waveform of Ph+ is changed and it advances 1/3
chip time as compared with the original phase. Therefore, if Ph2 is shifted to Ph0, and Ph+ is
delayed 1/3 chip time. Besides, Ph+ is used for sampling the data. It is also the clock for

Barker code. The system clock is divided from it as well. Here we must carefully design the

MUX of Ph+ to prevent the race problem.

Fig. 3-12: Simulation of phase rotation

3.3 Behavioral Simulation
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Fig. 3-13: Behavioral simulation of CDR
We use Simulink to execute the behavioral simulation of CDR, the transmitter consists of

a Barker code generator, a pseudo random bit sequence generator (PRBS), and a XOR gate.
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3.3.1. Chips Delay

Fig. 3-14: Chips delay test
As Fig. 3-14 shows, we delay.the input PRBS data to test whether the code acquisition
loop functions well. It shows that the CDR shifts the phases for 26 times, that is, the CDR

delays 8 and 2/3 chip time to get synchronization.

3.3.2. Jitter Effect
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Fig. 3-15: Random jitter
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Fig. 3-16: Deterministic jitter
We produce the effect of jitter on the PRBS data at transmitter end to see whether the
CDR can recover the data correctly. We put 0.55Ul random jitter and 0.55U1 deterministic
jitter on the data. The RJ is in Gaussian distribution.and DJ in is uniform distribution. As Fig.

3-17 shows, the CDR still can recover the data and the phase of clock shifted due to jitter.

Fig. 3-17: Simulation of RJ and DJ

3.3.3. Frequency Error

The frequency error is a constant frequency difference between the clock of the
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transmitter and the clock of the receiver. It causes the data to drift from the sampling clock. So
the system must have to shift the phase in the same way in order to fix the error. We set
+1000ppm frequency error at transmitter end. 1000ppm means that there is 1 bit overflow or
underflow every 1000 data bits. The run-length in test is 250 data bits, so there will have 1/4

bits overflow or underflow, that is, 2.75 chips overflow or underflow.

Fig. 3-19: +1000ppm (clock of the data)

As we can see from Fig. 3-18 and 3-19, the phases shift clockwisely or
counterclockwisely due to the positive and negative frequency error. When the data is faster
than the clock, it will shift counterclockwisely such as C1, to C2 and to C0O. We put the jitter

and frequency error together into the data and the CDR still can recover the data correctly.
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Fig. 3-20: +1000ppm with DJ and RJ

3.4 Transcelver Simulation
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Fig. 3-21: Transceiver system

The goal of our design is to send 32-bit control signal from the transmitter through the
power line of the automobile. Then, we despread the chips and send the data to the driver
circuit. We know that the data length is 32-bit. So the transmission is burst-mode. Therefore
every time a set of control data is sent, the CDR needs to resynchronize each time. Preamble
is a sequence of known bits which are sent in each frame. It is used for synchronization. The
length of the preamble should be long enough to let the CDR synchronize and recover the
data properly. Consequently, at transmitter end, the preamble is sent before the control data
and a counter is used for select the output of the MUX. At receiver end, a sequence detector is
used to detect the pattern of preamble and control the serial-in parallel-out (SIPO) circuit. A

timing control circuit between them is used to control the clock of the SIPO circuit, for it
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sends out the control data correctly. Fig. 3-22 shows the transmitter end, and fig. 3-23 shows

the receiver end.
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Fig: 3-22: Transmitter
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Fig. 3-23: Receiver

As shown in Fig. 3-22, when model becomes high, the data will be serialed out. In Fig.
3-23, we can see that the CDR is in code acquisition at first. To recover the data, the preamble
must be detected to set the Get and Send signals and trigger the deserializer. PO to P3 are the
first four data bits.
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Chapter 4

Circuit Implementation of the
Transceiver

4.1 Transmitter
4.1.1. Barker Code Generator

L Rst Set Set Rst Set Set Set Rst Rst Rst Set

oFF - pFF - pFF H pFF - pbFF I bFF |- pFF H oFF |- pFF I pFF I DFF » Barker
Code

oK S, SR SR, SR, SR, SR S S S SR

Fig. 4-1: Barker code
As Fig. 4-1 shows, the Barker code generator is a shift register which the output is
connected to the input. The sequence of Barker code is {00011101101}, it is implemented by

setting and resetting the DFF.
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4.1.2. Serializer

BJO] Bl1] BJ30] BJ31]
e g Mg
1 1 1
7

7 7

el ;

A A A

Serial Out
Data

Clk/32

Clk

SEL

Fig. 4-2: Serializer
The serializer is a conventional type. It consists of two DFFs and a 2-to-1 MUXs. The
Clk/32 will load 32-bit control data firstly and SEL will be high for a period of Clk and load
the data to the input of DFFs. The DFFs serial out the data. The SEL signal is generated from

the circuit shown in Fig. 4-3.

NN RN NN NN NN NRENEN]
Clk ]

Clk/32 SEL

Chk > <32 |J:( DFF |‘°D Clk/32
}

A

Fig. 4-3: Control signal for serializer

4.1.3. Preamble and Counter

The preamble sequence is {1010....... 1011}. For the worst case, the synchronization for
CDR needs to delay 11 chip times. It is equivalent to 33 times of phase shifting. We
overdesign the sequence length to prevent any problem which may influence the
synchronization. Therefore, the length is 42-bit. We use a 6-bit synchronous counter to
generate the preamble and control the MUX and the serializer of the transmitter. We use the
least significant bit (LSB) of the counter as the preamble sequence but the last two 11 pattern

is different from the other. When the counter counts to 41, the NOR output will be high and
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trigger the DFF to make the OR output high. So, the preamble will be high all the time. The
control signals of the MUX and the serializer are produced in the same way. Both signals will

be high when the counter counts to 43 and 40.

_D—> Preamble

0 1—» DFF
N\

6-bit Syn.
Counter O

1= pFF > Mode 1
D\

od'><5

—» EN _se

1—» DFF
PAN

Fig. 4-4: Preamble and counter

4.2 Receiver

4.2.1. Accumulator

The accumulator consists of four half-adders and a 4-bit DFFs. The input of accumulator
is 1-bit and its output is 4-bit. The carry-out of the half adder connects to the input of the next
half adder except the last one. The DFFs store the sums of the half adders for the next time,

their output connect to the input of the half adder.

L Sum 5 oy
Input —— HA Cout D KF
— 174
I_— HA DFF s out(1]
] =%
L HA DFF L ourzy
7 F i
[
L HA DFF L outrs)
| | N\
L ck

Fig. 4-5: Accumulator
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4.2.2. Absolute VValue Circuit

According to the Fig. 3-2, we have already known the input and output of the absolute

value circuit. It is a combinational circuit. The truth table is as follow:

Xa| Xa| Xo [ X1 | Ya|Ya|Y2[ Yy
1lo]1[1]1]0[1]1
1]oJ1[o]1]o]o]1
tlofoft1fof1[1]1 Y, =1
110{0fO0f0|1]|0] 1 YzZ(X1®X4)'X_2'X_3
A N s (X ® X, KK,
ol1[o[1]oo]o]1 +(Xs @ X,):XpeX,
0oj1]o0]Jojo]o]1]1 Yy =(X, ® X, )e X,
cTol o o] Yoo
0[o|o]|1[1]0f0]T

0lofofo]1}0oft |

Fig. 4-6: Absolute value circuit

4.2.3. Threshold Detector

The threshold detector is a 4-bit magnitude comparator. The output of the comparator
will be high when the input is greater than the value we have set. The value is 3 for the code

acquisition and code tracking loop and 6 for despread the data.

4.2.4. Confidence Counter

The confidence counter is encoded as an one-hot-state state machine. The input lead and
lag signals control the output of the MUX in order to shift 1 left or right. Fig. 4-7 shows the

circuit of confidence counter.
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Lead/Lag

| | T ] Lead
A A A
oh T Lagov gnd gnd T T Leadoy

La&) @
Fig. 4-7: Confidence counter

4.2.5. Phase Control FSM

The circuit of the phase control FSM is similar to the confidence counter, we use the

state assignment as its output.

—TIA};LDA HTh

Fig. 4-8: Phase control FSM

4.2.6. Clock Generator

The chip rate is 11MHz and the data rate is 1IMHz. We need to generate three phases of

Leado VL agov

by
)

®
%

Clk

11MHz. The clock generator is a Johnson counter, it uses 66MHz clock to generate 6 phases

of 11MHz, and we only take 3 of them as the sampling clocks.

PhO Ph2 Ph1

glip } l

DFF

D
oFr | | oFF_
Ad |l AF A o—l
4 4 4
1 1 ]
Clk

Fig. 4-9: Johnson counter

4.2.7. Delay Adjustment

As we have mentioned before, the phase rotation needs a proper delay to prevent the race
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condition. So we design the following circuit to realize the delay signal.

Ph+

Delay circuit Phase Mux

Fig. 4-10: Delay circuit for Ph+ phase

Php

Delay circuit Phase Mux

Fig. 4-11: Delay-circuit for Php phase

4.2.8. Sequence Detector
The sequence detector is used to detect the sync pattern {1011} in the preamble sequence.
Its state diagram is as follows. When it detects the pattern, it will send a Get signal to indicate

that the following data are the control signals. The serializer will start to function.

/1
170

S0. initial ’
Si1:get 1 o0
S2:get 10 (
S3:get 107

00 00

Fig. 4-12: State diagram of sequence detector

41



Chapter 4 Circuit Implementation of the Transceiver
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Data:from CDR
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I
Get 1N

[
A )

Fig. 4-13: Simulation of the sequence detector

4.2.9. Timing Control

The timing control circuit is:used-to control the divider and the deserializer. At first, the
sequence detector recognizes the preamble and sends the Get signal. Then, the timing control
circuit receives the Get signal and ‘enables the divider and the deserializer by the Send signal.
The divider divides the retime clock by 32 and generates Clk/32 used in the deserializer. The
deserializer starts to receive the 32-bit control data and send to the backend driver circuit in
parallel form. After sending out the 32-bit control data, the timing control circuit will disable

the divider and deserializer. The deserializer stores the control data until the next new control

data is sent.
I_Go—
Rst

| : I I I I I

7_ Rst Rst Rst Rst Rst Rst
DFF DFF DFF DFF DFF DFF
2\ AN D\ AN N\ AN

A

i 1 t t -
Get Send Clk/32

Fig. 4-14: Timing control circuit
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4.2.10. Deserializer

The deserializer is a conventional one. The simplest structure is suitable enough for our

application.
Serial In
Data . —1 D/fF-‘— D/,fFT D//;'F—‘— - D//{'F-‘— D/fFT DFF
PN il O 1
DFFRY pFFY bFFH — — — Y bFFRY brFFKY DFF
o o o ?1
Clk/32
v v v v
BJ0] B[] BZ] B[29]  B[30] BJ31]

Fig. 4-15: Deserializer

4.3 Circuilt Simulation of the Transceiver

We use SPICE to perform the circuit simulation of the entire system. Firstly, the channel
is assumed to be ideal. We build up the transmitter and the receiver. Then, we adjust the start
time of the transmitter and let the transmitted chips have some delay with respect to the local
Barker code at receiver end. We_test whether the phase rotation scheme can recover the data
correctly or not. As shown in Fig. 4-17, leadoy_has been high for 14 clock period. It means
that the phase rotates 14 times and local barker code is delayed about 4 chip time for the

synchronization.

Mode 1

Preamble

32-bit
Control
Data

Oulput of
MUX

Clk
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oy
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1
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e
3
&
1
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e
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2
|
0
5
Pt
3
2
1
o
5
Pt
2
&
1
i}

0 | r— H
£

il

1] 10u 20u 30u 40u 50u 60u 70u

Fig. 4-16: Simulation of the transmitter
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Fig. 4-17: Simulation of the receiver
We can observe that the backend circuit can function well to output the data in parallel.
Next, we change the frequency of clock at the transmitter end to examine if the CDR can shift

the phases to correct the frequency: error or not.

Data 5 | " | ;
fromTX L '
CDR 0 : -

e i
YO S | N N | |
so N o N 5 ' i
ST 4 _\ r N [
sz . [ ] 1

Get
5
Send :I
PO
P1
07
P2 na|
i
07
P3 03|
i

Fig. 4-18: Simulation of the frequency error
We let the clock of the transmitter faster than the clock of receiver. The total run length is
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80 data bits. We set the frequency error to 3250ppm. It will underflow 1 chip about every
307.7chips. The total number is about 880 chips. So it will underflow 2.86 chips. As the Fig.
4-18 shows, lagoy happens 8 times as the phase rotates 8 times. It means that the system has
shifted 2.67 chips. The direction of rotation is from SO, to S2, and to S1 counterclockwisely.

All the things are just like we expected.
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Chapter 5

Realization of the System on FPGA and
PCB

5.1 Realization of the Transceiver

-7 T T T T r s m s A - T T - - - - - T T -/ - -T-T-T-T¥T-T=T===-=-= ===~ A
| | | |
i Counter TX i i R X i
| | | |
| mode1 | | |
! Preamble ! | Sequence |
! (77 ! ! Detector Driver |
32 | | i |
| FISO |  ox l Get Signal |
' Control TXout | | in 32 8
! g” 70, XOR ‘ : CDR SIPO AZ-DPWM driver, !
| ata Barker Code | | |
| | | |
| | | |

Fig. 5-1: Transceiver with backend control circuit
The whole application is shown in Fig. 5-1. The purpose is to use the delta-sigma digital
pulse width modulator (AX-DPWM) to generate PWM signal to control the Power MOS
switches. The switches are used to control electric motors, LEDs, or buck converters. The

electric motors and LEDs are in open loop control. The buck converters are in closed loop
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control. These three components have their own operation frequency. Under this frequency,
we can change the on-time duty or PWM of motors or LEDs to control the on-off cycling
frequency, on-off duty cycle or dimming. The input of backend control circuit is 32-bit. The
data transmission method is through the existing power line on the car to deliver the data. We
use DSSS modulation to spread data into chips in order to decrease the noise interference.
Basically a transmitter and a receiver for DSSS are what we need. Therefore, in order to

realize this idea, we build a prototype using FPGA and discrete components on a bread board.

PRBS,, T Xout
= 0 o m— T S G
Barker Code _,

(a) Test of data recovery

Counter
rst
mode71
Preamble
rst B
PRBS
rst TX out
XOR CDR Sequence Detector |—> Get

Barker Code —I_

(b) Test of detection of preamble
Fig. 5-2: Test for CDR
As shown in Fig. 5-2, we use the pseudorandom bit sequence (PRBS) encoded by barker
code to test whether the CDR can despread the chips correctly. And then, we put the preamble
signal before the PRBS data to test the sequence detector. When it receives the recovered data
and detects the preamble, it sends out the Get signal to indicate the detection. Besides, we use

a single cord wire as the transmission channel.
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Fig. 5-4: Test of detection of preamble
Fig. 5-3, 5-4 shows that the system can detect the preamble signal and recover the data

correctly. Therefore, the transmitter and receiver can function well.
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5.2 SERDES and Backend Control Circuit

Now we add a serializer to the transmitter and a deserializer and the AX-DPWM control
circuit to the receiver, as shown in Fig. 5-5. The simulation procedure is as follows. Set the
32-bit control signal and the transmitter serial out the preamble and the control data. Both of
them are encoded by Barker code. Next, the CDR recovers the data and SIPO sends out the
32-bit data in parallel. Finally, the backend control circuit produces the desired PWM control
signal. Besides, we use the power line as the transmission channel. Here the DC 12V has not

plugged in yet.

il

Fig. 5-6: Power line added
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Fig. 5-9: On-time 75% and PWM 25%

Fig. 5-7, 5-8, 5-9 show that the control signals for nMOS switch, we change the on-time
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duty and PWM in order to control the LED. The on-time duty allows LEDs to be turn on for
25%, 50% or 75% of a period time. And we can adjust the PWM signal of the on-time, it can

change the brightness of LEDs to achieve the function of dimming.

5.3 Coupling Circuit with Power Line
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(a) Signals at TX,u and A (b) Signals at B and RXj,

Fig. 5-11: Recovered PRBS signal

Because the power line is used to transmit the DC 12V supply to every electric
appliances on the car. In order to transmit the power and data on the same cable, the inductors
and capacitors are used here. We use capacitive coupling to transmit signal. It isolates the
output of the FPGA from the direct contact to the large voltage on the cable. So, the common
mode level can be different on both sides. The inductor is used to filter out the AC signal
which is the transmitted signal on the wire. As L and C form a high-pass filter, the signal on
the cable becomes pulse shape. Therefore, we use a Schmitt trigger inverter to recover the
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pulse signal. We choose 22y H of the inductance and 10p F of the capacitance. Moreover, we
bias the other side of the capacitor to move the pulse signal to the common mode of the
inverter. Hence the inverter can recover the signal correctly. In addition, we use cement
wire-wound resistors to simulate the load current as the real situation.

As shown in Fig. 5-11, the transmitted signal is recovered to the original signal. It means
that the front-end circuit can work accurately. Then we transmit the control signal through the

channel and the front-end circuit. Fig. 5-12 shows control signal for the nMOS switch.
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Fig. 5-12: On-time 50% and PWM 50%

5.4 Integration of the System

RX 8
| AS-DPWM driver |74>

Sequence
Detector

““““““““““““ 7 Power Line !
32-bit Control Switches i | L, AC coupled front-end

AC coupled front-end l | LED, Motor, Buck converter

Fig. 5-13: System of the application
We build the entire system including the LED, motor, buck converter and control
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switches. All of these circuits are realized on the printed circuit boards except for the
front-end circuit. For initial test, the power of the LED, motor and buck converter comes from
the DC supply separated from the cable. The cable is still connected with the cement wire

wound resistors and low DC voltage.

e | A T
NEOSUPER p

Fig. 5-15: Buck converter, LDO, switches for transmitter and buck converter
The low-dropout regulators are used for switches and FPGA board. Because we need
3.3V for both devices, so we can use regulators to generate 3.3V from any voltage and supply
current to the devices. After setting up for the test, we adjust the switches to send out the
desire control data. Then we test the brightness, on-off duty cycle and on-off frequency of the
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LED, and the rotation speed of the motor, and the target voltage of the buck converter.

Fig. 5-16: Results from buck converter

(a) On-off frequency 3Hz (b) Rotation speed at 80%

Fig. 5-17: Results from LED and motor
We have tape the process of test. These are the pictures derived from video. Fig. 5-16
shows the output voltage of the buck converter, 1.5V and 9V respectively. Fig. 5-17 shows the

LED is flashing at 3Hz and motor is rotating at 80% of the full speed.

B Final Test
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Fig. 5-18: Environment of the final test

(@) (b)

Fig. 5-19: Sub-blocks of the final test
Fig. 5-18 shows the environment set up for the final test. We connect the DC 12V supply
to the power line as the practical situation. The contact of the receiver end of the cable is used
for data receiving and supplies the power for the LEDs, motors and buck converters at the
same time. At the transmitter end, we reduce the 32-bit control signal to only 5-bit control
code. We list all the conditions for test, and build a look-up table for that. Consequently, we

trim the complexity of circuits and wiring. We have demonstrated and taped the data
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communication and device control.
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Fig. 5-20 Output voltage of the buck converter
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Fig. 5-21: Load and line regulation at output voltage 3V
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Fig. 5-22: Load and line regulation at output voltage 9V
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Fig. 5-24: Rotation speed of motor

Fig. 5-20 shows the output voltage of the buck converter from 1.5V to 9V. We test the
line and load regulation under these voltages. Fig. 5-21 shows the line regulation from 12V to
5V at output voltage 3V. We can see the duty is changed. Fig. 5-22 shows the line regulation
from 12V to 10V at output voltage 9V. The duty cycle is changed as well, and load regulation
IS the same as the one without the load. Fig. 5-23 shows the control of the LED. Fig. 5-24
shows the control of the motor. Table 2.2 is the look-up table of the control functions.

Table 2.2
Con[4:0] function
00000 (0) | 1.5V 10000(16)" | LED (NMOS) dimming 80%
00001 (1) | 3V 10001 (17) | LED (NMOS) 6Hz
00010 (2) | 5V 10010 (18) | LED (NMOS) 3Hz
00011 (3) |9V 10011 (19) | LED (NMOS) 1.5Hz

00100 (4) | LED (PMOS) dimming 20% | 10100 (20) | LED (NMOS) 0.75Hz

00101 (5) | LED (PMOS) dimming 50% 10101_(21) | LED (NMOS) on-time 20%

00110 _(6) | LED (PMOS) dimming 80% 10110 _(22) | LED (NMOS) on-time 50%

00111 (7) | LED (PMOS) 6Hz 10111 (23) | LED (NMOS) on-time 80%

01000 (8) | LED (PMQS) 3HZ 11000 (24) | Motor (s2) (PMOS= on) (NMOS= off)
01001 (9) | LED (PMOS) 1.5Hz 11001 (25) | Motor (s3) (PMOS= off) (NMOS= 20%)
01010 (10) | LED (PMOS) 0.75Hz 11010 (26) | Motor (s3) (PMOS= off) (NMOS= 50%)
01011 (11) | LED (PMOS) on-time 20% 11011 (27) | Motor (s3) (PMOS= off) (NMOS= 80%)
01100 (12) | LED (PMOS) on-time 50% 11100 (28) | Motor (s3) (PMOS= on) (NMOS= off)
01101 (13) | LED (PMOS) on-time 80% 11101 (29) | Motor (s2) (PMOS= off) (NMOS= 20%)

01110 (14) | LED (NMOS) dimming 20% | 11110 (30) | Motor (s2) (PMOS= off) (NMOS= 50%)

01111 (15) | LED (NMOS) dimming 50% | 11111 (31) | Motor (s2) (PMOS= off) (NMOS= 80%)
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Chapter 6

Conclusion

In this thesis we have proposed a data communication method with power line. We use
DC 12V power line of the automobile as the transmission media. We apply the capacitive
coupling to transmit and receive the data signal. We can expect that the signal will be
corrupted by various noises existing in the channel. So we use direct sequence spread
spectrum (DSSS) modulation technique to encode the control data. We have designed a DSSS
transceiver to perform the function of spreading and despreading. We choose 11-bit Barker
code which is also used in 802.11 wireless communications as the spreading sequence. We
have designed a clock and data recovery circuit which combines the phase picking for clock
recovery and byte synchronization for data recovery. We utilize the shifting of three phases of
the clock to achieve 1/3 chip time delay which is enough for code acquisition. We use a pair

of early and late phases to track the frequency error between transmitter (TX) and receiver
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(RX), and a digital loop filter is used to filter out the high frequency noise or jitter. The 32-bit
SERDES and backend control circuit are realized to perform the serial transmission and PWM
control of LED, motor and buck converter. Finally, we use FPGA and PCB to realize the
whole system with power line. We have demonstrated and taped the data transmission and
controlling of the devices. We have proved the idea of power line communication for
automotive electronics is feasible.

The following is the specification table for the DSSS transceiver. The three oversampling
phases are generated from the global clock of the FPGA. For consideration of measurement,
we lower the chip rate and the data rate to ease requirement of the front-end circuit.

Table 2.3 Specification for the DSSS transceiver

Burst-data length 75 bit

FPGA global clock 50MHz

PN code 11-chip Barker code
Chip rate 260KHz

Data rate 23.67TKHz

Counter size N 3 (continuous type)
Inductor (front-end) 22p-H

Capacitor (front-end) 10u F
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