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Noise Correlation Model and Model-based
Design Optimization for Discrete-Time
Sigma-Delta Modulators

Student : Tzu-En Sheng Advisor : Dr. Fu-Chuang Chen

Institute of Electrical and Control Engineering

Nation Chiao Tung University
ABSTRACT

The conventional high-level SDM synthesis is mainly based on behavior
simulation which is very time-consuming. This thesis is the first one in the literature to
propose model-based SDM synthesis. Model-based method can be at the order of 10*
times faster than simulation-based method, but it is never realized before due to the
incompleteness of non-ideality models. The recent establishment of settling noise
model [18] and OTA distortion model [17] facilitates model-based SDM designs.
Nonetheless, new problem associated with model-based method arises, notably
correlation between noises. Noise correlation models here are derived. In addition, a
SDM design optimization scheme is proposed, which incorporates a comprehensive
power consumption model. This model-based optimization is tested against a
published SDM design, achieving higher SNDR and lower power results in a much

shorter design time.
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1
Introduction

1.1 Current Status and Background

Sigma-Delta ADCs have become popular for high-resolution medium-to-low-speed
applications such as digital audio [1-2], voice codec, and DSP chip. Recently, Sigma-Delta
ADCs have been applied to higher bandwidth signals, and low power designs are frequently
emphasized. For example, in XxDSL [3-4] applications, signals up to several MHz must be
handled. Since significantly increasing the sampling rate is difficult, designer either seeks to
increase the order or the cascade stages [5-6], or employ multi-bit quantization [7-8], or
both, in order to achieve the required dynamic range (DR). DAC linearity can be improved
due to process technology advances, and it makes the multi-bit architecture more popular.
However, Sigma-Delta Modulator (SDM) design is-a complex and time consuming process
because many coupled design parameters must be determined. Coming up with an
acceptable design is very difficult with increasing design specification demands, previously
described. Even an acceptable design may not be the best one. For this reason, we propose

an optimization approach to increase automation and reduce complexity in the SDM design.

1.2 Motivation and Aims

To propose the design optimization for many SDM structures, we need a complete set
of important non-ideality models and a power consumption model. Some issues concerning
SDM noises and errors modeling appeared in [1-2] [9]. The SDM performance is usually
expressed in terms of signal to noise ratio (SNR) and signal to noise plus distortion ratio
(SNDR). Circuit designers must take into consideration of non-idealities, and decide design
parameters to meet the desired specifications. A SDM design optimization procedure
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proposed in [10] could meet design specifications while minimizing power consumption.
However, it didn’t consider nonlinear distortions, so that the effectiveness of the proposed
design optimization is limited. In this work, we discuss all the important noise and
distortion models into the optimization process in order to achieve more reliable designs.

Currently, the major approaches for SDM high-level optimization design was using
MATLAB SIMULINK and related power models while simulated with annealing or generic
algorithm [11-12] to find an optimal design parameter set. Although they used different
algorithm to reduce the searching time, it still spent much time in behavior simulation.
Besides, in existing approaches, the optimization result can’t indicate the magnitude of each
noise and distortion power, hence designer is hard to adjust design parameters. Differing
with these approaches which employ behavioral simulators to explore the design space
finding out the optimal set of SDM architecture and design parameters, we proposed an
optimization design approach for SDM based on-analytic all typical architecture noise,
distortion, and power consumption with general math models. So that our approach, namely
the model-based SDM design, can explicitly generate each noise power and distortion
power after optimization is performed. Designer can obtain design parameters they want
and know how to correct the result. More importantly, our design method need not behavior
simulation, so the simulation time not depends on system clock cycles, but relates to CPU
clock. It will be much faster than other optimization design approaches based on behavioral
simulators. Nonetheless, a new problem associated with model-based method surface,
notably the correlation problem. The correlation issue is due to dependency between
non-ideality models. In this thesis, we establish models to compute correlation powers. We
also establish a SDM power model which is much more comprehensive and involves more
design parameters than the model used in [11].

In the end, we propose an optimization algorithm based on analytical models of noise,
distortion, and power consumption. This algorithm searches the SDM design parameter

2



space to find out a design parameter set which meets design specs in terms of SNR or

SNDR while keeping minimum power consumption.

1.3 Organization

This work is organized as follows. In Chapter 2, we discuss all the important noise and
distortion models in SDM. In Chapter 3, the correlation issue for each SDM noise would be
discussed. In Chapter 4, advantages of model-based SDM design are presented. In Chapter
5, the SDM power consumption is derived. In Chapter 6, we would propose a design
optimization scheme, and use a published design case [3] to demonstrate its accuracy and

practicability. Conclusion and future works are presented in Chapter 7.



2
SDM Noise Power and Distortion Power

Models

Model-based high-level SDM design employs only mathematical models. In this
chapter, we will first check about the availability of noise and distortion models against all
non-idealities in SDM. These models are functions of design parameters. Modification to
existing models will be made wherever needed. The models discussed here are for the

popular switch-capacitor single-loop 2"-order SDM structure shown in Fig. 2.1.
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Fig. 2.1: Schematic of SC single-loop 2"-order SDM

For SC single-loop 2"-order SDM shown in Fig. 2.1, major circuit non-idealities are listed
below:

1) Switches non-idealities;

2) Capacitors non-idealities;

3) Finite and nonlinear DC-gain;



4) Bandwidth and slew rate;

5) OTAnoises;

6) Clock jitter effect;

7) Comparators;

8) Multi-bit DAC non-idealities.
The non-idealities of (1) - (5) are related to integrators. The non-idealities of (6) - (8) are
from outside of integrators. In the following, noise and distortion power models related to

each of eight non-idealities are discussed.

2.1Switch Non-idealities
2.1.1 Switch Thermal Noise Power Model (Pswitch_thermar)

Pswitch_thermal [13] [14] is from switches before C, and Cs. The PSD of switch thermal
noise at SDM output is derived as (8KT)/Cs_Therefore, the in-band switch thermal noise

power is

ts 8KT 1 8KT
j df = 2.1)

P =
5 C,  OSR C,

Switch _thermal =

2.1.2 Nonlinear Switch on-resistance Distortion Power Model
(Pswitch_distortion)

The switch on-resistance is nonlinear because its value depends on input signal. The
SDM output distortion power Psuitch_distortion €an be obtained from [15].
2.1.3 Clock-Feedthrough

The clock-feedthrough is caused by the charge of the gate-to-source capacitors of the
switch that is injected to the sampling capacitor when switch turns off. This error can be
attenuated by fully differential integrator [16].
2.1.4 Charge Injection

Charge injection is due to the charge of mobile channel injected to the sampling



capacitor when the switch turns off. This error can be solved by widely used circuit

technology [16].

2.2 Capacitors Non-idealities
2.2.1 Capacitor Mismatch Noise Power Model (Pcap_mismatcn)

Capacitor mismatch can alter integrator gain from its nominal value, resulting in SDM
output noise power Pcap_mismatch [14].
2.2.2 Capacitor Nonlinearity Distortion Power Model (Pcap_gistortion)

The capacitor Cg introduces harmonic distortion because its capacitance depends on
the input signal. The output distortion power Pcap distorion 1S derived in [14] under the

assumption that the gain of the second stage equals to one.

2.3Finite and Nonlinear DC-gain
2.3.1 Finite DC-gain Noise Power Model (Prinite pc-gain)
Finite DC-gain affects the noise transfer function, resulting SDM output noise power
PFinite_DC-gain [14].
2.3.2 Nonlinear DC-gain Distortion Power Model (Ppc-gain_distortion)
OTA DC-gain is nonlinear because it varies with integrator output voltage. The output

distortion power Ppc.gain distortion CaN be obtained from [17].

2.4Bandwidth and Slew-Rate
2.4.1 Settling Noise Power Model (Psettiing noise)

The limited integrator bandwidth and slew-rate make the voltage charge and discharge
incomplete at integrator output, which causes SDM output noise Power Psettiing noise [18].
2.4.2 Slew-Rate Distortion Power Model (Psettiing_distortion)

If input signal of integrator is so large that it exceeds the integrator slew-rate limitation,

6



a dependency of the settling error on its input is created, which results slew-rate distortion.

The output distortion power Psetiing_distortion Can be obtained from [14].

2.5 OTA Noises
2.5.1 OTA Thermal Noise Power Model (Pora_thermar)

The OTA thermal noise originates from the OTA MOSFET non-idealities. Form the
input-referred noise PSD Vnora® [14] [20], the in-band OTA thermal noise power at SDM

output can be derived as
1

Por owrs = 30gg o Veor” ([P D+ (D @2)
where a; donates the first integrator gain, and Hsamp(f) and Hin(f) are the transfer functions
from noise source to integrator output in sampling phase and integration phase, respectively.
2.5.2 Flicker (1/f) Noise Power Model (Pota fiicker)

The flicker noise also originates from the transistor non-idealities of OTA. The output
noise power Pora_fiicker CAN be obtained from [20].
2.5.3 Reference Circuit Noise Power Model (Pret noise)

Reference circuit noise usually contains OTA thermal noise and flicker noise,

appearing at reference voltage of DAC circuit in Fig. 2.1. The output noise power can be

obtained from [13] [20].

The clock jitter noise originates from the sampling phase, resulting in non-uniform

sampling of converter input signal. The noise power Pjiter noise Can be obtained from [1].

2.7Comparator Hysteresis(Ppysteresis)

The comparator hysteresis is defined as the minimum overdrive to change the



comparator’s output, which leads to a loss of performance of SDM, and the noise power

2.8 Multi-bit DAC Non-idealities
2.8.1 DAC Noise Power Model (Ppac_noise)
The DAC noise originates from the capacitance of C, mismatch, and can be obtained
from [13].
2.8.2 DAC Distortion Power Model (Ppac_distortion)
The DAC is nonlinear because the transfer function of DAC depends on the

capacitance of C,. It causes DAC distortion.



3
SNDR Generation in Model-Based SDM

Designs

The SDM design spec is typically given in terms of SNDR. SNDR is defined as
PS

SNDR = (3.1)

vt P

where Ps represents the signal power, Py the total noise power and Pp the total distortion
power, respectively. In simulation-based SDM designs, Py and Pp are generated from
behavior simulations. In model-based SDM designs, Py and Pp are computed by summing
up each SDM output noise and distortion -power models described in Chapter 2. However,
there is one issue associated with the computation of Py and Pp; i.e., the correlation problem.
The direct sum up of noise powers and distortion powers would work only when the SDM
output noises and distortions are independent. Indeed, correlations between noises and
distortions do exist, and they have to be considered in the computation of Py and Pp. In this

chapter, Py and Pp are defined as

I:)N = PModified_quantization_noise + I:)Switch_'[hermal + I:)OTA_thermaI + PJitter_noise (3 2)
+PDAC_noise + I:)Settling_noise

and

PD = PDC—gain_distor’(ion + PDAC_distortion (3-3)

Since finite DC-gain may produce changes in noise transfer function and increase in-band

quantization noise, the quantization noise would be rewritten as



4

210
. = Viss' (3.4)
odified _quantization _noise — ( )(5OSR5 3OSR3 )

I:)M
where p represents the finite DC-gain error and V sg represents the quantizer step size for
mid-tread quantizer.

For the six noise powers in equation (3.2), the first five can be correctly summed up,
since the five corresponding noises (i.e., modified quantization noise, switch thermal noise,
OTA thermal noise, jitter noise and DAC noise) are independent. However, due to the
reasons explained later, these five noises are correlated with settling noise. Therefore, there
should be additional correlation powers terms in equation (3.2) to account for the

correlation between settling noise and the five independent noises. These correlation terms

are derived in follows.

Node 1 Node 3
E Eq
¥ Vs = | 1
X — D> P> 77 7% z DY
DAC

Fig. 3.1: Block diagram of single-loop 2"-order SDM

Consider the five independent noises. The modified quantization noise (3.4) is
expressed in Fig. 3.1 as Eq applied at nodes 3 and the factor p at feedback loop of first
integrator. The remaining four noises are applied at node 1 of Fig. 3.1, the sum of which is
donated as E. These five noises are treated as independent because Eq and the four noises in
E are all assumed to be Gaussian and white. Next, to explain why these five noises are

correlated to settling noise, recall that settling error € is approximated in [18] as

e=aNS +aNS +a NV’ (3.5)
According to Fig. 3.1, the Vs in equation (3.5) can be expressed as

Vs =(1-2?)E-[1-27(1- I E, (3.6)

10



It is clear from equations (3.5) and (3.6) that settling error ¢ is correlated to E, Eq and p.

From discussions above, the noise signal at SDM output can be expressed as

VN (t) = VModified _quantization_ noise (t) + VSettIing _noise (t) + VE (t) (3-7)
where
VE (t) = VSwitch_thermaI (t) + VOTA_thermaI (t) + VDAC_noise (t) + VJitter_ noise (t) (3'8)

The autocorrelation function of vy(t) is

Ry (7) = E[vy (D)vy (t+7)]
= RModified _ quantization_noise (T) + RE (T) + RSettling_noise (T) (3-9)
+RSQ (r)+ RQS (7) + R (7) + Res (7)

where Rsg(t) and Rgs(t) are cross-collection function of  Vsetling noise(t) and
VModified_quantization_noise(t), and RSE(T) and RES(T) arc CI'OSS-CO”GCtIOn funCtIOn Of VSetﬂing_noise(t)
and Ve(t). Since Viiodified_quantization noise(f) @nd Ve(t)-are uncorrelated, thus, Req(t) and Roe(t)

do not exist in equation (3.9). Then, the power spectral density function of vy(t) is

Sy (f)=F{Ry(2)}
= SModified_quantization_noise ( f ) + SE ( f ) + SSettling_noise( f ) (3-10)
+S5q (1) +Sgs () +Sse () +Ses ()
where  Ssettiing noise(f),  Squantization_noise(f), and Sg(f) represent PSD  of  Vsettiing_noise(t),
VModified_quantization_noise(t), and Ve(t). The Ssq(f) and Sqs(f) are the cross spectral density
between Vmodified_quantization noise(t) and Vsettiing noise(t). The Sse(f) and Ses(f) are the cross
spectral density between Ve(t) and Vseting noise(t). Thus, the in-band noise power Py of
equation (3.1) can be obtained by
P, = (", (f)df
=, Su()
=P

Modified _ quantization_ noise

+fg
+P5ettling_noise +'['fB SSQ(f)+ SQS ( f ) + SSE(f)+ SES(f)df

+P

+ P Jitter _ noise (3-11)

Switch _thermal

| + I:)OTAfthermaI + I:)D

AC _noise

The first six terms at equation (3.11) are identical to those in equation (3.2). The remaining

11



terms at equation (3.11) are the correlation power models to be derived. The Sqgs(f), Sso(f),

Sse(f) and Sgs(f) can be approximated as [21]

SSQ(f):SQS*(f)

1 *
EVSettling_noise ( f )VModified_quantization_noise ( f )

SSE(f):SES*(f)
1

= Z_TVSettling_noise ( f )VE*( f )

(3.12)

1

where Vsettling noise(f), VModified_quantization noise(f), and Vg(f) are the Fourier transforms of
VSetﬂing_noise(t), V|\/|odified_quantization_noise(t), and VE(t), respectively, over a flnlte tlme |nterval ['T,

T].
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Fig. 3.2: The magnitude and angle of Vified_quantizaition_noise(T)
Fig. 3.2 (a) shows the FFT of a typical Vmodified quantization noise(t) obtained from behavior
simulation. Fig. 3.2 (b) shows that the angle of Vodified_quantization_noise(f) 1S random and is
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close to uniform distribution. Therefore, 0g(f) is assumed to be an arbitrary value in —~m,
and VModified_quantization_noise(f) is modeled as

V

Modified _ quantization _noise ( f )

2
L xf A Vv 0 ()
=|| 2sin| =— || +4usin| =— | |—=EL-e™
( ( fs D g ( fs ] V12 fs

Fig. 3.3 shows the FFT of vg(t) obtained from behavior simulation.

(3.13)
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Fig. 3.3: The magnitude and angle of Vg(f)

The angle of Vg(f) is also close to a uniform distribution. Therefore, 0g(f) is assumed to be

an arbitrary value in —~mt, and Vg(f) is modeled as

1/2 1/2
1 ( PSwitch_thermaI ) + ( I:>OTA_thermaI ) i0 (f)
— ° €

ﬁ +( PJitter_noise )112 + ( PDAC—nOise )1/2

For the settling noise, Vsettiing_noise(t) @nd Vsettiing_noise() are expressed in [18] as

Ve(f)= (3.14)

13



V (1) = oV (1) + oV () + v (1) (3.15)

Settling _noise
VSettIing_noise (F) =V, (F) + Vg5 () + aVes () (3.16)

where vs(t) is the first integrator input signal, and by equation (3.6)

V51(f):Vs(f)

= (@-e # W (f)-V, (347

Modified _ quantization_noise ( f )

Then, the Fourier transform of vs(t) can be obtained by convoluting Vs(f) and Vs(f), i.e.
Ve, (F) =V (f)®V,(f) (3.18)
Subsequently, Vs3(f) and Vss(f) can be obtained by

Ves () =V, () ®V;, () (3.19)
Vss (1) =Ve, (1) ®Vg,(F) (3.20)
With Vquantization noise(f), Ve(f), and Vsetiing_noise(f) described in equations (3.13), (3.14) and
(3.16), the cross-spectral densities, Sos(f), Ssa(f), Sse(f) and Sgs(f), can be computed, and

then the correlation power can be evaluated as
+fg
Peomaton = | |~ Ssq (1) +S0s (F)+Ses (F) 48 (F)af (321)

With Pcorrelation @dded, Py in equation (3.1) is then rewritten as

I:)N = PModified_quantization_noise + I:)Switch_thermal + I:)OTA_thermaI + PJitter_noise + I:)DAC_noise
(3.22)
+P, +P

Settling _noise Correlation

To verify the correctness of correlation model (3.21), Fig. 3.4 (a) (b) shows the
correlation power calculated by equation (3.21) and by behavior simulation for various SR
and GBW combinations, with other parameters set at F;;=100kHz, B=1, OSR=100,

Air=0.2V and Ve =1V. The two surfaces in Fig. 3.4 (a) (b) are very close.
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Next, an example is provided to investigate the relations between Psetiing noise,

PQuantization_noise @Nd Pcorrelation under the assumption that Ve(f) in negligible, which is the

256, A|n=02\/, Vrelev

100kHz, B=1, OSR=

typical case. The relevant parameters are: Fi,

51.2MHz, Fig. 3.5 shows the three noise powers w.r.t different SR values.

and GBW
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Fig. 3.5: Each noise power for different SR values.
Discussion 1: As Fig. 3.5 shows, settling noise is in linear region [18] when slew-rate

is large than 110V/pus. In this case, the az and os in equation (3.16) can be neglected, such

that
VSettIing_noise ( f ) = al\/Sl( f ) (3.23)
Then, it can be shown that

+fg 1/2
I:>C0rrelatior1 = j_ o SSQ ( f ) + SQS ( f )df =2 ( PQuantization_noise ’ PSettIing_noise) (3-24)
Since Pguantization_noise=-1200B and Psettiing_noise=-159dB, the correlation power is -137dB, as

is shown in Fig. 3.5.

Discussion 2: When slew-rate is less than 110 V/us, the oz and as in equation (3.16)
would increase dramatically. Therefore, the normalized correlation between settling noise
and quantization noise reduces when slew-rate decreases. However, as is shown in Fig. 3.5,
Pcorrelation  Increases steadily as SR decreases, and Pcorrelation becomes larger than

PQuantization_noise When SR<100 V/ps. This is because Pcorelaion represents an absolute

correlation power, not a relative one.
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4
Advantages of Model-Based SDM Design

The first advantage of model-based design over simulation-based design is obviously
its speed; the former can be at the order 10* times faster. The second advantage is that the
model-based approach provides more insights to guide the design, since this design method
explicitly computes all noise powers and distortion powers. These issues are quantitatively

analyzed in this chapter.

4.1SNDR Speed Comparison

For model-based SDM design, .the''SNDR is computed by equation (3.1). In
simulation-based SDM design (in MATLAB-SIMULINK environment), generating SNDR
IS a more complex process. First, behavior simulation is conducted and output data points
are collected. Then, FFT is performed on collected data points to generate power spectral
density (PSD). The total noise power Py is obtained from integrating in-band PSD floor, and
total distortion power is obtained by summing up distortional powers in PSD. The accuracy
of SNDR computed heavily depends on the number of data points involved, since sufficient
number of data points in needed to generate relatively accurate PSD [22]. However, more
data points require almost proportionally more simulation time because FFT accounts for
only 0.3% of the total simulation time for generating SNDR. Table 4.1 lists the simulation

times for obtaining 16384, 32768 and 65536 data points.
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In MATLAB 7.0.1, simulations were carried on AMD Athlon (tm) 64 X2 Dual Core Processor 6000+ PC

In contrast, as is shown in Table 4.1, in model-based approach the SNDR computation
time is a least 10% times loss than that in simulation-based approach. The model-based

SNDR computation time can be reduced much further, since little research has been done on
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Fig. 4.1: Single-loop 2"-order SDM model with relevant non-ideality blocks.

TABLE 4.1: Running time of each non-ideality for both design approaches

Non-idealities Data Points 16384 32768 65536
Quantization Simulation-Based 56.515ms | 114.125ms | 285.375ms
Noise Model-Based 0.016ms 0.016ms 0.016ms
Switch thermal Simulation-Based 108.203ms | 182.969ms 423.25ms
Noise Model-Based 0.016ms 0.016ms 0.016ms
Simulation-Based 67.985ms 123.703ms | 254.562ms
Jitter Noise
Model-Based 0.016ms 0.016ms 0.016ms
Simulation-Based 83.86ms 165.157ms | 370.297ms
DAC Noise
Model-Based 0.016ms 0.016ms 0.016ms
OTA thermal Simulation-Based 65.438ms 119.219ms | 256.844ms
Noise Model-Based 0.422ms 0.422ms 0.422ms
Simulation-Based 2171.72ms | 4865.94ms | 8578.59ms
Settling Noise
Model-Based 23.469ms 23.469ms 23.469ms
DC-Gain Simulation-Based 1967.063ms | 3941.09ms | 7828.078ms
Distortion Model-Based 0.031ms 0.031ms 0.031ms
Total Simulation-Based 3847.03ms | 7631.25ms | 15382.03ms
Non-idealities Model-Based 24.125ms 24.125ms 24.125ms

with 4GB memory running at 3.11GHz.
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the computational issue which would be discussed in follows.
As Fig. 4.2 shows, computing settling noise power accounts for 97% of the total time
for generating SNDR. To reduce the computation time of settling noise power, we modify

the settling noise analytic model [18].

97%

Settling Noise Power

3%
Other Noise and Distortion powers

Computation Time y .
Computation Time

Fig. 4.2: The pie chart of SNDR computation time in model-based SDM design method

The settling noise is approximated by following polynomial

_ 1 3 5
VSettIing_noise - alVS + asvs + aSVS (4-1)

First, coefficients oy, 03 and os are computed by
[ rVy p Viy 4 Vi 6 7
J.o W(Vs)'vs st _[0 W(Vs)'vs st J‘o W(Vs)'vs st
Vi 4 Vi 6 Vi 8
o | =| [ W) VetV [ W) VetdVy [T (V) VitV

W) VeV, W)V [ W) v Pav
0 S S S 0 S S S 0 S S S_

- - (4.2)
A Vh _
J.o W(Vs)'ﬁ'vszdvs +'|.VL W(Vs)'VL -p-e ' 'eNSWL 'Vsldvs

X

v, V., )
jo W(V,)- B-V,'dV, +IVL WV,)-V, - Boe el v 3y,

VL VH —
'[0 W(Vs)‘ﬁ'vssdvs +IVL W(Vs)'VL -p-e l'e‘vs‘/VL 'Vssdvs

where W(Vs) is the weight function,

\Y 1 V
W(Vs) = v exp[——sj
s .[VH 1 exp(_ V, jdvs JZEO-VS ZGVSZ (4.3)

o J2rx 20°

Second, Vs*(f), VS3(f), and Vs>(f) are needed to computed settling noise.
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V¥ (1) =Vs () ®Vs () @V, (f) (4.4

Ve () =V (F) @V, () @V, () V() ®V,(f) (4.5)
Finally, the settling noise power is obtained by

P

g roiee = : oV (F) +a Ve (F)+ eV ()df (4.6)
In computing settling noise power, simulation result indicates that the first step, i.e., the
coefficient computation, is the most time-consuming because using MATLAB to evaluate
integrals in equation (4.2) costs much time. In MATLAB environment, dealing with algebra
problem is much faster than evaluating integral problem. Hence, find the antiderivative of
integrand in equation (4.2) and substitute the upper and lower limits of integration would
make computation time for coefficients oy, oz, and as much faster. In this way the
computation time for coefficients o, a3 and.os become much faster, and it only takes
0.219ms to generate settling noise power.

In addition, computing OTA thermal noise power also needs to evaluate the integrals in
equation (4.7). Hence, we find the antiderivative of integrand in equation (4.7) and
substitute the upper and lower limits of the integration to reduce the running time of

computing OTA thermal noise power. In this way it takes 0.016m second for generating

OTA thermal noise power.

1

POTAfthermaI = m IOanOTAZ (‘ H Samp ( f )‘2 + | H Int ( f )|2 )df

do

1| 10akT [ (23, +1)° +(wRC; (8, +1))’
20SR| 4C, 0 ( pg? 2
Ch 1 [Aa; RC, (1+a1)+1J +£wRCS+Aa)(2a1+1)j

GBW GBW

4.7
Eventually, it takes only 0.312m second for generating SNDR in model-based SDM design

after modifying noise analytic models. It is hundred times faster than before. But computing
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settling noise power still accounts for 63% of the total time in generating SNDR as is shown

in Fig. 4.3.

63%

Settling Noise Power

Computation Time

Fig. 4.3: The pie chart of SNDR computation time in modified model-based SDM design method

Despite the detail of two design approaches, in model-based SDM design the SNDR
computation time is a least 10* times faster than that in simulation-based SDM design.
Consequently, model-based method is a time-efficient and practical solution in SDM design

cycle.

4.2 SDM Design Guide

Simulation-based SDM design generates sum of noise Py and sum of distortion Pp
from SDM output PSD. In this process, it is not easy to find out the magnitude of individual
noise or distortion. In contrast, model-based SDM design can explicitly compute all noise
and distortion powers. This advantage may be exploited by designers. We now consider two
possible cases.

In the case that design specification cannot be met, the knowledge about dominating
noise or distortion would indicate where design can be improved. For example, in a design
problem for the sensor applications, SNDR is required to be better than 96dB (i.e., a
resolution of 16 bits), but SNDR at 87dB is the highest that is achieved by traditional design
method. After computing noise and distortion powers using their models, it revealed that all
noises and distortions are very small except that the DAC noise at -86dB is the dominating
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factor for previous design result. This gives a guide about how the design can be improved.
After employing the DWA algorithm or making use of better CMOS device technology, the
designer is able to reduce DAC noise to -123dB. New computations reveal that SNDR at
97dB is achieved, with dominating non-ideality power being switch noise power at -99dB.
In the case that design specification is met, the knowledge about magnitude of each
noise or distortion would suggest where design parameters can be relaxed. For example,
SNDR for an audio application is required to be better than 84dB (i.e. a resolution of 14
bits), and SNDR at 87dB is achieved by traditional design method. Since our model can
compute all noise and distortion powers, we immediately find that -121dB for the settling
noise power is by far smaller than the dominating non-ideality power which here is switch
thermal noise at -94dB. Our models suggest that adjusting SR and GBW would significantly
affect settling noise power and SDM power consumption, but otherwise has little effect on
other noises and distortions. After relaxing design parameters SR (from 160V/us to 91V/us)
and GBW (from 120MHz to 80MHz), designer raised settling noise to -98dB. Although
SNDR is consequently lowered to 86dB, it still meets the 84dB requirement. But the
benefits received are obvious: OTA power consumption is reduced from 11.23mW to

7.04mW, and OTA design complexity is much decreased.
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5
Models of SDM Power Consumption

In this chapter, we propose an effective SDM power consumption model, which bases
on single-loop 2"-order SDM architecture shown in Fig. 2.1. Our power consumption
model is split up in two parts: the analog power consumption of OTA and quantizer, and the

digital power consumption of switch, DAC and data weighted averaging (DWA).

5.1 Analog Power Consumption:
5.1.1 OTA Power Consumption:

Given design parameters GBW, SR, and C¢q, OTA power consumption is derived partly
based on study [23] [24]. Here, OTA model is depicted in Fig. 5.1. This model includes:
Assingle-pole dynamic

A non-linear characteristic with maximum:-output current o

—OV: O Vo

+lo

gm(v+ - V) fout —_ CL
—OV. -lo

Fig. 5.1: OTA model

The OTA open-loop transfer function can be expressed as

A
A(s) =
1. S (5.1)
P

Ay is the OTA open-loop dc gain
Aj = gm : I‘-OUI (52)
where g, is the OTA transconductance and r is the OTA open-loop output resistance.

p; is the OTA open-loop pole
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1

P = (5.3)

r

out *

CL
where C_ donates the open-loop effective load capacitance.
Using OTA model shown in Fig. 5.1 with infinite roy, the model of the SC integrator is

shown in Fig. 5.2. Meanwhile, it also takes the parasitic capacitors associated to its input

and output nodes into account.

I_—DVa O Vo

+IO J—

ng cp?f _Iojggmva gct
Fig. 5.2: Integrator model with the parasitic capacitor

Here, Cs and C, are the sampling and integrating capacitors of integrator; Cp is the parasitic

input capacitance and C_ is the outputload capacitance, which includes the OTA output

node parasitic and the bottom plate parasitic of C;. For the SC integrator, the close-loop

transfer function is

1 1

[P (5.4)
f-o

u

AbL (S) =

where f is the feedback factor of integrator, and w, is the OTA unity-gain frequency. The

feedback factor for the integrator is

___ G 5.5
C, +C, +C, 55)
The unit-gain frequency for integrator is
A .p=In
o, = A) P Co (5.6)

where Co is the open-loop effective load capacitance of the integrator shown in Fig. 5.2.
C,=C_ +C,//(C; +C,) (5.7)

The close-loop gain -3dB bandwidth is defined as
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In

O =0, T = (5.8)
eq
where Cqq is the equivalent load capacitance for the integrator, and is estimated as
C,+C
Cy =Cp +Cs +C, [1+ %} (5.9)
|

For the step response calculation, the time constant t, of the integrator is defined as

1
0 g0 =~ =27-GBW = In (5.10)

a eq

Then, OTA transconductance for the integrator is obtained by
9, =27-GBW-C, (5.11)

Besides, SR for the integrator is defined as

|
SR=—0
c (5.12)

eq

Hence, OTA maximum output current.lois obtained by
l, =SR-C,, (5.13)

Given specific values of GBW, SR and Cgg;-equation (5.11) and equation (5.13) indicate the
corresponding value of g, and lp of the OTA. However, estimating OTA power
consumption is not only determined by these three design parameters, but also decided by
chosen OTA topology. The merits of three OTA topologies here are examined: telescopic
OTA, folded-cascode OTA, and two-stage Miller-compensated OTA. Their simplified

circuit schematics would be presented in Fig. 5.3 (a), (b) and (c), respectively.
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Fig. 5.3 (a) Telescopic OTA

For telescopic OTA, the slew-rate is

|
SR =02
C (5.14)

eq

Then, the bias current Ipg corresponded to SR is defined as

lossry = SR-Cig (5.15)

The close-loop -3dB bandwidth for the integrator is

_9m

W_345 (5.16)
Ceq

Combing (5.17) with the transcoductance equation in strong region inversion region,
21 I

O = 0F =% (5.17)
VOV1 VOVl

The bias current Ipg corresponded to w.3¢s is defined as

IDQ(GBW) = 348 'Ceq 'Vov1 =27 -GBW 'Ceq 'Vov1 (5.18)

where Vv is the transistor overdrive voltage of the differential pair.
Equation (5.15) and equation (5.18) indicate that the telescopic OTA bias current Ipg
depends on Voy:. The designer could assume that Voy; has a range (such as 0.1v~0.3v)

when calculating Ipg. If Vova is in the range, it would be self adjusted to make following
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equation hold.

IB = IDQ(SR) = ID9(GBW)

(5.19)

If Vovi IS out of range, it would be stuck at the extreme value of the range and the following

equation would be hold.

IB = MaX(IDQ(SR)’ ID9(GBW))

Finally, the telescopic OTA power consumption is
PC =Vl

where Vpp donates the supply voltage.

VDD
Vb1
Mo ] l—— [ m10
Vb2
Jl—— [ ma4
—Vo2
Vb3
J——[ me
Vba
M7 l:| — EIMB
—
VSS

Folded-Cascode

Fig. 5.3 (b): Folded-Cascode OTA

For folded-cascode OTA, the slew-rate is

Then, the bias current Ipy; corresponded to SR is defined as

| SR-C

D11(SR) — eq

(5.20)

(5.21)

(5.22)

(5.23)

Notice that the value of Ipg and Ip1g is set to 1.2-Ip1; to avoid zero current in cascades when

OTA is slewing [25], and slew limiting occurs only in the input stage of the circuit.

The close-loop -3dB bandwidth for the SC integrator is

_9m

C

eq

@ _348
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Combing (5.24) with the transcoductance equation in strong region inversion region, the

bias current Ipy; corresponded to w.3qs IS defined as

IDll(GBW) =W, -Ceq Vg, =27 -GBW -Ceq “Vov1 (5.25)
Equation (5.23) and equation (5.25) indicate that the folded-cascode OTA bias current Ip;
depends on Voyi. The designer could assume that Voy; has a range when calculating Ips;. If
Vow1 IS in the range, it would be self adjusted to make following equation be hold.

lg = IDll(SR) = IDll(GBW) (5.26)

If Vowvi is out of range, it would be stuck at the extreme value of the range and the following
equation would be hold.

s = Max(IDll(SR), 'Dll(GBW>) (5.27)

Finally, the folded-cascode OTA power consumption is

PC =24V, -, (5.28)

M8
Vo1
M5
VSS
Two-Stage

Fig. 5.3 (c): Two-stage Miller-compensated OTA

For the two-stage Miller-compensated OTA, the slew-rate is

SR) (5.29)

int?

SR =min [Iﬂi] =min(SR

C O+C

The non-dominant pole is
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Ime

p, = c. (5.30)
The zero is
gmG
7 = =1
0 c. (5.31)
And the unit-gain bandwidth is
_ Ym
@, c. (5.32)

Assuming that phase margin is greater than 70°, and z, is twenty times higher than oy, p2
must be placed at least 3.2 times higher than w,. From the assumption above, we get Cc >
0.16Co, and the internal slew-rate SRy is the limiting factor.

Then, the close-loop gain -3dB bandwidth is

g
W g5 =@, == (5.33)
eq

where Cqq for two-stage Miller-compensated OTA(is expressed as

C.+C
Ceq=CC(1+ . Pj (5.34)

Combing (5.33) with the transcoductance equation in strong region inversion region, the

bias current lp7 corresponded to w_sqg is defined as

Io7aw) = @as *Coq Vovs = 27-GBW -C,, -V, (5.35)
Besides, the bias current Ip7 corresponded to SR is defined as

lo7¢sr) = SR-Ce (5.36)

Equation (5.35) and equation (5.36) indicates that the two-stage Miller-compensated OTA
bias current Ip; depends on Voyi. The designer could assume that Voy; has a range when
calculating Ip7. If Voyy is in the range, it would be self adjusted to make following equation

be hold.

Iz = lozsry) = Ioreaw) (5.37)
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If Vovi is out of range, it would be stuck at the extreme value of the range and the following

equation would be hold.

1 = Max (15752 | prcew) ) (5.38)
For Ipg = 20Ip; form assumption above, and Ig = 2lp;, the power consumption of two-stage
Miller-compensated OTA is
PC =V, (g +215) =21V, - |4 (5.39)
As OTA topology is selected, the total OTA power consumption for SDM is approximated
as
PCora = Ksom - PC (5.40)
where Kspwm represent the ratio between the total power consumption of all the OTAs and
OTA in first stage.
5.1.2 Quantizer Power Consumption:

Quantizer in SDM is usually implemented by a flash ADC, and its power consumption
is

=21 -V,

Quantizer comp Supply

PC (5.41)

where lcomp donates the total current of each comparator and must be determined before

computing the quantizer power; Vsypply is the comparator supply voltage.

5.2Digital Power Consumption:

5.2.1 DAC Power Consumption:

For the SC stage structure shown in Fig. 2.1, DAC power consumption is

approximated by
PCpoaxc = Npac -kcs -C, -Vrefz- fo = 2-kcs -C, -Vrefz -2- f3-OSR (5.42)
where first factor 2 comes from the differential implementation; C, is the unit feedback

capacitor used in the first stage, with C, = Cs/2®; ke is the ratio between Cs in all stages and
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Cs in first stage; Npac is the total number of the unit capacitor in first stage and can be
written as Npac = 2°.
5.2.2 Switch Power Consumption:

The switch power consumption is approximated by

PC N C V.

Supply

siten Vaupply -2+ F -OSR (5.43)

Switch — ! Vswitch ©

where Nswitch IS the number of total switches in SDM; Vsyppiy is the switch supply voltage;

Csuwitch 1S the switch parasitic capacitance corresponding to the switch structure.

For transmission gate switch circuit, the relation of Csyiich and Ry, is estimated as

(4, +m,7t) 2
Ron ' (VSuppIy _th - ’th ‘)

where L is the channel length of transistors. Given R, L and the specific process

CSwitch -

(5.44)

technology, Cswitch could be obtained.
5.2.3 DWA Power Consumption:
DWA algorithm used to solve the nonlinearity problem of the feedback DAC can be

implemented with an accumulator and a logarithmic shifter [27], as is depicted in Fig. 5.4.

2!1

. / :|]>
Bbg/l;)lash // > Shifter

Thermometer [ N
to Accumulator

binary 7 l/

ﬁ Data

Fig. 5.4: Block diagram of DWA implementation

As Fig. 5.4 is shown, the DWA circuit would be separate in: ROM encoder, accumulator,
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and logarithmic shifter. A 2-bit ROM encoder is shown in Fig. 5.5.

Fig. 5.5: 2-bit thermometer-to-binary ROM encoder
When NMOS turns on, the current flows through the resistor and can be calculated as

equation (5.44).

Voo =V,
ID = _( = R_ DS) = lunCox [V_\LIJ[VGS _Vt _\%JVDS (5.45)

When the NMOS turns off, there is no. current on the resistor and no power consumption.
For example, as input thermometer code is-0000; the output binary code is 000, and then the
ROM encoder consumes no power. As the input thermometer code is 0001, the output
binary code is 001, and the power of the ROM encoder is Vpp-lp (Because one NMOS turns
on). For the input thermometer code is given over some time interval, ROM encoder power

consumption can be estimated.

For the accumulator and the logarithmic shifter, their power consumption are
approximated as

PCowa =Cp e V.

Supply

2.2.f,-OSR (5.46)

D.eq
where Vsyppiy 1S the circuit supply voltage; Cp¢q is the equivalent capacitance corresponding
to the complexity of the accumulator and the logarithmic shifter, and its derivation is based
on study [26]. Here, accumulator builds up with register and adder, and logarithmic shifter

builds up with multiplexer. Therefore, a good approximation of Cpeq is the number of one
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bit accumulator and logarithmic shifter that are operating at frequency fs, and is expressed

as

CD,eq =B- (CAdd + CReg )+B- 2° 'CMUX (5.47)

where Cadd, Creg, and Cmux are the one bit equivalent capacitance of adder, register and
multiplexer, respectively.

For example, when we give Cpeq a specific value shown in Table 5.1, Fig. 5.6 (a)-(c) show
the DWA power in equation (5.45) with the corresponding simulation result.

TABLE 5.1: The specific value of Cp ¢ for different bit number

2 Bit 3 Bit 4 Bit
Coeg 0.2935pF | 0.4846 pF | 0.8295pF
g X 10"
—&— Simulation Result : |
—8— Calculation Result
7 X ;

[s7]

Power Consumption(¥y)

2 | | | |
09765625 1953125 3.90625 7.8125 15.625 31.25
Sampling Frequency (MHz)

Fig. 5.6 (a): 2-bit DWA Power

x 10"
—&— Simulation Result
42| —5— Calculation Result

10

Power Consumption (W)

4 5e ) = £
09765625 1.953125 3.90625 7.8125 15.625 31.25
Sampling Frequency (MHz)
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Fig. 5.6 (b): 3-bit DWA Power

x10°

—&— Simulation Result
—H&— Calculation Result

2

o
T
H
1

Power Consumption

05
0.9765625 1.953125 3.90625 7.8125 15.625 31.25
Sampling Frequency

Fig. 5.6 (c): 4-bit DWA Power
By summing up all the contributions in equations (5.40) - (5.43) and (5.46), the SDM
power consumption can be estimated as

POWER = PC;, + PC +PCpac + PCqiien + PCroua (5.48)

Quantizer

The SDM power consumption is related to fg, OSR, Cs, Ron, B, GBW and SR.
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§
Model-Based SDM Design Optimization

In this chapter, we propose a methodology for model-based SDM design optimization.
This design method is applied to a published design task [3]. Compared with the single-loop
SDM reported in [3], the SDMs designed by our method achieves much higher SNDR and
significantly lowers power consumption. This shows that our method can effectively

achieve more balanced designs for piratical application.

6.1 Design Optimization Schemes

A typical SDM design optimization algorithm is shown in Fig. 6.1. This algorithm
searches the SDM design parameter space to-find out one design parameter set which meet
in terms of SNR or SNDR while keeping the power consumption as low as possible. The

blocks or signals in Fig. 6.1 are explained in the following.

SNDR
I / computation @T

Incremgnta COST . Parameter

LesiEn Start FUNCTION | 4
Parameter . COST FUNCTION

: computation
Adjustment Storage

\\\\\ POWER //;;;er
computation

Loop

Fig. 6.1: Design optimization schemes
6.1.1 Design Parameters
Designers need to determine which design parameters are fixed to a specific value and
which design parameters are adjusted during the optimization process run.

6.1.2 SNDR and POWER Computation
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SNDR computation has been described in equation (3.1), and the POWER
computation has been described in equation (5.48).

6.1.3 Cost Function Generation

After the SNDR and POWER are computed, they are used to generate
POWER

COST FUNCTION =—-K -SNDR +10log( ) (6.1)

B

which is a modified figure of merit (FOM) [22]. The factor K served as the relative
weighting. If high resolution design is required, the value of K can be set bigger, and
increasing SNDR would play a more important role than reducing POWER. In contrast, if
low power design is needed, the value of K would be set smaller.

At the end of the optimization process, the design parameter set corresponding to the

minimum cost function value is treated as the design.

6.2 XA ADC for ADSL-CO Applications

The ADSL design specs reported in [3] to be achieved are

o« Peak SNDR :78dB

o Signal bandwidth : 276 kHz
According to [3], Vrer and Vpp are set at 0.9V and 1.8V for the 0.18-um CMOS technology.
The ogqc is Set at 0.04% for the MIM capacitance. Design parameter space searched by our
model-based optimization scheme is

e B:1~4

o OSR:8~96

« Cs0.1~1.7pF

e Ap45~55dB

« GBW: 80~ 400 MHz

«  SR:50 ~500 V/ps
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o R:100~300Q
e A01~09V
The design published in [3] and that achieved from our methodology are listed in Table

6.1. The noise powers and distortion powers for both designs are listed in Table 6.2.

TABLE 6.1: Comparisons of our design results with those in [3]

Design parameters Reference [3] K=0.2 Unit
B 3 2 -
OSR 96 96 -
Cs 1.7 1.12 pF
Ao 55 50 dB
GBW 400 160 MHz
SR 500 201 V/ps
A 300 300 Vv
SNDR reported in [33] 0.638 0.45 dB
SNDR(Our model) 78 - dB
SNDR(SIMULINK) 75.51 89.91 dB
POWER(Our model) 7517 87.08 mwW

TABLE 6.2: The corresponding noise and distortion power for both designs

Non-ideality Power Reference [3] K=0.2 Unit
PModified_Quantization_noise -109.69 -103.95 dB
Pswitch_thermal -96.92 -95.11 dB
Pota thermal -116.28 -111.97 4B
Psettling_noise -216.63 -115.63 dB
Ppbac noise -85.68 -123.17 dB
Pijitter_noise -122.87 -125.90 dB
Pcorretation -145.61 -123.36 dB
Pbc-gain_distortion -95.58 -102.58 dB
Pbac_distortion -77.05 - dB

Discussion 1: The design from model-based optimization is better than that of [3],
achieving 89.91dB SNDR at 13.22mW compared with 75.51dB SNDR at 34.19mW in [3].
Discussion 2: Ref. [3] chose to use a 3-bit DAC without DWA, resulting in a

dominating DAC distortion at -77.05dB and a large DAC noise at -85.68dB which brought
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down SNDR. In contrast, our method by nature tries to evenly distribute noise power and
distortion power among all noise and distortion categories, while minimizing POWER at
the same time. This is the main reason our design can achieve a higher SNDR with lower
POWER. Our algorithm selected a 2-bit DAC with DWA, eliminating DAC distortion and
lowering DAC noise to -123.17dB.

Discussion 3: The power consumption by SDM of [3] is more than two times that of
our SDM. This large power consumption is due to high values of GBW and SR used.
Although large GBW and SR values indeed reduce Settling noise to -216dB in [3], this
offered no help to boost SNDR.

Discussion 4: The SNDR computed by our model are verified by SIMULINK behavior

simuation.

TABLE 6.3: Model-based optimization.design results for different K values

Design parameters K=1 K=0.2 K =0.04 Unit
B 3 2 2
OSR 96 96 64
Cs 17 11 0.75 pF
A 50 50 50 dB
GBW 180 160 80 MHz
SR 201 201 100.5 Vius
A 0.47 0.45 0.45 v
SNDR(Our model) 91.69 89.83 85.47 dB
POWER(Our model) 23.11 18.78 8.98 mw

Discussion 5: Table 6.3 shows model-based optimization design results for different K
values. It can be observed form Table 6.3 that when K increases, more emphasis is on rising

SNDR; when K decreases, more emphasis is on reducing POWER.
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v
Conclusions and Future Works

In order to increase the speed of circuit design for sigma-delta ADCs, this thesis offers
an efficient optimization method to achieve the most suitable circuit specifications. All the
noise and distortion powers also can be obtained after optimization process is performed,
and the dominant noise or distortion power can be attenuated by adjusting the design
parameters. Our proposed method has acceptable accuracy and fantastic speed, and the
flexibility can be enhanced by building more noise or distortion models for different circuit
structures.

Further, in order to reduce the time-cost.for optimization, the algorithm efficiently
search the entire design parameters space to find the-design parameter set which satisfies the

specifications must to be established.
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Appendix

The antiderivative of integrand in first matrix in equation (4.2) shows in equations (A.1)

_(A5).
2 2 \|VH
Vh X 1 Y 1 s
av’e Pdv=al| =b¥*Jrerf| — |- =bve ® Al
! oo ()3 J o
2 2 \|VH
Vi - 3 Vv 1 A
av'e Pdv=al| =b**rerf| — |—-=bv(3b+2v’)e ® A2
) oo )| w2
2 2 VH
Va6 115, \ 1 2 2 N
jo av’e bdv—a[ﬁb Jrerf (%j—gbv(wb +10bv* + 4v )e DJO (A.3)
105 B
y £ b®2 [rerf (%j
_[:H av’e bdv=a 2 (A4)
— L by (1050° + 7007 + 28bv 4 8v° e ©
16 0
945 N
2 abll/z\/;erf (%]
'[OVH av'i’e dv=a 2 (A5)

—3i2 bv(945b4 +6300%7 + 252b%v* + 72b'v® +16V° )eT

where
B V, 1
J-VH 1 exp(— Vsz )st N2rao,
o 27 20
b=2c, 2

The antiderivative of integrand in second matrix in equation (4.2) shows in equations (A.6)
- (A.8).

vy

J‘\:/H avle becdy = _a( bh3/2 \/_e“ orf [b 2CV) 1 bec_bJ

(A.6)

o
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1 * (b=2ev))"
e b b+ 602 ) e erf |
4| 16c 2\Jbc
J avie Pecdv=— (A7)
+i2beET (b”+2bc(2c+v)+4c’v?)
8c v,
1 . (b=2 "
——b"(* + 20bc” +60c* ) Ve erf | — v
Ly 64c 2bc
H 5 c _
y, X€ € dv=-a 1 x_% b* +2b°c(9c+V)+4b*c? (802 +7cv+v2) (A8)
+— C
32c* +8bc® (4cv? +v°) +16¢"V*
Vi
where
V, 1 4
a= V, -fp-e
v 1 Vi V2ro, " 4
I —=—exXp| — 5 |dV, Vi
° 2 20
b=20,°
c=V,
Besides, Erf donates the error function in equations (A.1) - (A.8), and is defined as
2 x
erf (X) =—=| e " dt A9
(x) J;jo (A9)
Erf has Taylor expansion and is expressed as
2 « , ” 2n+1
£ [Te¥dt= A.10
N -[0 Z n( 2n +1) (A1)

The antiderivative of integrand in equation (4.7) shows in equation (A.11).

J-oc a+bx? dx = 1
0 (cx? +1)? +dx? 2cJdJac+d

(Zacz—b(— (4C+d)+20+d))-tan‘l J2ex
\/—Jd(4c+d)+2c+d \/—Jd(4c+d)+2c+d

(—2ac2+b( d(4c+d)+2c+d)) . J2ex
\Nd(4c+d)+20+d o \/\[d(4c+d)+20+d i

(A11)
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where

a=(2a,+1)

b=R’C,*(a, +1)’

o A'RC, (a, +1)
GBW

d =RC +
GBW

A(Za1 +1)
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