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Intelligent multi-feature

pedestrian recognition system design

Student . Wei-Tse Liang Advisor : Prof. Yon-Ping Chen

Institute of Electrical Control Engineering

National Chiao—=Tung University

ABSTRACT

The thesis proposes an intelligent ‘pedestrian recognition system to find out
pedestrians from a sequence of images based.on multi-features, including Histogram
of Gradient, Haar-like feature, Global average and Gradient image. A two-staged
neural network is adopted for the recognition system, which executes the training of
single feature in the primary stage and then the training of multi-features in the
secondary stage. The use of the two-staged neural network is not only to increase
the accuracy rate but also to reduce the training data. From the experiment results,
the two-staged neural network indeed improves the recognition performance and
most importantly, it is workable in the case that a smaller amount of training data is

used.
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Chapter 1

Introduction

1.1 Preliminary and thesis organization

Pedestrian detection is very important in many applications such as driver
assistance and image surveillance. For driver assistance, it is used to detect
pedestrian walking across the street. It is necessary when driving at night or bad
weather. Most of the system is using infrared camera to detect the pedestrian. For
image surveillance, it is necessary to detect pedestrian in different postures such as
walking, running and standing. To solve this problem, different approaches have been
released and tested. The first:task is-a'segmentation procedure. The second one is a

recognition procedure.

For the segment procedure, there are several steps should be done, first step is
to find out the foreground, second the position of the object should be extract. For
the first step, there are three common methods to obtain the foreground image:
frame difference [10], optical flow [9] and background subtraction [8]. To obtain the
exact position of the object, some paper released a fast way to extract the position of
object named histogram projection [5]. After the position of the object is obtained,

the recognition procedure is applied.

For the recognition procedure, first, the feature extraction is applied to generate
features [4]. After the feature is extracted, the feature is sending into some intelligent
machines [4] [3] such as Neural Network to learn. In the thesis, the author use Neural

Network to train the features. After learning, the machines can recognize whether

1



the feature is pedestrian or not.

The remainder of this thesis is organized as follows. Chapter 2 describes the
related works of the system. Chapter 3 describes the pedestrian detecting system.
Chapter 4 shows the experiment results. Chapter 5 is the conclusions of the thesis

and the future works.

1.2 System Overview

For hardware architecture, the system shown in Fig. 1.1 is established by setting
two cameras on a horizontal line and their lines of vision are parallel and fixed. In
addition, the distance between two.cameras is.set as constant equal to 10 cm and
these two cameras, QuickCam'™ Communicate Deluxe, have specification listed
below. The experimental environment for testing is.our laboratory and the deepest

depth of the background is 180 cm.

= 1.3-megapixel sensor'with RightLight™2 Technology

Built-in microphone with RightSound™ Technology

= Video capture: Up to 1280 x 1024 pixels (HD quality) (HD Video 960 x
720 pixels)

= Frame rate: Up to 30 frames per second

= Still image capture: 5 megapixels (with software enhancement)

= USB 2.0 certified

= Optics: Manual focus



Fig. 1.1 The humanoid.vision system.

For software architecture, the image shown in Fig.1.2 is the flow chart of the
proposed system. The moving object will be separate bythe background subtraction.
The background subrtraction often,uses many images to generate background. After
background is generated, foreground will. be obtained by background subtraction.
Because the shadow in the screen will influence the performance of detection
shadow removal is applied to remove shadow [6] [15]. After shadow is removed
morphology operation is appiled to removed noise. Morphology operation is a way
to elliminate small area and enlarge big area. After the noise is removed, to locate
the postion of the object image projection is applied. And the extract area will use
feature extraction to obtain the feature. And then the data are feeding into

neuralnetwork to classify if it is pedestrian.



Input image

!

Foreground segmentation

}

Shadow removal

morphology

Image projection

Feature extraction

¥

Neural network classify

Fig:'1.2 The software-architecture



Chapter 2

Related Work

2.1 Foreground segmentation

For the pedestrian detect system, the first task is to segment the region of the
interesting(ROI) in the scene, there are three common way: frame difference,

background subtraction, and optical flow.

Frame difference [10] method is to do pixel-based subtraction in successive frames,
then a specific threshold is used to separate foreground pixels from background pixels.
This method can quickly adapt to change;of illumination and camera motion and lower
computation. But it can only detect the ROI. This method does not yield good result

when the interesting foreground regions are not sufficiently textured

Optical flow [9] reflects the image changes due to motion during a time interval, and
the optical flow field is the velocity field that represents the three-dimensional motion of
foreground points across a two-dimensional image. Compared with other two methods,
optical flow can be more accurate to detect interesting foreground region. But optical

flow computations are very intensive and difficult to realize in real time.

Background subtraction [8] is the most common method for segmentation of
interesting regions in videos. This method has to build the initial background model
firstly. The purpose of training background model is to subtract background image from
current image for obtaining interesting foreground regions. Background subtraction

method can detect the most complete of feature points of interesting foreground regions



and real-time implementation. But this method can not used in presence of camera
motion, and the background model must be updated in good time due to the

illumination change and movement of background objects.

2.2 Shadow removal

Generally, the shadows are classified into two categories: cast shadows and
self-shadows. Cast shadows refer to areas in the background model projected by objects
in the direction of light ray, producing objects silhouettes. Therefore, these shadows
would not exist in the extracted foreground regions, and they are ignored to regard as
the part of background model. Self-shadows are parts of a segmented foreground region
since there are identical movement 'between self-shadow and foreground region. But
these shadows are unfavorable'for the-objects tracking, classification and incidents

detection, so they are considered to remove from segmented foreground regions.

Li-Qun Xu, Jose Luis Landabaso.and Montse Paradas [7] analyze foreground pixels
and detect those that have similar color but lower brightness to the corresponding
background regions in RGB color space. If it is true, the foreground pixel is regarded as

self-shadow pixel.

2.3 Morphology operation

Morphology has two simple function dilation and erosion.

Dilation is defined as:

A®B={x:(B),nA=g|=[]A (2.1)

xeB



Where A and B are sets in Z. This equation simply means that B is moved over A and
the intersection of B reflected and translated with A is found. Usually A will be the
signal or image being operated on and B will be the structuring element. Figure 2.1

shows how dilation works.

1|1 (1 ]o|l1|o|lojo|1|1]0O]1 Input signal (A)

1 - Structuring element (B) with shaded
showing the origin. Set the output to be

the intersection

1 - 1 Slide the strocturing Flement along,
Get the intersection for the new
N —
tinattinn
1 1

1 - 1 Repeat this until all

elements hawe heen

done.

Fig. 2.1 Example of dilation

The opposite of dilation is known as erosion. This is defined as:

A®B ={x:(B), = A} =[] A, (2.2)

xeB

The equation simply says, erosion of A by B is the set of points x such that B
translated by x is contained in A. Figure 2.2 shows how erosion works. This works in
exactly the same way as dilation. However equation (2.2) essentially says that for the
output to be a one, all of the inputs must be the same as the structuring element.
Thus, erosion will remove runs of ones that are shorter than the structuring element.

This thesis will applied two kind of this operation to process the image.



1 |1 (1 (o |1 |0 |o|o0 |1 |1 |01 | Lnputsigna(d)

1 - 1 Atructuing element (B with shaded
element showing the origin. Jet the
.~

output to be the translation of B contained

1
A

1 - 1 Slide the stracturing Flement along,

Get the outpuat for the new position.
(S
1 |0

1 - 1 Repeat this until all

elemetita have heen

done.

Fig.'2.2 Example of erosion

2.4 Neural network
2.4.1 Introduction to ANNS

The human nervous system consists of a/large amount of neurons, including somas,
axons, dendrites and synapses. Each neuron is capable of receiving, processing, and
W, passing electrochemical signals from one to another. To mimic the characteristics of
the human nervous system, recently investigators have developed an intelligent
algorithm, called artificial neural networks (ANNs), to construct intelligent machines
capable of parallel computation. This thesis will apply ANNs to the depth detection in an

eyeball system through learning.



Fig. 2.3 Basic element of ANNs

ANNs can be divided into three layers which contain/input layer, hidden layer, and
output layer. The input layer receives.signal form the outside world, which just includes
input values without neuron. The neuron’s number of output layer is depending on the
output number. Form the output layer, the response of the net can be read. The neurons
between input layer and output layer are belonging to hidden layer which does not exist
necessarily. Here, each input is multiplied by a corresponding weight, analogous to
synaptic strengths. The weighted inputs are summed to determine the activation level of
the neuron. The connection strengths or the weights represent the knowledge in the
system. Information processing takes place through the interaction among these units.
The Basic element of ANNs, single layer net, is shown in Fig. 2.3 Basic element of ANNs

which obeys the input-output relations

y= f[iwixi +bj (2.3)

i=1



where w is the weight at the input x and b is a bias term. The activation function f( )
1 1

has many types cover linear and nonlinear. Note that the commonly used activation

function is

f(x)=

2.4
1+e™” (2.4)

which is a sigmoid function. Base on the basic element, the commonest multilayer
feed-forward net shown in Fig. 2.4 Multilayer feed-forward network, which contains
input layer, output layer, and two hidden layers. Multilayer nets can solve more
complicated problem than single layer nets, i.e. a multilayer nets is possible to solve
some case that a single layer net cannot be trained to perform correctly at all. However,
the training process of multilayer nets may_be more difficult. The number of hidden layer
and its neuron in the multilayer net are decided by complicated degree of the problem

wait to solve.

Input layer
Output layer

2nd hidden laver

Fig. 2.4 Multilayer feed-forward network

In addition to the architecture, the method of setting the values of the weights is an

10



important matter of different neural net. For convenience, the training for a neural
network mainly classified into supervised learning and unsupervised learning. Training of
supervised learning is mapping a given set of inputs to a specified set of target outputs.
The weights are then adjusted according to various learning algorithms. Another type,
unsupervised learning, can self-organize neural nets group similar input vectors together
without the used of training data to specify what a typical member of each group looks
like or to which group each vector belongs. For unsupervised learning, a sequence of
input vector is provided, but no target vectors are specified. The net modifies the
weights so that the most similar input vectors are assigned to the same output unit. In
addition, there are nets whose weights are fixed without iterative training process, called
structure learning, which change the network structure to achieve reasonable responses.
In this thesis, the neural network learns.the behavior by many input-output pairs, hence

that is belongs to supervised learning.

2.4.2 Back-Propagation Network

In supervise learning, the back propagation learning algorithm, is widely used in most
application. The back propagation, BP, algorithm was proposed in 1986 by Rumelhart,
Hinton and Williams, which is based on the gradient steepest descent method for updating
the weights to minimize the total square error of the output. The training by BP mainly is
applied to multilayer feed-forward network which involves three stages: the feed-forward
of the input training pattern, the calculation and back-propagation of the associated error,

and the adjustment of the weights. Fig. 2.5 Back-propagation network shows a

back-propagation network contains input layer with w, N, , neurons, one hidden layer

with N,,, neurons, and output layer with N_, neurons. In Fig. Back-propagation

out

netWOrk, X= [X1 X, o XNinp ]T ’ h= [hl h2 o hNhid ]T !

11



andy=[y, v, - Yy, 1" respectively represent the input, hidden, and out note of the
network. In addition v; is the weight form the i-th neuron in the input layer to j-th

neuron in the hidden layer and w, is the weight form the g-th neuron in the hidden layer

to h-th neuron in the output layer.

Fig. 2.5 Back-propagation network

The learning algorithm of BP is elaborated on below:

Step 1: Input the training data of input X=[x X, - XNinp]T and desired output

t=[t t, - tNmp]T. Set the maximum tolerable error E . and learning rate 7

which between 0.1 and 1.0 to reduce the computing time or increase the precision.
Step 2: Set the initial weight and bias value of the network at random.

Step 3: Calculate the output of the m-th neuron in hidden layer

12



Nmp
h = fh(ZVKmxk],m =12..,N,, (2.5)
k=1

where f,(+) is the activation function of the neuron and the output of the i-th neuron

in output layer
Nhig

Vo= f,| D wyh, [.n=12., Ny, (2.6)
q=1

where f (¢) is the activation function of the neuron.

Step 4: Calculate the error function between network output and desired output.

2
1 Nout 1 Nout Nhig
E(W):EZ(dn_yn)2 ZEZ{dn— fy{ZWmnhmJ:I (2.7)
n=1

n=1

Step 5: According to gradient descent method, determiningthe correction of weights.

OE OE dy i
AW, =— . =y ) AW h | |ho =hs h 2.8
mn 77 ann 77 6yn ann 77( n yn)I: y (; mn-'m ]i| m mn-'m ( )

and

oE & OE oh
AV =17 =-7 2 %y My
aVkm n=1 ayn ahm aVkm

Nout Nhig Ninp
=n {(dn - yn) fy' (Z Wmnhmjwmn:|fh,(zvkmxk J Xk = n5kmnxk
q=1 k=1

(2.9)
n=1
where
Npig Noyt Nhig inp
6mn = (dn - yn)|:fyl(zwmnhm jil and é‘kmn = Z|:(dn - yn) fy'[zwmnhmJWmnj| fh,[ VkakJ :
q=1 n=1 g=1

step 6: Propagate the correction backward to update the weights.

13



{w(n +1) =w(n) + Aw (2.10)

v(n+1) =v(n)+Av
Step 7: Check whether the whole training data set have learned already. Networks learn

whole training data set once called a learning circle. If the network not goes through a

learning circle, return to Step 1; otherwise, go to Step 8.

Step 8: Check whether the network converge. If E < E__ , terminate the training
process; otherwise, begin another learning circle by going to Step 1.

BP learning algorithm can be used to model various complicated nonlinear
functions. Recently years The BP learning algorithm is successfully applied to many
domain applications, such as: pattern recognition, adaptive control, clustering problem,
etc. In the thesis, the BP algorithm was:used to. learn the input-output relationship for

clustering problem.

14



Chapter 3

Pre-processing and detect algorithm of
pedestrian detection

Before classifying objects to be pedestrian or non-pedestrian, there are two
pre-processes required to make the classification system work well. First, determine
the locations of moving objects, and then find out the object’s location in the scene.

In general, there are three techniques adopted to determine the locations of
moving objects, which are background subtraction [8], optical flow [9], and frame
difference [10]. This thesis will employ the background subtraction since it consumes

less computation time and promotes the efficiency of classification.

3.1 Foreground segmentation

Foreground segmentation is'one of the-most important techniques in the
system, because it increases the processing efficiency and its performance decides
the quality of classification. Conventional foreground segmentation algorithms are
roughly classified into two categories. The first category [11] uses spatial
homogeneity as a criterion, but consumes tremendous computation time. The
second category [12 ] is based on the frame change or background mosaics, and can
process fast to distinguish the object regions from a static background.

Collins et al. [13] combines the temporal difference and background to detect
moving pixels. First, moving regions are detected from two frames in sequence with
the temporal difference, and then the compact moving pixels are further extracted

by subtracting the background in these regions. But they also model each pixel of

15



background with a normal distribution.

The foreground segmentation algorithm adopted in this paper has been
presented by Kim et al. [14] as shown in Figure 3.1, which belongs to the second
category. It is known that the background information is very sensitive to the

variation of illumination. To deal with such problem, in the initialization step two

background masks, |, and | .., are obtained from the first N frames and defined
as

oo (%, ) = min {1, (x,y)} (3.1)

o (% ¥) = Max_ {1, (x, )} (3.2)

where I(x, y) is the intensity of the kth frame at (x, y), k=1,2,...,N. Once finish the

initialization, the frame difference mask is calculatedas

L (X0 Y) :|Ik(Xl Y) = ke (X, Y[, k>N (3.3)

Let 1, (X,y) be the foreground mask corresponding to the kth frame 1, (X,y).

Based on (3.1), (3.2) and (3.3), if "I, (X;y)_satisfies the following conditions

O Y) <D (X, y) —Thy, (3.4)
L (% Y) > 1 (X Y) +Thy, (3.5)
I (X y)>Thy (3.6)

then | ok (x,y) =1, representing the pixel at (x,y) belongs to foreground, otherwise

Ifg]k (x,y) =0, representing the pixel at (x,y) belongs to background. Next the

shadow removal method will be applied to remove the shadow in the mask

g i (X, Y).

16



initialization
< Image frame >

Frame numbersH

Background generation ‘

________________________________________________________________________

Background update Background difference ‘
4.[ Frame difference Initial object detection ‘

l

[ Foreground mask 1

Fig. 3.1 Foreground segmentation algorithm

3.2 Shadow removal

In general, an object in a scene is unavoidable to have shadow caused by the
light source. Since the shadow often leads to errors in classification and objects
detection, it is required for a pedestrian detect system to remove the shadow of the
object to be detected by the so-called shadow removal method. This thesis will refer
to the method proposed by Cucchiara et al. [15], which uses the HSV color space,
closer to human projection of color, and discriminates shadows from foreground

more accurately.

17



It is known that a smaller difference exists in hue between shadow and
background and the shadow often has lower saturation. Based on the kth frame Ix(x,y)
and the background image B(x,y), the proposed algorithm [15] for shadow remove

requires three conditions given as

|15 (%, ¥) =B (X, y) [< 7 (3.7)

I (x,y)-B" (x,y) <7, (3.8)
L (X, Y)

< kAN JJ < 3.9

BY (. ) B (3.9)

where 7, 7, a and Sare the threshold values. The use of threshold « is to avoid

the dark pixel being misclassified as shadow due to the similar hue and saturation
information in the dark pixels: The use of threshold £is to eliminate noise resulted

from slightly change in background model‘as shadow. The shadow removal operation
will be applied only when foreground mask Ifgyk(x, y) at(x,y)is equal to 1 and the
value I, (X, y) will be change into O while /i(x,y) satisfy three conditions. Next the

morphology operation will be applied to reduce the noise in the foreground mask.

3.3 Morphology operation

After applying shadow removal operation, shadows are removed from the
foreground mask, but some noise still exists therein. One of the conventional ways to
eliminate noise regions is using the morphological operations to filter out isolated
regions, smaller than 3x3. In the thesis, the isolated regions are eliminated by the

following morphology opening operation defined as:

18



AoB =(AGB)® B (3.10)

which combines the erosion operation and the dilation operation, as shown in
Figure 3.2. As can be seen, the zeros are opened up. Any ones that are shorter than

the structuring element are removed, but the rest of the signal is left unchanged.

1 (1|1 |o |10 |o|o|1 |1 |0 |1 |Inpusignal(s)

1 1 Strocturing element.

1 1 o0 0| 0O a |0 |0 o (0 0 | Cutpast of erosion( A B

Chatput of dilation
1 1 1 0 0 0 o 0 0 o 0 o (AOE) BF

Fig. 3:2 Example of opening operation

In order to smooth the ‘boundaries of the foreground mask f(j,k) and eliminate
holes therein to achieve a new foreground-mask F(j,k), this thesis adopts a profile

extraction technique which is processed-by.the following steps [16]:
Step-1:

For the j-th row, j=1,2,...,,240, the index of the pixel (j,k) is chosen horizontally from

k=1 to k=301 as below:

20

g, (j.k)=>(1-0.05(i-1)) f (j,k+i-1) (3.11)

i=1

where f(jk) is the foreground mask. With the use of threshold M, which is

determined by trial and error, the resulted image is obtained as
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1 fork=1,2,...,301, and g,(j,k) > M,
F(j,k)= 0 for k=1,2,...,301, and g,(j,k) <M, (3.12)
f(j,k) fork=302,...,320

Step-2:
For the k-th column, k=1,2,...,320, the index of the pixel (j,k) is chosen vertically from

j=11t0j=221 as below:

20

9,(j.k)=>(1-0.05(i-1)) R (j—i+1k) (3.13)

i=1

With the same threshold M, the resulted image is found as

1 for j=1,2,...,221, and.g,(}, k) > M,
F(ik)=1 0 forj=1,2,...,221, and g,(j.k) < M, (3.14)
F.(j,k) forj=222,...,240

Step-3:

Different to Step-2, the index of the pixel (j,k) for the k-th column, k=1,2,...,320, is

chosen vertically but reversely from j=240 to j=20 as below:

20

95 (J.k)=> (1-0.05(i-1)) F,(j—i+1k) (3.15)

i=1

Then, based on the same threshold M, the resulted image is attained as

1 for j=240,239,...20, and g, (j, k) > M,
F(j.k)=4 0  forj=240,239,...20, and g,(j, k) < M, (3.16)
F(jk)  forj=19,..1

Step-4:
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With the reverse process to Step-1, the index of the pixel (j,k) for the j-th row,

j=1,2,...,240, is chosen horizontally from k=320 to k=20 as below:

20

9, (j.k)=>(1-0.05(i-1)) F,(j,k—i+1) (3.17)

i=1

Finally, the new foreground mask is generated as

1 for j=320,319,...20, and g,(j, k) > M,
F(j,k)= 0 for j=320,319,...20, and g,(j,. k) <M, (3.18)
F(J.k) forj=19,...,1

which will be used to detect the object positions by the histogram projection.

3.4 Histogram projection

The histogram projection’is afast way to detect the region of interest and the
number of objects in the foreground mask. The histogram projection is created by
counting pixels of nonzero for both.the horizontal.and vertical directions in the image.

The process is shown as below:
Step-1:
In step-1, the number of objects and the boundary of each object along horizontal

will be determined by horizontal histogram which is calculated as

240

H =) F(,j), i=12,.,320 (3.19)
j=1

where H, denotes i-th column horizontal histogram and F(i, J) denotes the final

foreground mask. Then, digitize H, as

D" =

1 H,>0
i=1,2,...,320 (3.20)

0 H,=0
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Further define the horizontal boundary index as
B" =D/,-D" i=1,2,..,320 (3.21)

Clearly, BiH =1 and BiH =-1 respectively represent the left and right boundaries

of an object at j-th column. The amount of columns with BiH =1 is the number of

objects.
Step-2:

According to the horizontal boundary index, the columns related to each object

are obtained and processed separately. Suppose that the k-th object is between p-th

column and g-th column, i.e., BpH =1 and B? =—1, then the vertical histogram is

calculated as

V(k)j:Zq:F(i,j), 1<j <240 (3.22)
i=p

Then, digitize V(k)j as

DV® = ) j=1,2,...,240 (3.23)

Further define the vertical boundary index as

B =pY® _p¥®  j=12,. 240 (3.24)

i - Yia j
Clearly, B\j/(k) =1 and B\j/(k) =-1 respectively represent the upper and lower

boundaries of an object at j-th row. The example is shown as Figure 3.3. After the
histogram projection, the object’s boundary can be found out. Next, the feature

extraction will be applied to extract the feature from the region of interesting.
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Fig. 3.3 Example of histogram projection

3.5 Feature extraction

The inputs of neural network are the features generated by feature extraction,
including histogram-of-oriented-gradients (HOG), global averaging, Haar-like features

and image gradient.

The feature HOG is first used for pedestrian detection by Shashua et al.[17]. They
extract orientation histogram features from 13 fixed overlapping parts according to
the different subregions and clustered training subsets. The method presented in the
thesis is proposed by Dalal and Triggs[18] and Zhu et al.[19], which calculate the HOG

by the following steps:

Step-1:
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Compute both the magnitude and orientation of the gradient, which are

defined as below:

m(x, y) = F (6 y)* + F, (x,Y)? (3.25)
LR (xy)

O(x,y) =tant ——-= 3.26

(x,y) F(xy) (3.26)

where F and Fy are the respective gradients in the horizontal and vertical

directions obtained by convolving the image with Sobel filters.
Step-2:

The gradient orientationis-evenly divided into 9 bins over 0 to180°. The sign
of the orientation is ignored;thus, the orientations between 180  to360 are

deemed the same as those between 0 and180 . Then, the gradient orientation

histograms E(i, J), in each orientation bin.k of block B(i, ]) are obtained by

summing all the gradient magnitudes whose orientations belong to bin kin B(i, J)

EG )= D, m(xy) 3.27)

(x,y)eB(i, J)
6(X,y)ebin,

And then apply normalization L2-norm to obtain normalized histograms within a cell

of 2x2 blocks, expressed as
NEG, j) =[NE(i, ), NEGi, j), - NEG, i)o] (3.28)

where
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NE(, j), = EQ, 1) - (3.29)
\/HZ(E(L D +EG+L ), +EG, j+D, +E@{+1 ] +1),)

+e?

and e is asmall constant.

Step-3:

After normalization, all the normalized histograms NE(i, j) are further grouped

into a single vector expressed as

HOG =[NE(2) NE(2) --- NE(16)] (3.30)
where
NE(i):[NE(i,l) NE(i,2) - NE(i,8)] (3.31)

An example of HOG is shown in Fig.3.4.

For the second feature, global averaging [21], a pedestrian image of size 36x18
pixels is segmented and separated into 162 blocks. Define the pattern average value
of block 1 as:

1 &3 .
PatAv, =—> > pi(k,1),i=12,..,162 (3.32)

2 1=1 k=1

where pi(k,/) is the pixel value at coordinates k and | in block i. After all the

pattern average values PatAv, are obtained, they will be used as the input to the

neural network for both training and testing.
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Fig. 3.4 (a) Original image. (b) Gradient orientation and magnitude of each pixel

are illustrated by the arrows’ direction and length. (c) HOG computation in each cell

For the third feature, Haar-like feature, it can effectively capture the different
appearance details of objects and have a fast algorithm with the help of integral
images [20]. To generate the haar-like features of an image, it is required to separate

the image into blocks, and then with the help of haar-like mask on each block a
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vector of haar-like features is obtained. For example, there are five kinds of masks

shown in Fig. 3.5, each mask with feasible size and aspect ratio. In this thesis, the
second type of mask will be used to generate the haar-like feature H ™", whose ith

compoment is corresponding to the ith block B, and obtained as

H e (i) = Swhite(Bi)_ Sblack (Bi) (3.33)

where S,..(B)) and S, (B,) arerespectively the intensity summations subject

white

to the white and black regions of the mask. In order to generate more dimension of

the haar-like feature, the author modifies the equation as

H ™ (i) = Sunte (P(K, 1)) = Syrac (PLK 1) (3.34)

where p(k,/) is the pixel value-at coordinates - k and .

1M1 |

Fig. 3.5 Haar-like mask

For the fourth feature, Gradient feature, it is a vector formed by the gradient

image with pixel (Fx, F,). An example of gradient image is shown in Fig. 3.6.
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Fig. 3.6 The gradient image for F, and F,

After the four features are generated, they are used as the training patterns of a

neural network to determine . whetherthe image is pedestrian or not.

3.6 Detect Algorithm

In general, traditional way uses only one target object’s feature for the pedestrian
recognition. Unfortunately, pedestrian-related images are usually too complicated to
recognize only by one feature. To improve such defect, intuitively the use of more
features should lead to a higher recognition performance. But using multi-feature as
the training pattern for a neural network will increase the difficulty of its learning.
The thesis proposes a novel structure of neural network, which includes four primary
neural networks and one secondary neural network as shown in Fig.3.10, to deal

with the multi-feature problem.

There are two training stages required for the proposed structure for pedestrian

28



recognition, one for the primary neural networks and one for the secondary neural
network. For the first stage, there are four primary neural networks, named as
HOG-neural network(HOGNN), Gradient-neural network(GRDNN), Haar-neural
network(HARNN) and Global averaging neural network(GAVNN), each related to one

feature and trained in back-propagation.

For HOGNN, there include one input layer with 1152 nodes, two hidden layers with
100 and 30 nodes, and one output layer with 1 node. There are 1152 components of
the HOG feature vector in (3.x) and all the components, represented by HOG(p),
p=1,2,...,1152, are sent into the 1152 nodes of the input layer, correspondingly. The
pth input node is connected to the gth node of the first hidden layer with weighting
W1,.(p,q). Hence, there exists a weighting array W1,,,(p,q) of dimension 100x1152,
p=1,2,..,1152 and g=1,2,...,100. Besides, the gth node of.the first hidden layer is also
added with an extra bias b1,,(q), g=1,2,...,200. Similarly, The gth node of the first
hidden layer is connected to the rth node of the second hidden layer with weighting
W2,,(q,r), which results in a weighting array W2,,,(q,r) of dimension 30x100,
g=1,2,..,100 and r=1,2,...,30. An extra bias b2,,(r), r=1,2,...,30, is added to the rth
node of the second hidden layer. Finally, the rth node of the second hidden layer is
connected to the output node with weighting W3,,,,(r), r=1,2,...,30, and a bias b3,,, is
added to the output node.

Let the activation function of the first hidden layer be the hyperbolic tangent

sigmoid transfer function and then the output of its gth node Olhog (q) is expressed

as:

01, (q) =tansig(n,) = -1, ¢=12,..100. (3.35)

1+exp(-2n,)

where
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1152

n = Z_Wlhog(p, q)HOG(p) + b1, () (3.36)

Similarly, for the second hidden layer its rth node 02, (r) is expressed as:

02 _(r)=tansig(n.)=——-1 r=12,..,30. 3.37
hog( ) Ig( 2) 1+eXp(—2n2) ( )
where
100
n, = > W2, (0, r)0%L,, (q) +b2,, (r) (3.38)
gq=1

Let the activation function of the output layer be the log-sigmoid transfer function

and then the output of its /th node O3, (I) is expressed as:

. 1
03, (l)=tansig(n,) =—, [|=1. 3.39
hog( ) Ig( 3) 1+eXp(n3) ( )
where
30
r]2 = ZW3hog (r)ozhog (r)+b3hog (340)
r=1

the structure is shown as Fig.3.7

bi1hod(q) b2hog(r)
HOG(p) jC @ jC

1152 j
W1hog(p.q) 100 W2hoo(g,r) 30

b3hog

-

W

1

W3hog(r)

Fig. 3.7 HOGNN
For GRDNN, there include one input layer with 494 nodes, three hidden layers with
120, 30 and 30 nodes, and one output layer with 1 node. There are 494 components
of the GRD feature vector and all the components, represented by GRD(p),

p=1,2,...,494, are sent into the 494 nodes of the input layer, correspondingly. The pth
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input node is connected to the gth node of the first hidden layer with weighting
W1s0(p,q). Hence, there exists a weighting array W1gqp(p,q) of dimension 120x494,
p=1,2,...,494 and g=1,2,...,120. Besides, the gth node of the first hidden layer is also
added with an extra bias b1s(q), g=1,2,...,120. Similarly, The gth node of the first
hidden layer is connected to the rth node of the second hidden layer with weighting
W2::0(q,r), which results in a weighting array W24:,(q,r) of dimension 30x120,
g=1,2,...,120 and r=1,2,...,30. An extra bias b2.,(r), r=1,2,...,30, is added to the rth
node of the second hidden layer. The rth node of the second hidden layer is
connected to the output node with weighting W3s:,(r;/), r=1,2,...,30, and an extra bias
b3soll), r=1,2,...,30, is added to the /th node of the third hidden layer. Finally, the /th
node of the third hidden layer is connécted to the output node with weighting
Wiseo(l), I=1,2,...,30, and a bias b4s-is-added to the output node.

Let the activation function of the first hidden layer be the hyperbolic tangent

sigmoid transfer function and-then the output of its gthnode Ol (q) is

expressed as:

Olypo () =tansig(n,) = -1, g=12,..120. (3.41)

1+exp(-2n,)

where

494

n = ZW]'GRD (p,q)HOG(p) + blGRD (a)
p=1
Similarly, for the second hidden layer its rth node 02, () is expressed as:
. 2
) r)=tansig(n,) =——— -1, r=12,..,30. 3.42
2GRD( ) g( 2) 1+eXp(—2n2) ( )

where

n,= ZW ZGRD (q’ r)OlGRD (q) + bZGRD (Q)

gq=1

For the third hidden layer its /th node O3, (1) is expressed as:
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0345, (1) =tansig(n,) = -1 1=12,..,30. (3.43)

1+exp(-2n,)

where
30

n, = ZWBGRD(r’I)OZGRD(r)+b36RD(r) (3.44)
r-1

Let the activation function of the output layer be the log-sigmoid transfer function

and then the output of its /th node O4g, (M) is expressed as:

. 1
04 m)=tansig(n,)=—, m=1. 3.45
oro (M) = tansig (n,) Troxp () (3.45)
where
30
Ny = D Wagas (100355 (1) + bl (3.46)
1=1
the structure is shown as Fig.3.8.
b1GRD(q) b2GRD(r)
GRD(p) :7£r-{:> :7Cr
494
W1GRD(p,q) 120 L+ W2GRD(q,n 30
b3GRD() b4GRD

WA4GRD(f)

W3GRD(r,i)

Fig. 3.8 GRDNN
For HARNN, there include one input layer with 495 nodes, two hidden layers with
200 and 30 nodes, and one output layer with 1 node. There are 495 components of
the HAR feature vector in (3.x) and all the components, represented by HAR(p),
p=1,2,...,495, are sent into the 495 nodes of the input layer, correspondingly. The pth
input node is connected to the gth node of the first hidden layer with weighting
W1,.:(p,q). Hence, there exists a weighting array W1,,.:(p,q) of dimension 100x495,

p=1,2,...,495 and g=1,2,...,200. Besides, the gth node of the first hidden layer is also
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added with an extra bias b1,.:(q), g=1,2,...,200. Similarly, The gth node of the first
hidden layer is connected to the rth node of the second hidden layer with weighting
W2,.:(q,r), which results in a weighting array W2,,:(qg,r) of dimension 30x200,
g=1,2,..,100 and r=1,2,...,30. An extra bias b2,,4(r), r=1,2,...,30, is added to the rth
node of the second hidden layer. Finally, the rth node of the second hidden layer is
connected to the output node with weighting W3,,.:(r), r=1,2,...,30, and a bias b3, is
added to the output node.

Let the activation function of the first hidden layer be the hyperbolic tangent

sigmoid transfer function and then the output of its gth node O1,,; (q) is

expressed as:

. 2
Ol (q) =tansig(n,) —m—i, g=1%2,..200. (3.47)
where
495
n = ZW]'HAR (p, )HAR(p) + blHAR (9) (3.48)

p=1

Similarly, for the second hiddenlayer.its rth node~ 02, ., (r) is expressed as:

02 r)=tansig(n,)=— -1 r=12,..,30. 3.49
HAR( ) Ig( 2) 1+eXp(—2n2) ( )
where
200
n2 = ZWZHAR (q’ r)O:I'HAR (q) + bZHAR (r) (3.50)

q=1

Let the activation function of the output layer be the log-sigmoid transfer function

and then the output of its /th node O3,z (1) is expressed as:

) 1
(OK] I)=tansig(n,)=—, | =1. 3.51
HAR( ) g( 3) 1+eXp(n3) ( )
where
30
N, = Y W3ue (102, (1) + 03, (3.52)
r=1

the structure is shown as Fig.3.9.
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Fig. 3.9 HARNN
For GAVNN, there include one input layer with 162 nodes, three hidden layers with
200, 30 and 30 nodes, and one output layer with 1 node. There are 162 components
of the GAV feature vector and all the components, represented by GAV(p),
p=1,2,...,162, are sent into the:162 nodes of the input layer, correspondingly. The pth
input node is connected to the gth node of the first hidden layer with weighting
W1s./(p,q). Hence, there exists a weighting array-W1.(p,q) of dimension 200x162,
p=1,2,...,162 and g=1,2,...,200. Besides;the gth-node of the first hidden layer is also
added with an extra bias b1:.(q), g=1,2,..., 200. Similarly, The gth node of the first
hidden layer is connected to the rth node of the second hidden layer with weighting
W2../q,r), which results in a weighting array W2.,,(q,r) of dimension 30x200,
g=1,2,...,200 and r=1,2,...,30. An extra bias b2;./r), r=1,2,...,30, is added to the rth
node of the second hidden layer. The rth node of the second hidden layer is
connected to the output node with weighting W3../(r/), r=1,2,...,30, and an extra bias
b3sadl), r=1,2,...,30, is added to the /th node of the third hidden layer. Finally, the /th
node of the third hidden layer is connected to the output node with weighting
W4..(1), I=1,2,...,30, and a bias b4, is added to the output node.

Let the activation function of the first hidden layer be the hyperbolic tangent
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sigmoid transfer function and then the output of its gth node O1,,, (q) is

expressed as:

. 2
O =tansig(n,) = ————-1, =12,..200. 3.53
where

162

n = ZW]'GAV (p,q)GAV (p) + blGAV (a)

p=1

Similarly, for the second hidden layer its rth node 02;,, (r) is expressed as:

02, (r):tan5|g(n2):m—l, r=12,..,30. (3.54)
where
n, = ZW 2GAv (@, r)O]'GAV (q)+ b2GAv (q) (3.55)
gq=1

For the third hidden layer its /th node=08 (1) ‘is expressed as:

. 2
03 lI)=tansig(n,)==————-1 - | =1,2,...:30. 3.56
GAV( ) g(n,) 1+exp(—2n3) ( )
where
30
Ny = > W3y, (r,1)02,, (r) +b3y,, (1) (3.57)
r=1

Let the activation function of the output layer be the log-sigmoid transfer function

and then the output of its /th node O4g, (M) is expressed as:

1

04 m)=tansig(n,) = ———, m=1. 3.58

GAV( ) a(n,) 1+exp(n4) ( )
where
30

n, = ZW4GAV (O35, (1) +b4s,y (3.59)

1=1

The structure is shown as Fig. 3.10.
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Fig. 3.10 GAVNN
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HOGNN
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Fig. 3.11 Proposed structure

For the secondary stage, the output of each primary neural network is feeding

into the secondary neural network to obtain final output, whose structure is shown

in Fig.3.11. The DaimlerChrysler dataset [22] is used for the training of the proposed

structure. The DaimlerChrysler dataset contains human images and non-human

images cropped into 18 x 36 pixel, which has been widely used as pedestrian

detection benchmark dataset. Some samples of the dataset are shown in Fig. 3.12.

The related information of the dataset is shown in Table 3.1, which includes three

sets of training data and two sets of test data. This thesis only adopts two sets of

training data and one set of test data for demonstration.
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Dataset Name | DaimlerChrysler Pedestrian Classification Benchmark Dataset

Web site http://www.science.uva.nl/research/isla/downloads/pedestrians/

Training data 4800 x 3 human images

5000 x 3 non-human images

Test data 4800 x 2 human images

5000 x 2 non-human images

Image size 18 x 36 pixels

Table 3.1 Pedestrian detection benchmark dataset

<A

Fig. 3.12 The DaimlerChrysler dataset. Upper rows are images of humans and lower
rows are images-of non-humans.

With the training dataset, the features HOG, GRD, HAR and GAV are generated
for the training of the primary stages to obtain the HOGNN, GRDNN, HARNN and
AVNN, respectively. The training method is based on back-propagation, which has
been briefly described in Chapter 2.

After the primary stages are created, to generate secondary stage, the HOG
feature, GRD feature, HAR feature and GAV feature are feeding into HOGNN,
GRDNN, HARNN and GAVNN. For secondary stage, there include one input layer
with 4 nodes, one hidden layers with 40 nodes, and one output layer with 1 node.
There are

4 components from the primary stage, represented as Pri(p), p=1,2,3,4, are sent into
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the 4 nodes of the input layer, correspondingly. The pth input node is connected to
the gth node of the first hidden layer with weighting W1.(p,q). Hence, there exists a
weighting array W1g.(p,q) of dimension 40x4, p=1,2,3,4 and g=1,2,...,40. Besides, the
gth node of the hidden layer is also added with an extra bias b1(q), g=1,2,...,40.
Finally, the gth node of the hidden layer is connected to the output node with
weighting W2.(q), g=1,2,...,40, and a bias b2 is added to the output node.

Let the activation function of the hidden layer be the hyperbolic tangent sigmoid

transfer function and then the output of its gth node Ol (q) is expressed as:

. 2
Ol (q) =tansig(n,) —m—l, qg=12,..40. (3.60)
where
4
N, = > Wi (p,q)SEC(p)+bl. (q) (3.61)
p-1

Let the activation function of the output layer be the log-sigmoid transfer function

and then the output of its rth-node’ 02 () -is-expressed as:

. 1
02 r)=tansig(n,) = ————.r=1. 3.62
SEC( ) g(n,) 1+exp(n3) ( )
where
40
Ny = W24 (1)Olgee (1) + b2, (3.63)
r=1

The structure is shown as Fig. 3.13.

b1SEC(q) h25EC

Pri(p) jC - :j jC
4 40 1
W1SEC(p,q) W2SEC(n)

Fig. 3.13 secondary stage

For secondary stages, the input vector is 4x1 which is generated by primary stage.
The training method is based on back-propagation, which has been briefly described

in Chapter 2.
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Chapter 4

Experiment results

In this chapter, the results of the proposed algorithm will be obtained by MATLAB
R2007a and Opencv C++ and then compared them to the results of other algorithms.
For 4.1 the pedestrian detect system result will be shown. For 4.2 the performance

definition and the performance of the system will be discussed.

4.1 Moving object detection

In the result of moving object detection, the test data is from [23] which contain
some pedestrian walking. The result will show how pedestrian is found in the image.
First, the foreground segmentation is to find out.the moving objects different from
background, after the foreground'segmentation the objects belong to background
will be eliminated shown as Fig. 4.1(a). In the real situation there will be a lot of
shadow in the scene, because the shadow will reduce the accuracy of classifying,
shadow removal is applied to remove the shadow.shown as Fig. 4.1(b). After shadow
removal, there are still many noise in the scene which is caused by temperate
illumination change or shadow removal, to reduce the noise, morphology operation
is applied to eliminate small area and to clear the connect region shown as Fig. 4.1(c).
Therefore, the possible area will be obtained from the image. To find out how many
objects and the boundary of each object in the scene, image projection is applied,
and then the position of objects will be extract shown as Fig. 4.1(d). When there are
two objects in the scene, the result of image projection for one of the object will be
shown as Fig. 4.1(e). After the objects are extracted, the feature extraction is applied
to extract feature which are going to feed into neural network. And then use neural
network to recognize whether the object is pedestrian or not. If the object belong to

pedestrian the system will mark it with green rectangular which shown as Fig. 4.1(f).
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For the moving object detection, the parameter used in the system is shown as Fig.

4.1(g).

(a)foreground segmentation

(b)shadow removal

(c)morphology operation
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(f)classify result
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parameter value
Thyg 2
Thyol 2
I°; 3

TH 0.2

Ts 0.2
a 1

(g) the parameter in the system

Fig. 4.1

4.2 Pedestrian recognition

To compare the performance of the detection, the thesis first introduces the
Receiver Operating Characteristic [24] curve and defines-the accuracy rate, and then
discusses four cases concerning the pedestrian recognition. In Case 1, consider five
neural networks, where four of them are trained by the features of HOG, Haar, Global
average and Gradient, called the primary neural networks(PNNs in brief), and the
other one is trained by all these four features, called the combined neural
network(CNN in brief). Because the recognition performance of the PNNs can not be
improved by the CNN, it is required to employ the two-staged neural network
proposed in Chapter 3. In Case 2, with the use of two-staged neural network, the
performance is indeed improved, which is judged from the ROC curve and the
accuracy rate. In addition to the recognition performance, the proposed two-staged
neural network can also reduce the amount of the training data, which is discussed in
Case 3. As for the executing time in on-line process, even the two-staged neural

network requires twice or triple amount of time when compared to the PNNs, its
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accuracy rate is increased about 2% to 10%, shown in Case 4.

In general, the major objective of a detection system is to recognize pedestrians
form an image or a sequence of images. In pedestrian recognition, there are four
possible events given in Table 4.1, including True Positive(TP), True Negative(TN),
False Positive(FP), and False Negative(FN). Judging from the actual condition and test
result, these four events are listed as below:

1. True Positive, TP, means a real pedestrian is detected by the neural network

as pedestrian.

2. True Negative, TN, means a non-pedestrian is detected by the neural network

as non-pedestrian.

3. False Positive, FP, means a non-pedestrian.is detected by the neural network

as pedestrian.

4. False Negative, FN, means a real pedestrian is'detected by the neural network

as non-pedestrian.
With these four events, the detect rate DR and false positive rate FPR can be

respectively defined as below:

DR:lxloo%
TP+FN

FPR:lxloo%
TN+FP

A detect rate of 100% means all pedestrians are detected correctly, while a false
positive rate of 0% means any non-pedestrian is not detected as a pedestrian. To

compare the performance of the system, the accuracy rate AR is defined as below:

TP+TN

= x100%
TP+TN + FP+ FN

and a higher accuracy rate implies a better recognition performance.
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Actual Condition
1 0
1 TP P
Test
Result
0 FN TN

Table 4.1 TP, FP, FN, TN table
Case 1: PNN and CNN
In this case, the combined neural network CNN is compared to the four primary

neural networks PNNs. The input vector of the CNN is defined as

CNN =[HOG HAR GAV GRD]

where HOG € R™*?, HAR € R*°%, GAV. € R¥®** and GRD € R*** are the
feature vectors of HOG, Haar, Global-average and Gradient, and CNN e R**¢
contains all these four features. the combined structure is shown in Fig. 4.2 which
include one input layer with 2314 nodes, two hidden layers with 100 and 30 nodes,
and one output layer with 1 node. There are 2314.components of the CNN feature
vector, represented by CNN(p), p=1,2,...,2314, are sent into the 2314 nodes of the
input layer, correspondingly. The pth input node is connected to the gth node of the
first hidden layer with weighting W1.uw(p,q). Hence, there exists a weighting array
W1w(p,q) of dimension 100x2314, p=1,2,...,2314 and g=1,2,...,100. Besides, the gth
node of the first hidden layer is also added with an extra bias b1.(q), g=1,2,...,100.
Similarly, The gth node of the first hidden layer is connected to the rth node of the
second hidden layer with weighting W2 (q,r), which results in a weighting array
W2.u(g,r) of dimension 30x100, g=1,2,...,100 and r=1,2,...,30. An extra bias b2(r),
r=1,2,...,30, is added to the rth node of the second hidden layer. Finally, the rth node
of the second hidden layer is connected to the output node with weighting W3u(r),

r=1,2,...,30, and a bias b3 is added to the output node.
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b1chn(q) b2chn (1)
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b3cnn

W3cnn (1)

Fig. 4.2 CNN

For training the CNN, because the dimension of the CNN is very big the memory
caused is very large. Due to the memory concerning, the thesis first trained the
primary stage use 1000 training data which contain 500 pedestrian data and 500
non-pedestrian data. And the test data has 9000 data which contain 4500 pedestrian
and 4500 non-pedestrian. Forprimary stage, there are four primary stage should be
trained. For HOGNN, there include one input layer with 1152 nodes, two hidden
layers with 100 and 30 nodes,‘and one output layer.with 1 node. For GRDNN, there
include one input layer with 494 nodes, three hidden layers with 120, 30 and 30
nodes, and one output layer with 1 node. For HARNN, there include one input layer
with 495 nodes, two hidden layers with 200 and 30 nodes, and one output layer with
1 node. For GAVNN, there include one input layer with 162 nodes, three hidden
layers with 200, 30 and 30 nodes, and one output layer with 1 node. The transfer
function of the hidden layer is hyperbolic tangent sigmoid. The transfer function of
the output layer is log-sigmoid transfer function. The ROC curve which has lower
false positive rate and higher detect rate the performance is better. The Fig 4.3 shows
the ROC curve of the primary stage and the accuracy of the primary stage is also label
at figure. Clearly, the HOGNN has better performance than other primary stage. The

thesis compared the HOGNN with the CNN to observe if the performance is better.
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The Fig 4.4 shows the ROC curve and accuracy of the HOGNN and CNN. Clearly, the
performance became worse. To use the multi-feature the thesis use another way to

combine the feature which will be discuss in Case 2.

Fig. 4.3 The roccurve of primary stage

Fig. 4.4 The roc curve of HONN and CNN
Case 2: Two-staged neural network and PNNs
To improve the performance the thesis considers another way to combine the
feature. The proposed method combines the feature using 4 neural networks as the
primary stages and 1 neural network as the secondary stage. For primary stage, the
neural network structure mentioned at previous case is used. For secondary stage,
there include one input layer with 4 nodes, one hidden layers with 40 nodes, and one

output layer with 1 node. The transfer function of the hidden layer is hyperbolic
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tangent sigmoid. The transfer function of the output layer is log-sigmoid transfer
function. Because the dimension of the secondary neural network has only 4 inputs,
there is lesser memory concerning. The training data of the Case 2 use two kinds of
sub-case. For the first sub-case 15000 training data which contain 7500 pedestrian
data and 7500 non-pedestrian data. And the test data has 9000 data which contain
4500 pedestrian and 4500 non-pedestrian. The Fig. 4.5 shows the ROC curve of the
primary stage and Table 4.2 shows the accuracy of the primary stage. Clearly, the
HOGNN has better performance than other feature-NN. The Fig 4.6 shows the ROC
curve of the proposed method and HOGNN. And the accuracy of the proposed
method is 88.24%. For the second sub-case 1000 training data which contain 500
pedestrian and 500 non-pedestrian. And.the test data has 9000 data which contain
4500 pedestrian and 4500 non-pedestrian. The Fig 4.3 shows the ROC curve and
accuracy of the primary stage. Clearly, the HOGNN has better performance than
other feature-NN. The Fig 4.7 shows the ROC curve and-accuracy of the proposed
method and HONN. Clearly, the proposed method-has better performance than
other method. It improves the accuracy. To show the training data the proposed

method can reduce. The thesis uses many kinds of training result to observe.

0 1 1 1 1 1 1
o [T 02 a3 [ 05 [ [H [T} as

Fig. 4.5 Primary stage for 15000 training data
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Feature-NN Accuracy
Hog-neural network 85.57%
Gradient-neural network 77.28%
Global average-neural network 82.23%
Haar-neural network 73.49%

Table 4.2 The accuracy of feature-NN

.....

Fig. 4.6 The roc curve of two-staged neural network and.HOGNN with 15000 training

data

0.9

0.8~

071

0.6

05

0.4

0.3

—— combinenn-81.86

—=— HOGNN-80.89

o 01 02 03
false positive rate

Fig. 4.7 The roc curve of two-staged neural network and HOGNN with 1000 training

data

Case 3: Reduced the Training data
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The thesis uses many kinds of training data to compare the ROC curve and the
accuracy of the HOGNN. There are three kinds of training data: 7500, 5000 and 1000.
The training data is collect from the dataset which contain half pedestrian and half
non-pedestrian. The test data has 9000 data which contain 4500 pedestrian and 4500
non-pedestrian. The structures of three HOGNN are all the same as mentioned
before. For Fig 4.8 shows the ROC curve and the accuracy of the HOGNN with
different training data. It shows that the HOGNN’s accuracy and ROC curve will
increase slower with training data increase. Compare the 5000 with 7500 the training
data increase 2500 but the accuracy only increase 1%. For Fig 4.9 the proposed
method uses only 7500 training data to achieve almost the same accuracy which use
15000 training data. It reduce 7500 training pattern to achieve the same accuracy

and ROC curve.

e HOGHN-1000-80 B9%
= HOGHNN m%
HOGHN i3
HOGNN- 1500085 57 %

s 1 1 1 1 L 1 1
L3 [XH] 014 03 [iXT] 0z 0z 0.24 0%

Fig. 4.8 the HONN roc curve with different amount of training data
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Fig. 4.9 the roc curve of the two-staged neural network with different amount of
training data and HOGNN with 15000 training data
Case 4: Executing time
In the time consume issue, because the proposed method needs to extract
multi-features, it will also cost moretime to generate the features. The process time
is show as Table 4.3. Clearly, the proposed method cost more executing time than

other method. The accuracy’is better than other method.

Extraction NN Total
Feature_NN Accuracy . . .
time process time process time
Gradient_NN 77.28% 0.01sec 0.01sec 0.02sec
HOG_NN 85.57% 0.01sec 0.03sec 0.04sec
Propose_NN 88.24% 0.027sec 0.05sec 0.077sec

Table 4.3 The executing time and accuracy of two-staged neural network and some of

the primary stages
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Chapter 5

Conclusions and Future Works

In the thesis a new method is presented in using multi-feature. The proposed
method uses a two stage neural network which includes primary stage and
secondary stage. For the primary stage, it is generated by many features. There are
four primary stage used in the thesis. Each primary stage neural network use
different features to train. For the secondary neural network, it is to combine all the
output from the primary stage. From the experiment result, this kind of two stage
neural network can improve accuracy rate and most importantly, it is workable in the
case that a smaller amount of training data is used. Also, the executing time is close
to other method with higher accuracy rate.

To improve the proposed system, itis important to find out other feature which
has better accuracy rate. There.is another feature named Gabor which can improve
the proposed method. The ROC curve and-accuracy rate is shown as Fig. 6.1. In the
application, the proposed application can only used in static environment. To use in
dynamic environment, stereo algorithm must be implement. In Fig. 6.2 shows an
intelligent way to remove the ground using neural network. There is some problem

should be solved before using into the system.
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Fig. 5.1 The roc curve of the two-staged neural network and the two-staged neural

network with gabor feature added

(b)
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(d)

Fig. 5.2 (a) the stereo image ‘before ground removed (b) the stereo image before
ground removed (c) the pedestrian extract before ground removed (d) the pedestrian

extract after ground removed
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