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Real-Time Vehicle Navigation System
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Department of Electrical and Control Engineering

National Chiao Tung University

ABSTRACT
In this thesis, a GPS/INS navigation system -integrated by Kalman Filter is

proposed. Furthermore, a map-matching algorithm that eliminates the error of
GPS/INS and finds the correct road and position on the map is also applied to this
real-time vehicle navigation system. One accel erometer and one gyro are integrated in
the system to obtain 2-D displacement, velocity, and heading direction. Two
microprocessors are designed to capture both the signals of GPS receiver and IMU set,
and then transmit data to the main processor. After that, the optimal navigation
information of GPS/INS is estimated in the main processor by the Kalman filter. In
addition, a modified map-matching agorithm is adopted to adjust the heading
direction of vehicle. Finally, the optimal navigation information would be shown in a
graphical user interface. The experiment results would demonstrate the effectiveness
and applicability of the proposed methods as the vehicle runs in the urban area,

underground passage, and wooded area.
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Chapter 1  Introduction

In recent years, many research are devoted to the real-time car navigation
systems. Some of them are concentrated on position estimation; some developed
systems gave the shortest route. They are all expected to communicate with traffic
management in the future.

The car navigation system mainly provides the position estimation. Dead
reckoning and Inertial Navigation System (INS) has been adopted to estimate
vehicle’s position. They estimate position from integrating the displacement,
acceleration, and angular rate at every sampling time. However, this estimated method
would produce large error due to the fact that the error would be accumulated from
surface roughness or sensor error for along time. To remedy this problem, the Global
Positioning System (GPS) attractive.in carrnavigation system is employed to provide
the absol ute position every secondif more than four satellites were observed.

However, the GPS is subject to-the signal-outage, interference, and jamming. On
the contrary, INS is a self-contained and much immune to surrounding environment.
The best way to obtain the optimal position estimation isto combine GPS and INS. In
order to combine them, most researchers relied on Kalman filter, which is a recursive
algorithm and requires external measurements to compute optimal corrections of
system state variables. The assumptions in the use of Kalman filter are the system is
linear and the noise is white Gaussian. However, the system model in INS is nonlinear
and the noises of GPS and INS aren’t Gaussian. The position estimation from Kalman
filter isnot optimal.

The map-matching algorithm is a useful method to eliminate the error according
to the exact position in map, asreliable road maps are available. The map-matching

algorithm is a scheme to find the road and position where the vehicle runs. The fact is



that the vehicle always runs on the road and the error from filter would be eliminate if
the position of vehicle is known in the road on map. [11] However, this algorithm
would leads to mapping error as the GPS signal is unavailable and the error
accumulation from INSistoo large.

In this thesis, a modified map-matching algorithm is proposed to solve this
problem. This modified agorithm, heading direction estimation, employs the
direction of road to adjust the heading direction of vehicle. Furthermore, as the
vehicle makes aturn, the INS would measure the variation of angular rate and the GIS
would detect if there were a node near the vehicle. There are some roads that are new
built and don’t updated in the GIS database. The proposed method would detect
whether there were a road near the vehicle or not. If not, that means the GIS is fail,
the GPS/INS trajectory would replace the matching point from GIS. The practica
experiment would show the effectiveness and.applicability of the proposed algorithm.

In chapter 2, the Global Positioning-System (GPS) is presented to introduce how
the GPS determine the absolute pasition.. The chapter 3 will discuss the Inertid
Navigation System (INS) and present the dynamic equation and error model in INS.
In chapter 4, the geographic information system (GIS) is introduced to know the
Taiwan coordinates and the map-matching agorithm. The chapter 5 will present the
integration of GPS/INS/GIS and the proposed method, heading direction estimation,
is provided. The rea road experiment results are also shown in this chapter.

Concluding remarks are given in chapter 6.



Chapter 2 Global Positioning System

2.1 Introduction

NAVSTAR GPS, an acronym standing for Navigation System with Timing and
Ranging Global Positioning System, is designed to provide highly accurate, 24-hour
and worldwide coverage for position reporting and created by the United States
Department of Defense. The NAV STAR GPS consists of three major segments:

A. The space segment

B. The user segment

C. The control segment

Figure 2.1 shows the relations of three major segments.

Space segment
GPS satellites %
ﬁ 2 "
\ s |\
User segmen \?t’
\ /U:/ N
S
GPS receiver

\
Control segment*\

Main station

Figure 2.1 Global Positioning System Overview [23]



The space segment of the GPS includes 21 working satellites and 3 spares, and
they are arranged in six nearly circular orbit planes, which contain four satellites each
plane. The 24 spacecraft are placed in 20,200 km circular orbitsinclined at 55 degrees

and surround Earth with approximately 12 sidereal hours.

The control segment is made up of a master control station, worldwide monitor
stations and ground control stations. These monitor stations track the satellites
continuously all day, and they measure signals from the space vehicles (SVs), which
are incorporated into orbital models for each satellite. The models compute precise
orbital data (ephemeris) and SV clock data to the SVs. Then the SV's send subsets of
the orbital ephemeris datato GPS receivers. Thus, the purpose of the control segment

isto track the GPS satellites and correct ephemeris constants and clock-bias errors.

The user segment consists-of the GPS recelvers and the user community. As GPS
receivers receive four satellites signals; the four-dimensions, x, y, z, and time would be
calculated from triangulation. The receiver.measures the pseudo range and carrier
phase from the satellite. Furthermore, the satellites provide two different accurate
signals. Coarse-Acquisition Code (C/A) is used for civilian and Precision Code (P)

provides more accurate positional precision.

2.2 GPS Satdllite Signals

Each satellite transmits a unique coded signal that consists of the identification of
the satellite and the ranges to it. The satellite signals based on two L-band frequencies
centered on 1575.42 MHz (L1 frequency) and 1227.60 MHz (L2 frequency), which
are derived from a fundamental clock frequency of 10.23 MHz. The L1 frequency
carries the navigation message and the Standard Positioning Service (SPS) code
signals. The L2 frequency is used to measure the ionospheric delay by Precise

4



Positioning Service (PPS) equipped receivers.

The C/A Code, which modulates the L1 carrier phase, is a repeating 1 MHz
Pseudo Random Noise (PRN) code. This noise-like code modulates the L1 carrier
signal to spreading the spectrum over 1 MHz bandwidth. Each SV has different C/A
code PRN, i.e. satellites are identified with their PRN number.

The P-Code, is a 10 MHz PRN code, modulates both the L1 and L2 carrier
phases. In the Anti-Spoofing (AS) mode of operation, the P-Code is encrypted into the
Y-Code that is used by authorized users with cryptographic keys. Therefore, the C/A
Code and P (Y)-Code are the basis of civil SPS and PPS respectively. Figure 2.2

schemes the structure of GPS satellite signals.

L1 Carrier 1575.42 MHz

X) (x> —> L1Signd
AN @—> Lisg

C/A Code 1.023 MHz

L I DR

Navigation Message 50.Hz

UL

P-Code 10.23 MHz
T —

L2 Carrier 1227.6 MHz

® T Mixer @ : Modulo 2 Sum

Figure 2.2 GPS Satellite Signals




2.3 GPS Navigation M essage

GPS navigation message, a 50 Hz signal, consists of data bits that describe the
GPS satellite orbits, clock corrections, and other system parameters. A data bit frame,
which is transmitted every 30 seconds, consists of 1500 bits divided into five 300-bit
subframes. The subframes 1, 2, and 3 contain orbital and clock data where subframe 1
send SV clock corrections and subframes 2 and 3 send precise SV orbital data sets
(ephemeris data parameters). Furthermore, subframes 4 and 5 transmit different pages
of system data. In addition, each subframe comprises the telemetry word (TLW) and
the handover word (HOW). TLW tells the receiver what the subframe data received,
and HOW provides the information of TOW (Time Of Week) that helps the locked P

code word. Figure 2.3 shows thescheme of relations between each data format in

GPS navigation message.
D E— 30 sec —>
1 Frame I
- 1 2 3 | |
L{ 4 5
1 Subf
Subframe 0 sec Subframe 4, 5
=10Words |[1]|2]|3[4(5|6[7[8[9]10
have 25 pages

TLM HOW

1 Word
) 0.6 sec
=30 Bits EEEEEE [T T T ITIT1]
—» [4—0.02 sec
<« 1 —p
TLM 8—bitPreambIe| Data |Parity
HOW 17-bit TOW  |Data| Parity|

Figure 2.3 GPS Navigation Data Format




2.4 GPS Observations

There are two fundamental observations, pseudo range and carrier phase, which
can determine the user location. In general, the pseudo range, the main positioning
tool, is utilized with less computation, and the carrier phase is always used in high
precision surveying that costs a lot of time to obtain the high precision position. The

two observations would be presented in the following sections.

2.4.1 Pseudo Range

The pseudo range measures the distance by decoding the P or C/A code at the
epochs between transmitting and receiving the signals. In fact, because the clock of
the satellites and the receivers are asynchronous, this method is not achievable and
timing errors might be cause. Not.only the asynchronous effect, but the tropospheric
and ionospheric propagation delaysalso affect the'measurement of pseudo range.

Thus, the general expression of pseude range-can be interpreted as. [23]
PR=R+c-(At, — At )+C- At} (2.4.1)
where
PR : Pseudo range
R : Truerange
c : Light speed
At, : Receiver clock bias

At Satellite clock bias

At, - Atmospheric propagation delay



2.4.2 Carrier Phase

Carrier phase tracking GPS signals requires specialy equipped carrier tracking
receivers and has a revolution in land surveying. L1 and L2 cycles have wavelengths
of 19 and 24 centimeters respectively. These carrier signals can provide ranging
measurements with around millimeters accuracy under special circumstances.
However, it always costs much time to get high precision position, and therefore the

carrier phaseis generally used in surveying.

The carrier phase observation is still affected from the receiver clock error and
the atmospheric propagation. Furthermore, as using carrier phase observation, there
would be two problems, which affect the positioning accuracy. One is the cycle or
phase ambiguity problem, and:the other.is the cycle dips problem. With the
description above, the general -expression of the carrier phase observation equation

can be shown as: [23]
go:%-[FGc-(Atr +At, - At)[+ N+eg, (2.4.2)

where

¢ : Carrier phase observation.
f . Carrier wave frequency.
N : Cycle ambiguity.

g 1 Other noise.

2.5 GPS Error Sources

The accuracy of GPS position measurements depends on the quality of the

pseudo range measurements and satellite ephemeris data. The major error factors that



affect the accuracy of the GPS measurements are: [24]
A. Satellite clock errors
B. Ephemeris errors (satellite position errors)
C. Receiver errors
D. lonosphere errors (upper atmosphere errors)
E. Troposphere errors (lower atmosphere errors)
F. Multipath errors (errors from bounced signals)
G. SelectiveAvailability errors

The main GPS error source is the'Selective Availability errors that are the signa
transmission perturbations and produced:by the. NAVY STAR managers. However, the
SA errors were removed at May-20, 2000, and therefare the GPS positioning accuracy

can be up to 10~20 m level now.

2.6 Position Accuracy and DOP [24]

Dilution of Precision (DOP) is avalue, which is the exception quality of position
measurement based solely on the geometric arrangement of the satellites and the
receiver being used for the measurement. When DOP value is unity, the accuracy is as
good as it can be considering all the sources of error. This might occur when one
satellite is overhand and the three others located in the horizon with 120 degrees to
each other. Figure 2.4 shows the scheme of DOP. The overall DOP number includes

several sub-DOPs;

A. HDORP (Horizontal DOP) is a combination of NDOP (North DOP) and

EDOP (Earth DOP).



B. VDOP (Vertical DOP).
C. PDOP (Position DOP) is a combination of HDOP and VDOP.
D. TDOP (Time DOP).

E. GDOP (Geometric DOP) is a combination of PDOP and TDOP.

s

Poor Good
Hiah Low

Figure’2.4 Dilution of Precision

2.7 Differential GPS Technique

All receivers in the same local geographic area have similar qualities of errors
outlined in the section 2.5. Thus, the Differentid GPS (DGPS) employs this
characteristic and attempts to compensate the other receivers with a base station,
whose accurate position is know, situated at a precisely surveyed location. This base
station, like al other recelvers, obtains signals and errors from the satellites and
determines the range errors by differencing the calculated and the measured ranges.
Then, these errors are broadcast to other receivers in the same local geographic area,
so that the range measurements of receivers can be corrected and the more accurate

position estimate can be aso obtained. [23] Figure 2.5 shows that the reference station
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receives and calculates the errors, and then transmits errors to the other receivers to
correct the position error. Table 2.1 shows the set of error sources between GPS and

DGPS. It is clear that DGPS is more accurate than GPS.

Reference
Station

Correction
Processor

L

Table 2.1 User equivalent range error (UERE) [11]

Figure 2.5 Differentia- GPS Technique

Predicted Error (m)
GPS DGPS

Error Sources P code C/A code P code C/A code
Satellite ephemeris error 2.62 2.62 0 0
Satellite clock error 3.48 3.48 0 0
Multipath error 1.22 3.48 122 3.48
lonosphere error 04 6.4 0.15 0.15
Troposphere error 0.4 0.4 0.15 0.6
Receiver error 0.24 2.45 0.24 2.45
User ranging error (RMYS) 4.25 8.54 1.28 3.96

2.8 The Positioning Equation

This section would present how to determine the coordinate and time from
observing four satellites. When the satellites are observed, each satellite signal can

provide its position (X, Vi, z) and the PRN code time T; shown as figure 2.6. The
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position (X, Yy, 2) and the clock bias ATycg of the receiver can be solved by using the

signal provided from each observed satellite. Thus, the basic observable equation can

be shown asfollows: [10]

R =cx (A-I-I - ATUCB): \/(Xu - X)z + (Yi - Y)2 + (Zi - 2)2 i=1234 (281)

where
R : Pseudo range between receiver and the i™ observable satellite.
c : Light speed.
AT, : PRN code delay time.
(x.,y,,z) : Position of thei™ observable satellite.
From the equation above, the positioni(x,"y, 2) and the clock bias ATycg of the receiver

can be solved.

(X30¥,+2,) (X62Y525)

(Xj_’yl’zl) (x4,y4,z4)

(xy.2)
ATUCB

Figure 2.6 GPS Positioning Method
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Chapter 3 Inertial Navigation System

Inertial Navigation System (INS) has been developed for a wide range of
vehicles. In general, an INS is mainly built up by a set of inertial measurement units
(IMU), which consists of accelerometers and gyros, and the IMU is mounted on a
platform. Besides, a processor is required to transform the measured data of
acceleration and angular rate into useful navigation information: position, velocity,
and attitude. [3] However, INS inevitably has its disadvantage in the errors of position,
velocity, and attitude, which are usually caused by aignment, measurement,
calculation, and initial states and often accumulate and grow divergently with time in
the integral process. Therefore, INS needs external sensor to compensate, and the
most popular method is using GPS to correct.the divergent error in INS.

INS can provide continuously pasition. interpolation during the period of
receiving GPS signa. The other ‘purpose of INS would be used in automatic car
control and that is to provide the velocity-of vehicle, then the velocity would be

feedback to control the vehicle.
3.1 System Overview

There are two general types of INS, gimballed and strapdown, which will be

described in this section.

3.1.1 Gimballed System

Figure.3.1 shows the gimballed system, where the accelerometers and gyros are
mounted on a stabilized platform system; hence, it is also called the stabilized
platform system [18]. To be a stabilized reference coordinates, the gimbals should be

well controlled and then isolated from the vehicle’s motion. Furthermore, the

13



accelerometers can be horizontally aligned to get rid of the gravity effect by rotating
the platform. Although the gimballed system has high accuracy, some disadvantages,
such as complex hardware design, high cost, and large power consuming, make the

design of this system difficult.

RESOLVER
Z-ACCEL :
RESOLVER _ Y-ACCEL
X-ACCEL ,E"‘l RESOLVER
f‘i‘ ' ,-,.a;-:f&j[ _F_"'\m\ .
STABLE 5 b
ESV R - .- ) MODEL
PLATFORM -~ | A )
i AR \k«- GIMBAL
W A
¥ ™o R 2
OUTER t:1:- "*J*‘ > ”J "‘f;l?‘f"- ! TORQUE
GIMBAL ' '/ _~MOTOR
ﬂxc;? :
x.'.a"aﬂ "ur
i, |-
s —
TORQUE . L _
MOTOR X-GYRO Z-GYRO
Y-GYRO TORQUE

MOTOR

Figure 3.1 Thegimballed INS system

3.1.2 Srapdown System

Contrary to gimballed INS system, the accelerometers and gyros (IMU) are
mounted on a platform fixed on the vehicle in strapdown INS (SDINS). The IMU can
measure the acceleration and angular velocity of vehicle, which are used to calculate
the variation of position, velocity, and attitude. In the computing process, numerical
errors caused by integrating the accelerations and angular rates would be produced
accumulatively and divergently. Besides, the calculation of DCM (Direct cosine
matrix) and Euler angle is quite complicated such that a high-performance processor
is often needed. Fortunately, the technology of processor has been increasingly
improved and good enough to do this work.
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It is known that the gimballed INS system, better than the SDINS in accuracy, is
commonly adopted for long-term navigation. However, the SDINS is generally
employed for short-term navigation due to its small size, low cost, power saving, and
easy design. For car-navigation, Hence the SDINS is available for car-navigation,
which requires short-term data, with external sensors, like GPS, which can

compensate the disadvantages in long-term work.

3.2 Coordinate Frames And Transfor mation

In general, there are five coordinate frames commonly used in an inertial
navigation system. This section will first briefly describe these five coordinate
systems and then show two transformations, between body and navigation frames and

between geodetic and Earth-centered earth-fixed frames.

3.2.1 Coordinate Frames

A.Body Frame

The body frame, aso called the vehicle coordinate frame, is symboled as b-frame.
The measurements acquired by various inertial sensors can easily apply to the body
frame. Usually, the body frame is rigidly attached to the vehicle’s center of gravity
and its three axes are conventionally defined along the forward, right, and down

directions as shown in Figure. 3.2, especially when adopted for car navigation.

Xp

Yb

Zp

Figure 3.2 Body (Vehicle) coordinate frame
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B. Navigation Frame[3]

The navigation frame, denoted as n-frame, is aso caled local geodetic frame
with origin fixed on the vehicle and three axes pointing to the true north, east, and
down as shown in Figure. 3.3. Clearly, the navigation frame intrinsically moves with
the vehicle and then it is not suitable for specifying the vehicle’s position on the earth.
In fact, this frame plays a main role to provide local north, east, down directions and
velocities, which is useful for navigation systems with sensors generally aligned with

the local horizontal and vertical planes.

X = north(true)

y = East

Equator
z=down

Prime Meridian

Figure 3.3 Navigation frame or tangent plane reference coordinate frame
C. Earth-Centered Earth-Fixed (ECEF).Frame

The earth-centered earth-fixed frame, which is symboled as e-frame, is
constructed with origin at the earth’s mass center and the three axes rotate with earth.
Furthermore, WGS-84 (World Geodetic System, 1984) is one kind of ECEF frame.
Besides, the x-axis and the y-axis respectively point to the prime meridian of 0°
longitude and the meridian of 90° longitude through the tangent plane of the equator,

and the z-axis points to North Pole as shown in Figure. 3.4.
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Prime meridian

v
<

Equator plane
X

Figure 3.4 ECEF rectangular coordinate system
D. Geodetic Frame

The geodetic frame, which is symboled as g-frame, describes the position of a
moving body by the longitude, latitude, and atitude, denoted as|, L, and h, where the
0° longitude is defined at Greenwich meridian and the 0° latitude is defined at the
equator. The meridian longitudes start from.0° longitude at Greenwich meridian to the
west and the east each up to 180° and the parallel Iatitudes start from 0° latitude at the
equator to the north and the south each upto-90°. The atitude is defined as a distance

from the local sealevel to the point where the vehicle locates as shown in Figure 3.5.

q
h
E rotation > X y
L about z
a I

Figure 3.5 Geodetic reference coordinate system

z

A OP

E. Inertial frame

This frame is the most fundamental coordinate system that is symboled as
i-frame and defined in which Newton’s laws of motion apply. The frameis static or in

uniform linear motion system without accelerating. The definitions of axes are

17



generdly built base on the star in universe. The x and z axes point toward the vernal
equinox and aong the earth’s spin axis. The y-axis is defined to complete the
right-handed coordinate system. In this analysis, the frame is attached to the center of

earth, and is not rotating.

3.2.2 Transformation Between ECEF and Geodetic Frames

This section will discuss the transformation between ECEF and geodetic
(Longitude, Latitude, and Altitude)[17]. Besides, the WGS-84 dllipsoid parameters

are used throughout this discussion. The position in the ECEF frame is calculated as

follows.
x = (N+h)-cos(L)- cos(l) (3.2.1)
y = (N+h)-cos(L)- sin(l') (3.2.2)
z=[N(1-¢€?)+h]-sin(L) (32.3)
where
N(L)= - eZZnZ(L) (3.2.4)

Semimajor axislength: a = 6378137.0m
Semiminor axislength: b = 6356752.3142m

Eccentricity: e=0.0818

In GPS application, the range measurements of GPS receiver are determined in
ECEF frame. However, the information of geodetic frame is more useful in navigation.
Therefore, the transformation between ECEF and geodetic frame is desired to solve.

Longitude (1) can be solved as

18



| = arctan2(y, ) (3.2.5)

The solutions of h and L can be computed by iterations as follows:

A. Initialization:
Let

h=0

N=a

P=+ (X2+ y? )
B. Perform the following iteration until convergence:

: z
Sl =N e e
L= arctan([z+ e’Ns n(L)]/p)
a
1-e’sin’(L)

N =

p
h——P __N
cos(L)

3.2.3 Transformation Between Body and Navigation Frames

In vehicle navigation application, the relation between body frame (X, y, z) and
navigation frame (N, E, D) is shown in Figure 3.6. This relation exists angular motion
between body and navigation frame. Therefore, the transformation between them will

be discussed in this section.

Tangent plane

Figure 3.6 Relation between body and navigation frame

19



Consider the three rotations involving the Euler angles (¢,6,y)=(roll, pitch,

yaw).

A. Rotates the navigation frame by  radians about the D axis as shown in Figure

3.7 (a).
X' cosy sny OfN
y'|=|-siny cosy O|E (3.2.6)
z 0 0O 1|D

B. The second rotation rotates the coordinate that resulted from previous yaw

rotation by 6 radiansaboutthe y' axisasshowninFig 3.7 (b).

X/ X " ’ X " ’ X
N v 0 X
Er=e —> ,
y
l// yl yl! ¢
y! 9 Z” ’ ¢ y
D : Zr Z/ Z Z”

@ (b) (©)
Figure 3.7 Rotation by the Euler angles

X" cosy 0 —snd| X
y'I=| 0 1 0 y' (3.2.7)
z' sng 0 cosh || Z

C. The third rotation rotates the coordinate that resulted from previous pitch rotation

by ¢ radiansaboutthe X" axisasshowninFig 3.7 (c).
X 1 0 0 | x"

y|=|0 cosp sing| Yy’ (3.2.8)
z| |0 —sing cosyp| 2"
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The vector represented in tangent-plane coordinate can be transformed into

body-frame by the transformation described as

N
y|=C’| E (3.2.9)
z D
where
1 0 O |cos@ 0O —sin@| cosy sny O
C’=|0 cosp sng| O 1 O |-siny cosy O
0O —sing cos¢| snf 0O cosO 0 0 1
cosy cos® siny cos6 —sing
— Siny cos .COSy/ COS ,
= v , ¢- ; _W _¢ X cos6 sing (3.2.10)
+Cosy Sin6 sing [ +siNy SN sing
siny sin - —cosy sing. -
v ¢ S W_ ¢ Cos6 cos¢
| +CoSy sinf cos¢ - + SNy SiNO cos¢ |

Furthermore, the transformation 'Girisdetermined as (C°)' .

3.3 Dynamic Equationsin Navigation

Generally, navigation problem is based on integrating sensed accelerations and
angular rates to solve position, velocity, and attitude. In n-frame, there are a lot of
differential nonlinear equations, based on the dynamics of motion according to
Newton’s Law, which can be formulated and constitute dynamic equations. In this
section, the dynamic equations will be derived. In order to realize the dynamic
equations, two fundamental concepts and properties should be discussed and

expounded, and then dynamic equations can be derived easily.

3.3.1 Coordinate Transformation Matrix Properties
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Consider the position of a point represented by a-frame and b-frame. The

transformation of the a-frame to b-frame can written as
r’°=cpr® (3.3.1)
where r? and r® arerespectively the position vectors in a-frame and b-frame and

C? isthetransformation matrix, called the direct cosine matrix (DCM).

a

There are two properties used in dynamic equations and described as:
A.

The time derivative of the transformation matrix is given by:

b b b
¢b = lim4Sa _ jim Calt40)-C.(1) (33.2)
M50 Af A0 At
CO(t+ 4t) = C2(t)- (I +.407) (333)

where (I +A0"") isthe small angle transformation relating the a frame at timet to

therotated a frame at time t+ At~

Then substituting (3.3.3) into (3.3.2)

'b_ b . Aea

C! —Ca(t)l‘!m o (3.3.4)
define

IimAQ =07

a0 At

where QF isthe angular velocity of the a frame w.r.t. the b frame, with coordinates

inthe a frame.
Consequently

Cl=Clo? (3.3.5)
where QF denotes a skew-symmetric matrix with elements from ;.
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z y
Qf = [a)sa x]z o, 0 -o, (3.3.6)
-0, o, 0

Sincethe columnsof C? are mutually orthogonal, as are the rows. Therefore

thematrix C isan orthogonal matrix, i.e.

ca=(ct)t=(ct) (33.7)

For any 3-by-3 matrix, A%, under an orthogonal frame transformation can be derived
asfollows. Let r® = A%r?. From the transformation between coordinates described in

(3.3.1) and the property derived in (3:3.7), we have

r°=C>2A*C2r® (3.3.8)
From (3.3.8), it follows that

A =C2A°C} (3.3.9)

These two properties would be useful in deriving dynamic equation. Furthermore, the

next section would start the derivation of velocity dynamic equation.

3.3.2 Velocity Dynamic Equation

After the necessary properties (3.3.5) and (3.3.9) are given, the derivation of the
velocity dynamic equation could be started from measuring the specific forcein

motions based on the Newton’s law.

First, let’s consider the force exerted on the system in the inertial coordinate
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frame, say i frame [9, 10], which is obtained as

fi—p_G (3.3.10)

where r' and G' represent the positional vector and gravitational acceleration at
the system, respectively. Now define the position vector and velocity vector in the

navigation coordinate frame, say n frame, a r"=[r, r. r,] and

V" :[vN Ve VD]. Further applying the transformation between two different

coordinates shown as (3.3.1), we have
re=Ccer' (3.3.11)
v'=CJr® (3.3.12)

where the super indices e and n denote the Earth coordinate and navigation

coordinate.
Substituting (3.3.11) into (3.3.12) leads to
v =C’(cert +Cer')
—ci(cer' +crair')
—cr(r+Qir')
—c'r'-air') (3.3.13)
The time derivative of (3.3.13) isgiven by
V' =Cli +CM —Cl ' —Cl O - Cl Q1!
=C'i" - (@l + ) )i+l lr'|-cralr (3.3.14)
Since Q! =C'Q"'C", Q| =C!Q"C" andassume Q! =0, itisattained that

v'=C!|r' -cl(@n+ e +Clorcrclonc |

n | eI

—C'' —(Qp+Qr)Ci + enonc! !

e =1
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From (3.3.13) and (3.3.1), we have
V' =Cli' - (Qig + 05 Xvn +Clr! )+ O "

+ Qv (@ + @t )crcianc ! )+ er o

e =1

Q0.

(22
(

Qp+ QN -(@L+on)ur + 2n e

Chi' -
Cli' -
Cli' (@ +Qn V" —Qralr (3.3.15)
Pre-multiplying (3.3.10) by C yields

f"=C'i' -G" (3.3.16)
Substituting (3.3.16) into (3.3.15) shows that

V(@ Qn vt = £+ (G —nonr”) (3.3.17)

where  0Q°0Q°r" represents the centripetal acceleration.

»
!

Figure 3.8 Gravitational acceleration vector in the navigation frame

Define the gravity vector in the n frame as

g"=G"-Q.0r" (3.3.18)
then (3.3.17) would be rewritten into

V(@ Q0 = g (3.3.19)

n

where Q. v" =, xv", dso note that w,,, o represent the Earth rate vector and

e’

the angular rate respectively in the n frame relative to i frame. Traditionally,
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,CcosL 0 w, SinL 0

Q8 =wix= 0 |[x=|-wsSnL 0 — w, cosL
—w,SinL 0 ,CcosL 0
(w,+1)cosL 0 (@,+1)sinL L
Q8 =wpx= L x=|— (a)e+ I.)Si nL 0 - (a)e+ I.)COSL
—(ao+T)sinL -L (e, +T)cosL 0

Hence, (3.3.19) could be expressed as the following the state-space form:

v 0 — (20 +1)sinL L vil [0 [o
Vi | = (Zcoe+l')sinL 0 (2w9+l')cosL Vi [+ fE [+ O
v L —(20,+1)cosL 0 vl oerl g

(3.3.20)

Consequently, (3.3.19~20) are the velacity dynamic equations useful for inertial
navigation and autonomous control of vehicle.

In addition, the relation between n and geodetic frames is shown as

vi| [py+h 0 0L
vil=| 0 [ ,+h)cost O T (3.3.21)
A 0 0 ~1| h
or
1 0 0
L] |pwth "
=l o —Y o Vo (3.3.22)
: (p o+ h)cosL -
h 0 0 _1 Vo
where
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With the dynamic equation in (3.3.20) and the relations in (3.3.21-22), the INS
dynamic equations are more complete. In next section, the INS error model would be

introduced to realize how the errors affect the INS system performance.

3.4INSError Mod€

The inertial navigation system is a rather complex instrument whose components
would affect the system errors due to initial random errors and modeling errors.
Therefore, in order to understand the influence of the system errors in navigation
solution, it is important to develop the dynamic and stochastic models for these

system errors.

3.4.1Error Mode

How the sensor errors affect ‘the position and velocity is described by the
dynamic error model which be derived by applying a differential operator 6 to the
dynamic navigation equations. That is; the variables of the navigation equations are
perturbed differentialy. There are two approaches generally employed to derive

dynamic error model: perturbation approach and psi-angle approach [4].

First, from (3.3.22) the use of perturbation approach would give the dynamic

error moddl as

1 0 0 ] -
sL] |puth [ovy, puth
ol |= 0 ——— O [ ovg |[+|— oh+|Itan(L)oL | (3.4.1
- (pp+h)cosL 3 (po+h) (L) (34.1)
oh 0 0 -1 _5VD 0 0

In this thesis, the psi-angle approach is adopted and the dynamic error model is
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represented as [4]

where

Of"+pxor"=gv"
5\’/n+(a)i2+a)i?])><5vn =V-odyxf"+ag"

oY +m, Xy =¢&

o v :velocity error vector.
o r :position error vector.
o y . attitude error vector.
V  :accelerometer error vector.

A g : error in the computed gravity vector.

& @ gyrodrift vectar.

(3.4.2)
(3.4.3)
(3.4.4)

p rotation rate vector of the navigation frame w.r.t. the Earth.

The state space form of (3.3.2~4) isgiven as

where

S X, =Ad X, +B,

9%x9

0 -lsnL L
A,=|IsnL 0  lcosL
L -lcosL O
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[—g/R O 0
A,=| 0 -gR 0
0 0 2¢gR
[0 (200 +T)sinL L
A, =| (200 +1)sinL 0 (2000+T)cosL
L — (200 +1)cosL 0
[0 —f, f.
Ay=| fp 0 —fy
—f. f, O
[0 — (R +T)sinL L
Ay, = (coi';+l')sinL 0 (wi”e+l')cosL
- L - (a)ine+ |.)COSL 0

B,=[0 0 0 V, VoV, &yl &)

Actually, there exist stochastic:characteristics in sensor. Therefore, in the following

section, the stochastic model of sensarswill-be derived and expounded.
3.4.2 Error Sources

The maor error sources of INS are gyro and accelerometer, and furthermore
their bias and scale factor error are not always white noise. In this section, the
principle work is to discuss these sources and model these errors, so that the INS error
model would be completely expounded. The discussion can be separated into two

parts: gyro and accelerometer [19~21].

In general, gyro has four types of error, such as random bias B, scale factor

S, , random drift ¢,, and random noise w, . The instrument specification can be

described as;
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y=By+e,+ W+ S xw (3.4.6)
where  y  representsthe output of the gyro

w representsthe angular rate of the vehicle.

These four types of error can be modeled as:

W, = =W, /1, + W,
where 7, isthecorrelation time of randomnoise w;, .

E{Wgn }z 0

Ey, (1) Wy, (7)) = 07, (t-7)

Qg = Zagn/rg represents the power spectrum of w,
Therefore, the gyro errors can be modeled as:

S Xy=A8 Xy +W, (34.7)

where  §X, =|w, we w, By, By By SFn Fe Fpof
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W | 0 lrg o0 0,,
N 0 Vrwi
06><3 : 06><6

As the same discussion above, the instrument specification of accelerometer can

be expressed as

V=4+B,+SF x f (3.4.8)
where v representsthe output of accelerometer

A represents the random drift

B, represents the random bias

S, represents the scale factor

f  representsthe acceleration of vehicle

The accelerometer errors can be modeled as

EL()- A(c)) = 020(t—7)

B,=-B./t,+w,

a

where 7, representsthe correlation time of random bias
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Efw, () w,(z)} =07, 0(t-7)

Q, =+/202/r, representsthe power spectrum of w,

Thus, the accelerometer errors can be modeled as:
S X, =A08 X, +W, (3.4.9)

where 6X,=[B,, B: By F. F. F,f

-1/, 0 o |
A - 0 -1/ 7 0 i 0,4
0 0 S4B
L anlid Ly, _
O3><3 : 03><3

W, = [WaN W Wi 0.0 O]T

With the discussion of errorsin IMU"(3.4:7~9), the dynamic error model mentioned in

(3.4.5) would be extended to 24 state variables and shown as

SX = ASX +B (3.4.10)

where X =[or | ov |y |w, | B, | SF, | B, | SF,T

| | | | |
| Oz _:_9353_1_0_313_ | Oz _:_93z3_
| | | | |
Ao 1053 105 | O3 11331 Tag
| | | | |
_____ Llas i lae | @35 1 055 | Oy
| |
| |
| |
—_ | |
A= 09><9 | g9x9 | 09><6
| |
| |
| |
_____ I B
| |
| |
| |
Og.o ! Ogeo ! Asees
| |
L | | 124x24
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B=[0]4]e, {w, |00]w, 0],
Consequently, this INS error model composed of dynamic and stochastic models
describes how the dynamics equation and sensor errors propagate through the system

into navigation errors.

3.4.3TheReduced Error Modd

In this subsection, the reduced error model for this system will be described.
From the error model in (3.4.10), the state variables 6X of the model can be reduced

asto the following form.

SX'=AS6X'+B’ (3.4.11)
where
oX'=[or, ore oV V. Sy W B, B, SF, SF,[

0 —lsnL 1 0 0 0 0 0 0 O]
I'sinL 0 0 1 0 0 0O 0 0 O
“g/R 0 0 Sowr+i)EnL St 0 cosy 0 f, O

0 -g/R (207 +i)snL 0 ~f, 0 s§ny 0 f, 0

a_| 0 0 0 0 0o 1 0 1 0 o

0 0 0 0 0 -1z, 0 0 0 0

0 0 0 0 0O 0 -1z, 0 0 O

0 0 0 0 o o0 0O 0 0 0

0 0 0 0 0o o O 0 0 0
0 0 0 0 o o0 0 0 0 0]

where B'=theinput noise vector.

B'=[0 0 4, 4 & w, w, 0 0 O

9 gn
Which has zero mean and with covariance as
Q=diagd 0 o2 o2 o2 o2 o2 0 0 O
This reduced form is used in Kalman filter, and next; the general form of Kaman

filter will be discussed.
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Chapter 4  Geographic Information System

4.1 Introduction

The Federa Interagency Coordinating Committee defined the term Geographic
Information Systemin the following manner: “ A system including computer hardware,
software, and procedure, which is designed to support the capture, management,
manipulation, analysis, modeling, and display of spatially referenced data for solving
complex planning and management problems” in 1988. Such a system is an electronic
spreadsheet coupled with powerful graphic-manipulation and display capabilities. In
genera, a geographic information system (GIS) combines graphic system and data
processing system to manage the graphic data, characters, numeral data, and attribute
data. Attribute data is associated-with the graphic data and provide more descriptive
information about them. Therefore, GIS can give not-only the information of the data

element itself, but the nearby information. [26]

4.2 Reference Ellipsoids and Projection

This section would describe the reference ellipsoids, which would be used in
projection and coordinate transformation. Ellipsoidal models define and €ellipsoid with
an equatoria radius (semi-mgjor axis) and a polar radius (semi-minor axis) that is
shown as figure 4.1. There are three kinds of reference ellipsoid parameters shown as
table 4.1. Reference ellipsoids used with different nations and agencies are shown as
table 4.2.

To transform three-dimensional space onto two-dimensiona map is caled
“Projection”. Projection formulas convert a geographical location on sphere or

spheroid to arepresentative location on flat surface. There are three commonly



North Pole

Polar Radius
(Semi-Minor Axis) =b

Equatorial Radius

Equator ) . .
(Semi-Major Axis) = a

Figure 4.1 Semi-mgjor axis and semi-minor axis

Table 4.1 Ellipsoidal Parameters

Ellipsoid Parameters Functions
f (Flattening) f_a-b
a
2 . . 2 a2 _b2 2
e” (First Eccentricity-Squared) e = - 2f — f
' . ,  a’—Db?
€' (Second Eccentricity Squared) €= 0

Table 4.2 Selected reference ellipsoids

Ellipse Semi-M ajor Axis (Meters) V/Flattening
G R S 1967 6378160.0 298.247167427
GRS1975 6378140.0 298.257
GRS 1980 6378137.0 298.257222101
Hough 1956 6378270.0 297.0
International 6378388.0 297.0
Krassovsky 1940 6378245.0 298.3
South American 1969 6378160.0 298.25
WGS 60 6378165.0 298.3
WGS 66 6378145.0 298.25
WGS 72 6378135.0 298.26
WGS 84 6378137.0 298.257223563
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projections, azimuthal projection, cylindrical projection, and conical projection shown
as figure 4.2. Azimutha projection can be classified into three types based on the

difference of the projected origin shown as figure 3.6.

Cylindrical Azimuthal Conical

T~ >
N\ 7/ 1 A\

T
L
1

Graticules:

Figure 4.2 Projections and the appearance of the Graticules

A: Gnomonic (from center of the Earth)

B: Stereographic (from a diameter’s distance)

C: Orthographic (from infinity)

Figure 4.3 Azimuthal projection
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4.3 Taiwan Coordinates

The conventional geodetic datum used in Taiwan was based on the geodetic
observations carried out in 1978, and the reference elipsoid was the Geodetic
Reference System 1967 (GRS67). The origin point of this datum locates at the
Hu-Tzu-Shan astronomic station. The coordinates, which includes the latitude and
longitude based on the GRS67, grid coordinate based on 2 -Zone Transverse Mercator
(TM) projection, and the height is above the mean sea level. The set of coordinates
adopted in Taiwan was called the Hu-Tzu-Shan coordinate system, and also named
the TWD67 (Taiwan Geodetic Datum based on the GRS67). [27]

The recommendations made by the IERS (International Earth Rotation Service)
also encourage national agencies to establish their precise national datum based on the
ITRF (International Terrestrial Reference,Frame).-This datum would be linked into
regiona or continental solutions'and employed for many international applications.
Thus, a geodetic ellipsoid, GRS80, was adopted with the new national coordinate
system called the TWD97 that also emplays the Transverse Mercator. Table 4.3 shows
the parameters of TWD67TM2 and TWD97TM2 coordinates in Taiwan. The grid
coordinate is calculated with a 2-degree zone and 121 E and 119 E. Furthermore, the
western offset of the transverse axis is 250,000 m and the scale ratio is 0.9999, where
the scale ratio is defined as:

Scaleratio=actual map scale/nominal scale

Table 4.3 Taiwan coordinates

Coordinates Reference | Semi-Major 1/Flattenin Centra Western | Scale

Ellipsoids | Axis 9 | Meridians | Offset | Ratio
TWD67TM2 GRS67 6378160.0 | 298.247167427 | 121°E,119°E | 250,000 m | 0.9999
TWD97TM2 GRS80 6378137.0 | 298.257222101 | 121°E,119°E | 250,000 m | 0.9999
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4.4 Map Matching Algorithm

The purpose of the map-matching algorithm is to locate the position of the
vehicle on the map. Since the GPS satellite signal has errors and noise due to the
tropospheric and ionospheric propagation delays, and GIS database is more accurate.
Therefore, a map-matching method using a digital map is a useful approach to correct
these errors. Furthermore, the fact that “ A vehicle moves aways on aroad network. ”’
makes the utilization of the map information more effective. With the assumption that
land-vehicle almost run on roads, most of vehicle navigation systems trandate the
GPS position onto a road, and the position errors can be eliminated if the road where
the car locates can be found. In other words, the map-matching problem can be
defined as the identification problem of the road where the car locates. Furthermore,
the map-matching function would integrate measured position and the digita map
data to locate the vehicle on proper. position relativeto digital map. There are severa

criterion used in the map-matching function-and.described in the following sections.

4.4.1 Map Matching I ssues

There are three issues that would be discussed in the map-matching agorithm
and presented as the following description. Projected error is defined as the distance
between the measured position obtained from the GPS/INS and its projected position
on the road shown as figure 4.4. Therefore, the first issue of the map-matching
algorithm is that the projected error must be small, so that the correct located road
would be found. The dot-product implies the similarity between the shape of the road
and the trgjectory of the vehicle shown as figure 4.5. Thus, the second issue of
map-matching algorithm is that the dot-product value should be big, so that the
vehicle would be matched to the correct road due to the fact that the trajectory is
similar to the shape of road. The definition of the moving distance is the distance
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between the present vehicle position and the previous vehicle position shown as figure
4.6. Accordingly, the third issue is that the difference between the moving distance
and the projected moving distance should be small. Consequently, these three issues
would be useful to decide which road the vehicle runs. Next section would discuss the

map-matching structure and give the flowchart. [11]

Received position

O

Projected error

Projected position

Figure4.4 Projected.errors

AeB>AsC
wherel A =[] =|c]

Figure 4.5 Dot-product

Received position

___________ \f Projected moving distance

Projected position

Figure 4.6 Moving distance
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4.4.2 Map Matching Sructure

In the map-matching structure, three modes are used and they are initial mode,
searching mode, and tracking mode. In the initial mode, only the projected error
measurement is used, and the first issue would decide the closest road and the closest
point. As the vehicle starts to run, the navigation system would detect how many
nodes, which are the junctions of two or more roads, are near the vehicle. If there
were nodes nearby, the mode would be changed to the searching mode. As the
matched road and matched point are decided, the mode would back to the nodes
nearby decision. If there is no node nearby, the mode would be changed to the
tracking mode, and that means the vehicle position approaches only one road. Then,
the projection method would be employed to decide the projected point of the initial
road or the previous matched road. Furthermore, the mode would aso back to the
nodes nearby decision after =the projected point is caculated. The complete
map-matching flowchart is shewn in figure 4.7 and the detail procedure of the

map-matching structure is presented inthenext four sections.

Start

h J

Initial Modi

.y

Bl

Y

Nodes nearby? >——- Tracking Mode
No

Yes

h J
Searching Mode

Figure 4.7 Map matching flowchart
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4.4.3 Initial Mode

The projected error and first issue are used to determine the closest road and the
closest point in the initial mode. The initial mode includes three steps:

1. Search theroadsin the range of 150 m.

2. Find the closest road.

3. Find the closest point on the closest road.
Figures 4.8 shows that the navigation system would search the roads around the

measured position and find the closest road and point.

Figure 4.8 Initia mode

4.4.4 Nodes Near by Detection and Searching Mode

The node nearby detection is aways applied when a new measured position is
obtained. The node nearby detection is used to judge that the next mode is the
searching mode if there are nodes nearby or the tracking mode if there is no node
nearby. In addition, the searching range of this detection is 20 m.

In searching mode, these three issues have different processing priorities
respectively. The projected error has the highest priority, and the moving distance has
the lowest priority. As the GPS/INS position is obtained in the searching mode, the

system would search the candidate roads with searching range of 20 m. If thereisonly
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one candidate road, the projection method is adopted only. If there are more than one
candidate roads, the dot-product operation is employed. From the second issue of the
map-matching agorithm, the road that has the biggest dot-product value is the
matched road. However, if the difference between the two biggest dot-product values
were smaller than 0.1, the moving distance judgment would be applied to decide the

matched road. The complete flowchart of the searching mode is shown in figure 4.9.

Start
Search for
cadidate roads
Only one Projection
road ? Method
No
End
Dot-product Conditionl
Operation
; Moving
leigrince Distance
' Judgement
No
End End
Condition 2 Condition 3

Figure 4.9 Searching mode flowchart
There are three conditions in the searching mode shown as figure 4.9. In
condition2, there are 7 steps to match the right road shown as figure 4.10:
1. Search the candidate roads in the range of 20 m.
2. List the candidate roads (roadl and road2).
3. Find out the projected points according to two roads (¢, (k),c, (k)).

4. Transfer to the unit vector form.
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(k) = pgk;— p(k-1) (4.4.1)

[ p(k)- p(k-1)
6, ()= Glk)=slk=1) 442
=1 sk (442
5, ()= 2=tk 1) 443
) ook 1) (449
5. Perform the dot-product operation and find out the biggest one.
plk)ec,(k)> p(k)ec,(k) (4.4.4)

6. Thecy(k) and roadl are chosen to be the matched point and matched road.

From figure 4.10, there are two candidate points c;(k) and c(k) and they are almost
possible to be the matched point. As the dot-product is applied, it is clear that the c;(k)

isthe right matched point.

Received GPS position
®  Map-matched point
o Candidate point
— — Searching range for nodes
----------- Searching range for roads

Figure 4.10 Condition 2

In condition 3, the moving distance judgment is adopted to decide the matched point
and road finaly. From the figure 4.11, the difference between p(k)ec,(k) and

p(k)ec,(k) issmaler than 0.1, but when the moving distance judgment is used as:
Jea(k)- stk ~2j~ (k) k1) > o (k) - stk ~3] | ) plk-1)] (4.45)
Consequently, the ci(k) and roadl are decided as the matched point and road. The

overal searching mode has been presented; the next section would introduce the

tracking mode employed as there is no node near the vehicle.
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4.4.5 Tracking M ode

As map-matching function enters the tracking mode, this expresses that there is
only one road. Therefore, the matched road would be the initial road from the initia
mode or the previous road. Furthermore, the projection method is applied to decide
the matched point on the tracking road shown as figure 4.11. The entire map-matching
algorithm has been expressed in section 4.4, and the performance of this agorithm

would be tested in the experiment described in section 5.5.

— —= Searching range for nodes

Figure 4.11 Tracking mode



Chapter 5  Integration of GPSINSGIS

5.1 Motivation

With the description of previous sections, it is clear that GPS, INS and GIS have

complementary characteristics. These characteristics, which motivate the integration

of navigation system, can be summarized as [22]:

Accuracy: Due to the integral of acceleration and angular rate involved, as
estimating position, the INS would produce unbounded grown error over
time. This gives the requirement in correcting the errors periodically by
external sensor. GPS, with bounded measurement errors, can be used to
accomplish this work. Furthermore, GIS has most accurate precision
database, which can associate GRS te Improve the accuracy.

Data Output Rate: The data output rate of “GPS is generally 1Hz that can’t
satisfy the request of -autonomous-control of vehicle. The INS output rate
can be higher, but the only limit being the ability of data processor.
Therefore, the integration of GPS and INS is sufficient for the data output
rate requirement.

Data Availability: GPS is a radio-navigation system, and consequently its
measurement is subject to the signal outage, interference, and jamming. On
the contrary, INS is a self-contained and much immune to surrounding
environment. Hence, INS can provide available and continuous navigation
information when GPS loss signal in short-term time. On the other hand,
GIS may disable while roadways have been developed or pulled down, and
furthermore the GIS database has not update recently. However, GPS/INS

would show the trgjectory that vehicle passed through but the roadway
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doesn’t exist in GIS database.
As the compensated characteristics of each element have been presented clearly,
the integration of GPS/INS/GIS would be possible to achieve a more efficient, robust,

and accurate position estimate.

5.2 Integration Mode

In this application, there are three components of navigation, GPS, INS, and GIS,
whose characteristics are complementary. In order to achieve the optimal performance,
such as availability, reliability, and accuracy, the proposed procedure is to integrate
them. The overal integration would be divided into two parts, oneis GPS/INS and the
other one is GPS/INS/GIS. As absolute position has been determined in GPS/INS,
then the relative position in map weuld be matched from GPS/INS/GIS.

In GPS/INS integration, one Kalman Filter, which would be introduced in section
5.3, is used to combine two different 'data output rate systems, GPS and INS. Figure
5.1 shows the integration procedure that as the INS estimates the P+6P and GPS
measures the Pl+y, and then the difference would be input into the Kalman Filter to
get the optimal error dP’. After that, the output of INS may subtract the optimal error

and get the optimal navigation.

Optimal navigation information
INS P+ 6P + p g

Position, velocity, and heading

dP’

GPS - Kalman

/
Position, velocity, and heading P+u Filter

Figure 5.1 GPS/INS integration scheme

While the position, velocity, and heading direction shown in figure 5.1 have
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been estimated, the next work would make effort in providing the correct geographic
information for driver. Compare GPS, INS, and GIS, the GIS database is the most
accurate due to the precise data establishment, thus the GIS is considered to fix the
GPS/INS position. While using the map-matching agorithm, a GIS position
correction method is proposed to fix the position determined from GPS/INS. If the
absolute positions of GPS/INS just match to the relative positions on the road without
correcting from GIS, the GPS/INS estimation error would cause the wrong matching

shown asfigure 5.2.

O
O ol |
I:l ,’O\\*O\
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O © g \‘O
O -
- O O - 'O cpsins ©
()’ position
:cIs Practical trajectory
matching
position

Figure 5.2 GPS/INS without GIS fix

Thus, the proposed method would match the present GPS/INS position to the
correct position on the located road, and then the next heading direction estimation
would be determined base on the heading direction measured from GIS shown in
figure 5.3 (b). Since the vehicle runsin the road, the heading direction is similar to the
direction of the road. The direction of road would be used to fix the heading direction.
However, as the vehicle has a turn, the GIS heading direction fixing would fail and be
shown as the left of figure 5.4. Because the direction of road doesn’t vary as the
vehicle run in the same road. Therefore, an improved method is to detect if thereis a
node near the vehicle and the variation of direction measured from INS; if yes, then

the GIS heading direction fixing wouldn’t work until there isn’t node near the vehicle
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and the vehicle and the variation of direction from INSis small. This method is shown

in the figure 5.4 (b).
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Figure 5.3 GISfix GPS/IINS
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Figure 5.4 Turn Detect Range

As the heading direction has been fixed with GIS, the trgjectory would be shown
as figure 5.5. This trgectory of GPS/INS/GIS shows the more correct road

information than the one of GPS/INS. Furthermore, as the GIS aid the GPS/INS, there
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would be two conditions in real environment shown as in figure 5.3. As GIS is

available, i.e. the road that the vehicle passes through exists, there would not be any

error message.
)8-—0—{}'0
Turn Detect Range -~ >33
\/ // \ pu =
8o

\Q_/,/
reo

= ¢

g o

O GPS/INS position [0 GIS matching position

--—-» Heading direction Practical trajectory

Figure 5.5 GISfix GPS/INS
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GPS INS
A
GPS/INS yvith  correct .
Kaman Filter « Car controller
position, velocity
attitude
unavailable GIS
Map-matching
Draw the
trajectory 1Hz l

1Hz Display

Figure 5.6 GPS/INS/GIS integration mode
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However, if the vehicle passes through the road that have not been updated in
GIS database, the navigation information would depend on the GPS/INS and show the
trgectory without the located road information. Figure 5.6 interprets the overall
integration mode, and further the output of GPS/INS, such as position, velocity,

heading direction, could be also used in car control.

5.3 Filter Design

In navigation system, it is required for estimation to obtain position, velocity and
attitude, modeled in (3.3.19) and (3.3.20). Further using psi-angle approach results in
error models as shown in (3.4.11). In order to achieve the best estimates, most
researchers relied on Kaman Filters, which is a recursive algorithm and requires
external measurements to compute.optimal corrections of system state variables. This
application aso includes a GPS as the external ‘'measurement, possessing tens of
meters in position uncertainty. Thus,the‘main work of GPS/INS would be devoted to

the design of the Kalman Filter, which providesthe optimal navigation information.

5.3.1 Discrete Linear Dynamics Model and Observation M odel

Consider the INS reduced error model in (3.4.11) that is a nonlinear system, and
is needed to reformulate discrete-time form for Discrete Kalman Filter. In error model,
it is assumed that for small time intervals, the dynamic matrix A’ is constant. The
state-transition matrix @ isgivenas: [3]

@ =", (5.3.1)
Identifying t,=t, , and t=t,, and then the discrete random process u, with

Gaussian, zero-mean white noise is given by

u = t:ich(t,t')B’(t')dt’. (5.3.2)
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Thus, the discrete error model can be given by
IX, =d(t t,)d X, +u,. (5.3.3)

The X, and u, posteriori density are Gaussian and their covariance are

respectively given as
P, = E(X;XT), (5.3.4)
Q. = E(u,u]). (5.3.5)

In (5.3.3), it describes the discrete linear dynamics model in a small time interval and
would estimate the error state by sensed values from integrating the IMU sensor
output.

Except for estimating error state by error model, the external measurement, GPS,
can also obtain more accurate errortat-1Hz.“In this application, 5Yx might be the
difference between measurement in GPS and estimation in INS, and they are dso 5

observations linearly related to the state through the matrix H, shown asfollowing:

'rr\(laps_r’lle'

rEGPs_rEws
SY, = [V VN | = H, 6 X[ +V,. (5.3.6)

VGPS_vINS

E E

l//GPS—l/IlNS

10 00 00 - O]

|

010000 - 0
H,=/0 0 1 0 010 - 0

000100 - 0

0000 1i0 - Of
Vi ~ N(O,R,)

where V™ isthe north velocity measured from GPSand V,° isthe north velocity

estimated from INS. In order to estimate the optimal error estimation, Kaman Filter

combines the observation model with dynamic error model to integrate them.
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Conseguently, the estimation of state error using the observationsiis called the update,

and the step based on the system dynamics error model is called the prediction.

5.3.2 Optimal Sate Vector Estimation

Before starting to compute the optimal estimation, some important symbols

would be given expositions. An estimate of the state error is denoted with “”. There

would be a distinction between if an observation were included. Let § X| be the

estimate at time t,, just after including the observation Y, ; and let 6 X~ be the

estimate just prior to the inclusion of the observation. With these preliminaries,
optimal estimation can be started in two steps: prediction and filtering.
In many applications, the true values of ‘'system states are not known. However, it
is assumed that the mean of the initial optimal estimate is known and given as
X, =E[o6X}] (5.3.7)
With the same assumption, the initial covariance of the systemis
P, = EyX§o X, | (5.3.8)
For convenience in further discussion, the errorsin estimation can be shown as
ey=0 X} -0 X (5.3.9)

where
e,~ N(0,P,).

The states and errors (0 X!, e,) are assumed to be Gaussian.

According to the state transition matrix, @, the states can be propagated to the

expected value based on all prior information.
dX, =E[6X]] (5.3.10)
= cD(tk ’tk—l)E[5 X|’<71]+ E[uk]

= cp(tk ’tk—1)5 X |'<—1
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where 5)2{(’ is the estimate error state in prediction prior to the use of new
information and this is the known prediction. Then, let the estimation error be
e =0X —-dX]| (5.3.11)
Similarly, the estimation error and its covariance are propagated from (5.3.10), thus
the error is
e, = Dty b 1 )e s + Uy (5.3.12)
Covariance matrix of error would start to determine from P, .
P, = E[e,; e;T] (5.3.13)
=t b, )Ele e 07 (t, 1 1)+ Eluuy |
=@t t, ;)P @ ([t t 1)+ Q,
Note that P, , has non-negative diagonal elements, as dose Q, . Thus the variance
of system states would increase due.to'the driving noise variance. Furthermore, the
probability density of estimation-error is Gaussian.
e, ~N(0,P,) (5.3.14)
A simple prediction is completed with avallable information, model, and gives the
best estimation without external information.

Once new information is measured, it is important to employ this information to
find the best estimate and then remove the error of prediction. This process is known
as filtering. The best posterior estimate of error states based on the observation is
combined with both the prior best estimate established in prediction and a weighting
difference between the observation and the prior best estimate. In this thesis, the

following a gorithms will be adopted:

SX| =0X, +K [0, —H, 0X]) (5.3.15)

P.=(1-K,H )P (I -K.H, )" +K RK/ (5.3.16)
where

K, =P;H (H. P H] +R )" (5.3.17)
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and then combined with (5.3.10)-(5.3.13) to establish the Kalman Filter, including

prediction and filtering. The probability distribution of physica state variable J X,
is Gaussian denoted as N(5 X! ,Pk). The matrix K, is known as the Kalman gain,
which is analogous to a ratio of observation to prior information. Furthermore, the
difference of new information and expected value, oY, —H, 6 X", is treated as

innovation that would affect the computation of Kalman gain. [2,3]

5.4 Navigation System Design

The navigation system consists of one GPS receiver interface, a two-dimension
INS, and two-dimension GIS database. The brief descriptions of the instruments used

in this application are given as following sections.

5.4.1 Hardware and Software

In hardware, a GPS engine board-(GM-80-A) is employed to receive GPS signal
that decoded and collected by using ohe microprocessor (8951) via RS232 protocol.
The IMU set used in INS consists of one accelerometer (ADXL202) and one gyro
(ENV-05A), and transform to digital with 12-bit A/D converter (MAX197). Then the
other one microprocessor (8951) would receive the IMU digital signal directly and
GPS data from the other microprocessor with 17 Hz, and then send them to main
processor (Acer TravelMate 529ATX with Pentium 900 MHz).

In software, al the navigation functions constructed in main processor are
developed in Visual Basic that is a useful developed environment and convenient to
design real-time navigation system, and the GIS component, MapObjects [25], is dso
utilized in this environment. Furthermore, al the sensors data and GPS data are

received with the Visua Basic interface.



The digital map structure includes seven kinds of map data, regions, railways,
rivers, roads, bridges, landmarks and nodes. The developed component, MapObjects,
uses the shapefile to show the map data on the graphic user interface. However, the
raw data format of the map data is not the form shown as figure 5.7. Therefore, it is
necessary to utilize the GIS software, Mapinfo, to transfer the map file to the
shapefile shown asfigure 5.8.

In datum, the GPS receiver uses the WGS84 datum, and the longitude unit is
dddmm.mmmm where d is degree and m is minute. However, the GRS80 datum and
x-y coordinate are applied to the digital electronic map “TWD97TM2”. Therefore, the
units are necessary to be transferred to degree. Then, using UTM projection to
transfer longitude and latitude coordinates into the x-y coordinates. The data in the x-y
coordinates would be displayed on the map. Although the digital map is constructed
based on the GRS80 datum and.the GPS.receiver uses the WGS84 datum, the
difference between the WGS84 datum’and-the. GRS80 datum is very small, so that

most researchers often treat them asthe same.

4 B C D E F c | v | 1 |

| 70 | 3051 RDO42018RD 0 1 s
| 71| 3057 RDO42018RD 0 1 A
| 72| 3158 ALOS1018 AL 0 1 AHE47E
| 73| 3048 ALO44018 AL 0 1 FHER67E
| 74| 3062 ALO44018 AL 0 1 A7
| 75| 3155 ALOSO0IS AL 0 1 RS 15
| 76| 3156 ALOSO0IS AL 0 1 il
| 77 | 717 RDOS00IS RD 0 1 é%%i:_ﬁ
| 78| 722 RDOS0018 RD 0 1 g
|79 723 RDOS0018 RD 0 1 s
| 80 | 841 RDOS0018 RD 0 1 g
| 81 | 842 RDOS001S RD 0 1 A ER
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Figure 5.7 Raw Map Data Format
In order to replay the trajectory after the driver got home or the goal, an Access
file is created to record the GPS/INS data and map-matching position, furthermore,

the trgectory would be stored per second. Next section would describe the

55



programming procedure including initialization, navigation equation, and

map-matching algorithm.
== =loix

Ele Edl Vew Theme (Gisphics Window Help

EsTe] 1)

Figure 5.8 Shapefilein ArcView

5.4.2 Programming Procedure

After the hardware and software were. represented, the next work would be
devoted to design the navigation programming procedure. The procedure could be
divided into two major parts, one isthe data receive in two microprocessors, the other
one is the data process in main processor. In two microprocessors, one is master and
the other one is dave, the slave would handle the GPS message decode and data
transmitting between the master and slave. The master would manage the IMU data,
the sampling rate in the navigation system, and the interface between the master and
the main processor.

The slave would receive the GPS message that is the word form, and then decode
these words to the number of latitude and longitude per second. As the latitude and
longitude have been decoded, the data would be transmitted to the master.
Furthermore, the IMU outputs from sensors are analog signal, thus it is necessary to
convert them to digital signal that could be processed in microprocessor. After using
an A/D convert to completing this work, the master would handle the IMU digita
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output, and then sends a request to the slave to get the GPS data. If GPS data were
available, then the master would send GPS data and IMU data to the main processor
with RS232 in 57600bps. However, if the GPS data were not available, the master
would send the last GPS data. Figure 5.9 shows the data flowchart and how the master

and slave work.

Start
8051 (M) 8051 (9)
Initialize Initialize
A \ 4
Lock S'H Get GPS
Message
\ 4
A/D 0 4
converter Decode
Request
1Hz =
A\ 4
\ 4
BUffd YeS_~"Data ok?
P No
\ 4
GPS
Available?
No
Send the last
Yes GPS data
]
v RS-232

Main Processor

Figure 5.9 The data flowchart in two microprocessors

As the raw data has been transmitted to the main processor with RS232, the
program developed with Visual Basic would start to process these data. The most

important work of data processisto set theinitial condition of the IMU data, since the
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initial error would affect the further estimation and system performance far. Theinitia
condition consists of position, velocity, and heading direction, which need to be
estimated accurately.

The GPS positioning deviation is amost equal to 5 m and would not sometimes
stable. Therefore, the initia heading direction measured from two nearby points
would not be reliable and unstable, and isn’t sometimes equal to the practical heading
direction shown as figure 5.10 (a). As the INS integrated with GPS, the heading
direction measured from GPS could not be used to correct the heading direction in
INS. In order to solve this problem, a method that measures the heading direction
from 1% and 5™ points and obtains the continuous stable heading direction is proposed.
Measuring heading direction from two nearby points may not suitable due to the
unstable characteristic in short-term time. The proposed method shown as figure 5.10
(b) is to measure two points whose time interval is longer. As there are five GPS
points, the 1% and 5™ points are chosen to-measure the heading direction w1, and y2 is
measured as the same method. Whilethe w1, 42, w3, and y4 are measured, they may
not, however, practical due to the fact that one of them w3 may be the error shown as
figure 5.11 (c). Thus, in order to determine the practica heading direction, the
proposed method obtains a stable heading direction from severa continuous past
heading directions shown as figure 5.11 (d). If these past angles were aimost the same,
then the last angle y4 would be the initial heading direction. If they had large
difference as figure 5.11 (c), the method would keep finding the stable heading
direction asinitial heading direction for INS.

After the heading direction initialization procedure, the initial position could be
also obtained as the last position in heading direction initialization procedure. Since
the position is considered as the stable position from GPS. Furthermore, as the initial

position is given, the initial velocity would be accumulated from acceleration while
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the system is started. The initial condition would be summarized asfigure 5.11.
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Figure 5.10 Heading direction estimation
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Figure 5.11 Initialize heading direction for INS

Astheinitial condition has been set, the next work would be devoted to estimate

the position in the map. While the navigation works as the initial condition is given,
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INS would be used to estimate the navigation information before the next GPS signal
coming. As anew GPS signal is coming, the checking procedure would check that if
this GPS signal were reliable. This checking procedure may employ the heading
direction estimation to check the reliability of GPS data. If there were a strange GPS
point P1 shown as figure 5.12 (a), i.e., the heading direction y1' is not similar to w1,
the checking procedure would not treat P1 as reliable and keep determining the INS
until GPS data gives a stable heading direction. Even though P1 locates near the turn
and the vehicle would turn shown as figure 5.12 (b), the procedure would also treat P1
as unreliable and keep determining the INS. Since if the vehicle will turn, INS would
detect and calculate the turn with less distortion. As areliable GPS data is coming, the
errors would be determined from subtracting the INS information from the GPS
information. Then put these errors into the Kalman filter to calculate the optimal
errors that would be subtracting-from INS'infermation shown as in figure 5.1. All the
procedures described above just employ-the GPS/INS, and further the GIS would be

adopted to achieve the optimal navigation information.

@ (b)
Practical trgjectory

O GPS point

—»  Heading direction measured from nearby two points
——————— »  Heading direction measured from 1st and 5th points

Figure 5.12 Check position reliability

The GPS/INS/GIS integration has been introduced in 5.2, and the GIS would be
adopted as the method in 5.2. Except for direction correcting purpose, the GIS aso

could detect if the vehicle pass through the new road that doesn’t exist in GIS
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database. In the map-matching algorithm, the searching mode would detect if there
were a road near the vehicle. If not, the origin procedure would locate the vehicle in
the previous road. However, if the vehicle keeps going on this new road, the matching
point would locate the ailmost same point due to the fact that matching road is the
same. In order to improve this phenomenon, as the procedure enters the searching
mode, if there were no road in GIS database, GPS/INS position would replace
matching position and show on the map. Consequently, the driver would know the

location of vehicle continuously and reliably.

5.5 Experiments

In order to test the performance of this navigation system, there are two
experiment paths. Path 1 shown as'figure 5.13 would pass through the underground
passage, urban area, and wooded area, and these areas would test the GPS/INS/GIS
performance while GPS signal:is available and examine the INS/GIS performance
when GPS signal is unavailable. Path 2 shown as figure 5.14 would be planed in
National Chiao Tung University whose some roads doesn’t exist and update in GIS
database. Therefore, this path is useful to test GPS/INS performance without GIS
correction.

Figure 5.15 shows the result of GPS/INS without the GIS correction, but the
map-matching with GIS. The dash-line circle A and E in figure 5.15 shows the strange
phenomenon of GPS that the longitude is static but the latitude varies, so that the
trajectory would keep straight and vertical to parallel. However, the trgectory isn’t
towards the real path and would cause the error matching shown in dash-line circle A.
Therefore, the most convenient and simple solution is to judge if the longitude is

static, then the GPS signal would be classified to be unavailable.
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Since this phenomenon occurred at short-term time, it is reliable to depend on the
INS/GISin section A and E. In the section B, the vehicle pass through an underground
passage, and then the vehicle turn right and enter an urban area. From the figure 5.15,
there is no available GPS signal for GPS/INS and the heading direction strayed from

the real path, so that the location was matched to the error road until the GPS
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Figure 5.15 Path 1 result without GIS correction
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signa was available in section C. However, the signals seemed to be untidy and the
trajectory was rough, since there were more high buildings around the vehicle. In
order to solve the phenomenon, the heading direction estimation shown in figure 5.10
and 5.12 would be adopted to smooth the trajectory for driver. There is awooded area
in Section D; the GPS signal, however, seemed to be available and was sometimes
untidy in the middle of section D, so that the error matching would happen. This
problem would be solved with the same method, heading direction estimation.

The pathl was experimenting with the modified procedure and the result is
shown as figure 5.16. In the section A and E, the problem of strange GPS signal has
been solved, so that the trgjectory was smoother and there was no error matching. As
the vehicle pass through the underground passage, the GIS aided the INS to correction
the heading direction until the vehicle turned right. While the INS and GIS detected
the node and turn, the INS would.work witheut the-heading direction aid from GIS.
Therefore, the trgectory was-smoother—and- mare correct, and furthermore the
matching was more correct.

While the GPS/INS/GIS performance and INS/GI S has been tested, the path 2
would be tested the performance of GPS/INS. Some roads in National Chiao Tung
University are not updated in GIS database. Therefore, as the vehicle ran in the road
shown as figure 5.17, the GIS would match the position to the other road where
vehicle didn’t run. While the matching positions were ailmost on the same location
and the vehicle was moving, the GPS/INS position would be substituted for matching
position shown as section B. Section C is awooded area, so that the GPS signal was
unavailable and INS should work alone. Even the INS worked without the aid of GPS
or GIS, the trgjectory was reliable and smooth due to the integration of acceleration
and angular rate. The equipment employed in this experiment is shown as figure 5.18,

the IMU set consists of one accelerometer and one gyro.
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Chapter 6  Conclusions

This thesis mainly contributes to adopting Kalman filter to integrate GPS with
INS and map-matching algorithm to integrate GPS/INS with GIS. In chapter 2, the
pseudo range would be determined from the positioning equation. With the pseudo
range and carrier phase, the absolute position of vehicle would be calculated.
However, GPS is not always available for navigation. INS built up by a set of inertial
measurement units (IMU) can provide continuous position and would not be affected
by external interference. Therefore, in order to get continuous and smooth navigation
information, INS introduced in chapter 3 is integrated with GPS. The coordinates of
GPS and INS are different; thus, the position, velocity, and attitude of them need to
integrate. Therefore, the required coordinate transformation is presented in section 3.2.
In order to determine the navigation information in INS, the dynamic equation
introduced in section 3.3 would be adopted to “calculate this information. As
determining this information “from .dynamic eguation, the error caused from
integration would accumulate and affect the performance of INS. Thus, the INS error
model is derived to estimate the error. Then the Kalman filter presented in section 5.3
would be employed to integrate GPS/INS and estimate the error based on INS error
model and observation model from GPS.

Even the GPS/INS is more accurate and reliable than GPS or INS aone, the
absolute position from GPS/INS can’t provide sufficient information for driver. GIS
presented in chapter 4 would provide more accurate database to match the path. In
this thesis, the position would be matched on the map in Taiwan coordinate. A
map-matching agorithm, which includes initial mode, node nearby detection,
searching mode, and tracking mode, would be used to match the position of GPS/INS

to the correct road and point on map. This algorithm would provide the relative

67



position and the GIS provides the geographic information for driver.

As the system starts to navigate, the hardware constructed based on two
microprocessors would receive the data that consists of acceleration and angular rate
from INS and signa from GPS. Then these data would be transmitted to the main
processor via RS232 interface. In the main processor, these GPS and INS data would
be integrated with the conventional Kaman filter that is commonly adopted in
navigation system to get optima solution. As the map-matching agorithm is
employed, there are still some matching errors due to the wrong computational
heading direction. Therefore, a proposed heading direction correction method would
compare and fit the tragjectory of GPS/INS to the vehicle’s rea path. This proposed
method would fail as the vehicle makes a turn. Therefore, a method that detects the
node from GIS database and measures the variation of direction from angular velocity
of vehicle is proposed to adjust-the heading direction correction. Furthermore, as the
vehicle runs in the road that doesn’t exist-and isn’t updated in GIS database, a
proposed strategy would detect whether.thereis a road near the vehicle or not. If yes,
the GPS/INS position would replace the matching position. With the strategy, the
navigation system would provide the reliable geographic information for driver.
Conseguently, with the experiments in section 5.5, the navigation system is flexible in
different environments, even the underground passage, wooded area, urban area, and
new built road. Furthermore, the results show these methods are feasible, and the
trgjectory is continuous, smooth, and reliable.

A flexible GPS/INS/GIS real-time navigation system has been proposed in this
thesis. However, there are some drawbacks in this navigation system. One is that the
road of GIS database is constructed based on the centerline of road, and the road in
the map doesn’t have the width. Therefore, the error of GIS database would depend

on the width of roads. The other one drawback is that even the experiment tested the
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performance of system in severa different environments. However, there may be
some strange environments, such as long tunnels, and the system may be fail in these
environments due to the fact that the error in INS would accumulate, as GPS was
unavailable for a long time. Another drawback is the small sampling rate due to the
ability of main processor. As the navigation system would be adopted in autonomous
vehicle control system, the sampling rate istoo small to observe the dynamics.

Finally, the measurement error is poor to know and the GPS noise is not white
Gaussian in practice. However, Kalman filter isimplemented in the linear system and
the noises of process and measurement are white Gaussian. Therefore, the estimated
information from Kalman filter is not optimal. In order to solve this problem, some
researchers adopt the adaptive Kaman filter to improve the poor knowledge of
measurement error. [8] The adaptive Kalman filter would update the measurement
error and the error estimation would be more accurate. However, the adaptive Kalman
filter would take more computation time-to-estimate and update errors. In this thesis,
the processor isn’t able to fulfill the:computation th time. Thus, in order to employ the
adaptive Kalman filter, it is necessary to modify the entire algorithm used in this
thesis. The future work will be devoted to modify the Kaman filter and
map-matching algorithm to reduce the computation time and obtain more accurate

navigation information.
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