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Abstract—We consider multi-input multi-output–orthogonal
frequency division multiplexing (MIMO-OFDM) transmission in a
scenario that the adopted cyclic-prefix (CP) length is shorter than
the channel delay spread for boosting data rate and, moreover,
the channel parameters are not exactly known but are estimated
using the least-squares (LS) training technique. By exploiting
the receiver spatial resource, we propose a constrained-opti-
mization-based linear equalizer which can mitigate inter-symbol
interference and inter-carrier interference incurred by insuf-
ficient CP interval, and is robust against the net detrimental
effects caused by channel estimation errors. The optimization
problem is formulated in an equivalent unconstrained general-
ized-sidelobe-canceller (GSC) setup. The channel parameter error
is explicitly incorporated into the constraint-free GSC system
model through the perturbation technique; this allows us to
exploit the presumed LS channel error property for deriving a
closed-form solution, and can also facilitate an associated analytic
performance analysis. A closed-form approximate signal-to-inter-
ference-plus-noise ratio (SINR) expression for the proposed robust
scheme is given, and an appealing formula of the achievable SINR
improvement over the nonrobust counterpart is further specified.
Our analytic results bring out several intrinsic features of the
proposed solution. Simulation study confirms the effectiveness of
the proposed method and corroborates the predicted SINR results.

Index Terms—Constrained optimization, generalized sidelobe
canceller, interference suppression, least-squares channel estima-
tion, multi-input multi-output (MIMO), orthogonal frequency
division multiplexing (OFDM), perturbation analysis.

I. INTRODUCTION

A. Motivation and Paper Contributions

ORTHOGONAL frequency division multiplexing (OFDM)
combined with multiple transmit and receive antennas,

aka, multi-input multi-output (MIMO) OFDM, has become
a key communication technique over frequency-selective
channels [21], [29]. At the transmitter, the OFDM modulator
appends at each symbol block head a cyclic prefix (CP), with
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length no shorter than the channel delay spread, for removing
inter-symbol interference (ISI). The insertion of CP, however,
will lower the effective data rate. A commonly used approach
to rate boost in MIMO-OFDM is thus to conserve the length
of CP, and rely on sophisticated receiver design for combating
the residual ISI as well as the induced inter-carrier interference
(ICI). Typical such proposals include the time-domain channel
shortening mechanism [1] and the frequency-domain per-tone
equalization scheme [13]. The former resorts to shortening
filter for “squeezing” the composite channel memory within the
CP interval, thus limiting the ISI effect; the latter, on the other
hand, aims for direct ISI and ICI suppression in the frequency
domain. Both of the above methods assume perfect channel
information is available at the receiver. However, channel
parameter mismatch due to imperfect estimation is inevitable
in practice, and can further impair the system performance. To
the best of our knowledge, robust receiver design for high-rate
MIMO-OFDM against channel estimation errors remains
scarce in the literature.

It is well known that multiple receive antennas can provide an
array gain for interference rejection [32]. This thus motivates us
to leverage the spatial resource for combating ISI-ICI effect in
MIMO-OFDM when a limited CP is used for trading high-rate
performance. This paper proposes one such solution via a
linear constrained-optimization approach [7], assuming that the
channel parameters are not exactly known but are estimated via
the commonly used least-squares (LS) training technique [2],
[19]. The proposed method relies on the block system model for
MIMO-OFDM and exploits the inherent joint space-frequency
degrees-of-freedom. The adopted interference mitigation
mechanism is a simple linear weighting matrix; ISI and ICI
are suppressed by minimizing the average power of the filtered
interference, while a linear constraint is imposed for extracting
the desired signals through maximal ratio combining. To tackle
the impact of channel estimation errors, one natural strategy in
the considered scenario is to model the channel mismatch as
a random variable and exploit the presumed LS channel error
characteristic to derive a solution. Toward this end, we resort
to the generalized sidelobe canceller (GSC) principle [8], [25],
[32] to reformulate the constrained-optimization problem into
an equivalent unconstrained framework. The constraint-free
GSC setup allows us to explicitly track each corrupted signal
component resulting from imperfect channel estimation, and in
turn leads to a very natural cost function for joint interference
and channel error mitigation. We further leverage the perturba-
tion technique [15], [37] to incorporate the channel parameter
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deviation into the solution equation; the optimal weighting ma-
trix is then obtained by invoking the error characteristics of the
LS channel estimate. The proposed optimal solution can miti-
gate the aggregate impacts due to channel estimation errors like
signal leakage and other background parameter perturbation
effects. Further analysis reveals that signal leakage turns out to
be a dominant factor and a suboptimal solution, in the form of
diagonal loading (DL), can attain a near-optimal performance.
Also relying on the perturbation technique, we then derive
a closed-form signal-to-interference-plus-noise ratio (SINR)
expression associated with the suboptimal DL scheme; due
to the near-optimal nature of the DL solution, the established
result can well predict the actual SINR tendency attained by
the optimal one. Our analytic formula can further quantify the
achievable average SINR improvement over the nonrobust GSC
weight (i.e., the one derived under exact channel knowledge).
In particular, we provide a closed-form expression of the SINR
increment, and based on which several key features regarding
the proposed robust solution can be inferred. Simulation study
confirms the effectiveness of the proposed robust solution and
also corroborates the presented SINR results.

B. Connection to Previous Works

Robust constrained-optimization based linear receiver design
against channel estimation errors has also been addressed in
the context of multiuser communication [22], [23], [24], [38].
By modeling the channel mismatch as a random variable with
known statistical characteristics, the probability-constrained op-
timization approach [22], [23] exploits the Gaussianality as-
sumption on the estimation error, and the solution is obtained
through linear [22] or nonlinear [23] programming. Although
the proposed method in this paper adopts a similar stochastic
setting, as we will see it relies entirely on the first- and second-
order error statistics but not on the underlying assumption on
error distribution. In [24] and [38], the channel error is, on the
other hand, treated as a “deterministic” perturbation. Based on
a min-max type formulation, the optimization problem in [24]
is solved by using the convex programming technique; the so-
lution in [38] admits a DL form, with the optimal loading factor
determined via an iterative procedure. We note that the deter-
ministic formulation of model error is also used in robust beam-
former design [14], [18], [26], [33], in which exact statistical
characterization of model uncertainty due to, e.g., array calibra-
tion error, unknown antenna coupling effect, etc., is difficult (or
even impossible) to track.

C. Paper Organization and Notation List

The rest of this paper is organized as follows. Section II re-
views the MIMO-OFDM system model and the LS channel esti-
mation technique. Section III presents the multichannel system
representation and shows the GSC-based ISI-ICI suppression
scheme under perfect channel knowledge assumption. The pro-
posed robust GSC filter is derived in Section IV; the related
SINR performance analysis is provided in Section V. Section VI
discusses the algorithm complexity. Section VII introduces an
alternative formulation of the proposed approach. Section VIII
is the simulation results. Finally, Section IX is the conclusion.

Notation List: Let and be the sets of -dimen-
sional complex vectors and complex matrices. Denote
by , and , respectively, the transpose, the com-
plex conjugate, and the complex conjugate transpose. and

denote the identity and zero matrices; is the
zero matrix. For , let be the di-

agonal matrix with the elements of on the main diagonal. The
notation stands for the expected value of the random vari-
able . For and , denote by the vector
two-norm and the matrix Frobenius norm. The symbols
and stand for the matrix Hadamard product ([10], p-298) and
the matrix Kronecker product ([10], p-242), respectively.

II. PRELIMINARY

A. System Model and Basic Assumptions

We consider the discrete-time baseband model of a MIMO-
OFDM system with subcarriers, transmit antennas, and
receive antennas. At time , the time-domain symbol to be sent
from the th transmit antenna is expressed as [35]

(2.1)

where is the frequency-domain OFDM symbol,
is the FFT matrix, ,

with being the last rows of , accounts for
the insertion of a CP with length . Let be the im-
pulse response of the channel between the th transmit antenna
and the th receive antenna; we assume without loss of gener-
ality that all the MN channels are of the same order . Then the
received time-domain data vector from the th
antenna branch is [35]

(2.2)

where is lower triangular Toeplitz
with as the first column,

is upper triangular Toeplitz
with as the first row, and

is the noise vector. To process the received
data , the leading guard samples is first discarded;
this corresponds to post-multiplying by the CP-removal
matrix to get

(2.3)
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When the length of CP is no less than the channel order, i.e.,
, the received signal is free from ISI and ICI, so

that and , which is a circulant
matrix with

(2.4)

as the first row. In this paper, we focus on the case ; as
such direct manipulation shows becomes upper trian-
gular Toeplitz with as the
first row, and is instead obtained from by setting

for and .
With (2.3), the received signal in the frequency domain reads

(2.5)

We note that, on the right-hand side (RHS) of (2.5), the second
term is the ISI, whereas the first term is a mixture of the de-
sired tone-by-tone signals and ICI. To realize low-complexity
per-tone based signal recovery, which is one main advantage of
MIMO-OFDM [21], a natural approach is to treat ISI and ICI as
an overall composite interference and devise efficient schemes
for joint ISI-ICI suppression [6], [31]. For this, it requires to
further split ICI from the signal-ICI mixture in (2.5); since ICI
is characterized via the deviation of from the circulant
matrix [6], the splitting can be done according to the
following decomposition:

(2.6)

where

(2.7)

with denoting the circulant permutation matrix with
as the first row [see Fig. 1 for schematic de-

scriptions of (2.6) and (2.7)]. From (2.6), we can rewrite
in (2.5) as

(2.8)

where is diagonal with
. The first term on the RHS of

(2.8), which is composed of parallel tone-by-tone symbol
streams from all transmit antennas, serves as the signal of
interest. Since , the symbol in each tone is contaminated

Fig. 1. Schematic descriptions of (a) the decomposition (2.6) and (b) the rela-
tion (2.7).

by both ISI from the previously transmitted block [the second
term in (2.8)] as well as ICI due to the loss of channel cyclicity
[the third term in (2.8)]. Based on (2.8),1 we propose a method
for jointly suppressing ISI and ICI in the presence of channel
mismatch. The following assumptions are made in the sequel.

1) The number of receive antennas is greater than the number
of transmit antennas, i.e., .

2) The source symbols of each transmit antenna is zero
mean, unit-variance, and

, where is the Kronecker delta.
3) The elements of ’s are i.i.d. complex circular

Gaussian with zero mean and variance .

B. Least-Squares Channel Estimation

We assume that during the training phase
and the channels are estimated based on the LS training
technique; see [2], [19] for detailed treatments. Let

, and
be the corresponding optimal LS

estimate, with modeling the estimation error. With

, it is known that [2]

(2.9)

where is the transmit power dedicated to channel estimation;
also, since the noises between different receive antennas are in-
dependent, we have

(2.10)

The channel error properties (2.9) and (2.10) will be used in our
robust equalizer design.

1The proposed method can also instead rely on the raw signal model (2.5)
for ISI suppression first, followed by a space-frequency detector for removing
ICI. Such an approach, however, can yield rather limited performance gain at
the cost of significant extra computational complexity; this is further discussed
in Section VII.



LIN et al.: ROBUST CONSTRAINED-OPTIMIZATION-BASED LINEAR RECEIVER 2631

III. ISI-ICI MITIGATION

This section shows how the receive diversity can be ex-
ploited for ISI-ICI suppression in the considered scenario. We
will first collect all the received signal branches to form
a multichannel system model, with which the interference
subspace can be characterized; it will be seen that under quite
mild conditions there will be sufficient inherent spatial and
frequency degrees-of-freedom for combating ISI and ICI. Then
we will show a constrained optimization based ISI-ICI sup-
pression scheme under perfect channel knowledge assumption.
The problem is formulated and solved within an equivalent
unconstrained GSC setting, which lays the foundation of the
proposed robust equalizer design.

A. Multichannel System Representation

Let be the vector con-
taining all the transmitted OFDM symbol blocks. By stacking

, in (2.8) into a vector, we can form the
-dimensional multichannel model:

(3.1)

where

(3.2)

with

(3.3)

with

(3.4)

for , and
. Since , we may as-

sume without loss of generality that the channel tone matrix
is of full column rank ; this assumption is valid whenever
the subchannels between all transmit and receive antennas
are uncorrelated. Since is upper triangular with all the
nonzero entries clustering in the last columns, the matrix

in (3.3) will have the last columns nonzero; by def-
inition, the “big” in (3.2) then has only nonzero
columns, and is of rank at most . From (2.7) and (3.3),
it is easy to check , and hence we have from
(3.2) that

(3.5)

where the last equality follows by the definition of Kronecker
product. This asserts that the rank of does not exceed

either since it is obtained by permuting the columns
of . The relation (3.5) also implies the interference subspace,
spanned by the columns of and , is of dimension no
larger than . Indeed, from (3.5) and (3.1) it follows

(3.6)

With (3.6) and since [see (3.1)], the column
spaces of both and coincide with that of ,
whose rank is at most (as is orthonormal).
Hence, if 1) the -dimensional range space of the channel
tone matrix does not overlap with the ISI-ICI subspace, and
2) , it is plausible to exploit the extra
degrees-of-freedom provided by the multi-channel space-fre-
quency model (3.1) for ISI-ICI suppression. We note that con-
dition 1) can be verified to hold unless all the subchannels
lapse into the same direction, viz., for some

and ; condition 2) is typically true since
the number of subcarriers is often substantially larger than
the channel order .

B. GSC-Based Interference Suppression: Perfect Channel
Knowledge Case

We assume for the moment that the channel is perfectly
known at the receiver. To exploit the extra degrees-of-freedom
in model (3.1) for interference suppression, a commonly
used approach is via constrained optimization [7], [25],
[30]. Specifically, we will seek for a linear weighting matrix

which satisfies

(3.7)

and minimizes the mean power of the filtered ISI-ICI, i.e.,
. With con-

straint (3.7), the optimal weight will linearly combine the
desired signal in the maximal-ratio sense (channel matched
filtering), and suppress ISI-ICI via minimizes the total output
interference-plus-noise power; the equalized signal then ap-
proximates

(3.8)

which can facilitate low-complexity tone-by-tone signal sepa-
ration. To solve for the optimal , an efficient approach is to
transform the constrained optimization problem into an uncon-
strained one via the GSC principle [8], [32]. This amounts to
decomposing the weighting matrix into

(3.9)

where the signal signature represents the nonadaptive com-
ponent for verifying constraint (3.7),
is the signal blocking matrix with , and

forms the remaining free parameters
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to be determined.2 With (3.9) and (3.1), the equalized output
becomes

(3.10)

where

(3.11)

and

(3.12)

Since the matched filtered branch is contaminated by

(3.13)

to effectively suppress interference equation (3.10) suggests that
the matrix should be chosen to render as close to

as possible; more precisely, we can determine by mini-
mizing the following cost function

(3.14)

The optimal weight, denoted by , must satisfy the linear
equation

(3.15)

where

(3.16)

With (3.15), we have

(3.17)

and the optimal GSC weight is thus

(3.18)

We note that 1) the GSC scheme solves a constrained optimiza-
tion problem via a simple and elegant unconstrained formula-
tion, 2) the decomposition (3.9) alleviates algorithm complexity
since only the computation of the matrix ,
other than the weight , is required, and 3) the
matrix in (3.18) is obtained based on the crucial perfect
channel knowledge assumption; when channel parameter mis-
match occurs due to imperfect estimation, the performance of
solution (3.18) will degrade since it does not take into account
channel error mitigation.

2The resultant GSC based solution will coincide with the optimal one derived
under the original constrained-optimization based formulation if rank(B) =
(M � N)Q [3]; this condition is fulfilled if the columns of B form an or-
thonormal basis for the left null-space associated withD.

IV. PROPOSED ROBUST SOLUTION

This section studies the problem of robust equalizer design
against channel estimation error. We will first introduce the de-
sign formulation, and point out the challenge toward a solution.
Then we will characterize the estimated blocking matrix via a
perturbation analysis; this is crucial for solution derivation and
subsequent performance analysis. Based on the established re-
sults and assuming the channel is estimated via the LS criterion,
a closed-form optimal weighting matrix is obtained and related
discussions are given.

A. Problem Formulation

Our exposure will directly rely on the GSC setup. We first ob-
serve that, when only an estimated is available, exact
maximal-ratio combining of the desired signal is impos-
sible; the best we can do, however, is to linearly combine
through to get the approximation . This suggests
us to fix as the nonadaptive portion of the GSC solution, and
decompose the weighting matrix into

(4.1)

where is the blocking matrix associated with , that is,
, and is to be determined. With

(4.1), the equalized output is instead

(4.2)

where

(4.3)

and

(4.4)

Due to inexact channel knowledge, the desired signal in the
matched filtered branch is noncoherently combined, and
the contaminating interference becomes

(4.5)

The channel estimation error also modifies the blocked signal
characteristics in (4.4). In particular, since the estimated is
otherwise determined via (and hence in
general), there is a signal leakage into the blocking
branch . To mitigate the aggregate impacts due to channel
errors, a natural approach is to treat as a composite inter-
ference, and to design by minimizing

(4.6)

where the expectation is taken with respect to the source signal,
channel estimation error, and background noise (assuming all
are mutually independent). Based on (4.4), (4.5), and (4.6), and
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by averaging the cost function over the source signal and
noise, we have

(4.7)

Since, for a given we have3

, and
, the derivative of with respect to is thus

(4.8)

With (4.8) and by setting , the first-
order necessary condition reads

(4.9)

Note that, with perfect channel assumption ( and
), equation (4.9) reduces to (3.15), and the solution is simply

given by (3.17). To determine the optimal from (4.9), it is nec-
essary to explicitly evaluate all the involved expectation terms.
This can be done if we can establish an expression linking the
estimated blocking matrix with the channel matrix perturba-
tion . Since is constructed as a basis of the left null space
associated with through SVD (recalling that ), an
exact relation between and appears highly intractable. In
the next subsection, we will resort to the perturbation technique
for developing an analytic (but approximate) expression.

B. Estimated Blocking Matrix: A Perturbation Analysis

Let us express the estimated channel tone matrix as

(4.10)

where models the estimation error and is
defined similarly as in (3.4), except that the th
submatrix is

(4.11)

where contains the first columns of the
FFT matrix. Write an SVD of the exact signal matrix as

(4.12)

3These equalities follow immediately from the definition of the derivative of
a real valued function with respect to a matrix, e.g., [34, App. A], together with
some straightforward manipulations.

and likewise for

(4.13)

We note that each component matrix in (4.13) is of the same di-
mension as the corresponding noise-free counterpart in (4.12);
the blocking matrices with, and without, channel parameter
error are, respectively, and , both of dimen-
sion . Let us further express as

(4.14)

with modeling the deviation. When is small, we
have the following linear first-order approximation of .

Lemma 4.1 [28]: The perturbed blocking matrix can be
approximated by

(4.15)

where is such that .
To completely specify in the form (4.15), it remains to

determine . This can be done by further taking into account
the equality , which together with (4.10) and (4.15)
implies

(4.16)

Since and [see (4.12)], (4.16) can
be rearranged into

(4.17)

To determine from (4.17), we further observe that

(4.18)

where the equality follows from the orthonormality of .
Since , inequality (4.18) asserts that

is bounded from above by some quantity
quadratic in , which is small with small . We may
thus neglect in (4.17) so that

(4.19)

This technique is used in [15] for determining the first-order per-
turbation. With (4.19), the matrix can thus be approximated
by

(4.20)

This immediately implies
, and

(4.21)

Equation (4.21) provides a closed-form expression of linear
in the estimation error . The linearity nature can consid-
erably simplify the derivation of the optimal solution and will
also lead to tractable procedures of performance analysis. We
note that, instead of (4.15), more accurate approximation of
can be obtained by incorporating higher order components [37].
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Although this can improve the solution accuracy, the resultant
analysis would however become intractable.

C. Optimal Solution

Based on (4.21) and assuming that the channel is estimated
in the optimal LS sense, we can explicitly determine the expec-
tation quantities involved in (4.9); these are summarized in the
next lemma (see Appendix A for a proof), and will be used for
deriving an optimal weighting matrix.

Lemma 4.2: The following results hold.
1)

2)

3) Define the matrix

(4.22)

Then we have

(4.23)

in which is block diagonal, with the th
block diagonal submatrix given by

(4.24)

and denotes the th diagonal block of .
Based on (4.9) and Lemma 4.2, the optimal can be ob-

tained as

(4.25)

where and are, respectively, defined in (3.16) and (4.24).
Note that solution (4.25) is on average the optimal choice for
ISI-ICI suppression under (white) LS channel estimation error
assumption. In practical implementation when only an esti-
mated channel is available, the sampled-version of the robust
GSC weight is thus

(4.26)

in which and are respectively the estimates of
and .

Discussions:
1) The proposed approach explicitly incorporates the channel

mismatch effect into the GSC formulation; it aims for joint

mitigation of ISI-ICI and the net parameter mismatch ef-
fects induced by channel estimation errors. The optimal

differs from in (3.17) in additional two terms,
namely, and , in-
volved in matrix inversion; the former accounts for the
signal leakage effect driven by the white-noise-like LS
channel estimation error [cf. (2.9) and (2.10)], whereas the
latter is due to the parameter perturbation in the ISI-ICI
signature matrices.

2) We should note that our design formulation is not exclusive
to the case with LS channel estimation (which produces a
white channel estimation error); it does provide a unified
framework for robust GSC filter design regardless of the
adopted channel acquisition techniques. Indeed, as long as
the channel error (with known covariance matrix) is inde-
pendent of the source signal and noise, (4.9) remains true
and the proposed approach will yield a solution of the form
(4.25), except that all the involved matrices are accordingly
modified based on the actual channel error characteristics.

3) Since is the coherently combined signal signature,
the magnitude of its nonzero entries would in general
be substantially larger than those of and .
This implies the entries of the matrix in (4.22), and

as well, could be relatively small as compared
with (through simulations it is found that
the entries of are two-order less in magnitude in
the medium-to-high SNR region). As a result, the achiev-
able performance of in (4.25) can remain largely
intact if we ignore the term , which reflects the
ISI-ICI signature perturbation and consider the sampled
DL solution

(4.27)

with

(4.28)

This would indicate that the signal leakage, on the other
hand, is the dominant effect incurred by channel estima-
tion errors. An intuitive reason for this is that, the leaking
signal component into the blocking branch (4.4) will cause
undesirable signal cancellation via the two-branch GSC in-
terference-rejection mechanism, leading to a loss of the ef-
fective SINR.

4) Robust constrained-optimization-based beamformer de-
sign with background parameter error modeled as a white
noise is addressed in [5]. The solution approach reported
therein is to impose certain quadratic constraint on the
beamforming weight so as to potentially keep down the
white-noise amplification gain [5, pp. 1366–1367]. In light
of this point, another plausible approach to robust GSC
filter design in our context is thus

subject to for some (4.29)
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The expectation in (4.29) is taken with respect to the source
signal and measurement noise. The solution to (4.29) is
known to be

for some (4.30)

The performance of solution (4.30) depends crucially on
the selection of [5], [18], [30], [33]; however, there are
in general no tractable rules for explicitly determining an
optimal , even when the uncertainty level is known [18].
We note that the suboptimal alternative (4.28) is exactly the
sampled-version of the DL solution (4.30), with set to be

(4.31)

It is thus conjectured that, under white channel error as-
sumption, derived based on the presented perturbation
analysis is the best choice with respect to the design crite-
rion (4.29). Our simulation results (see Simulation D) tend
to confirm this postulation.

V. PERFORMANCE ANALYSIS

This section investigates the SINR performance of the pro-
posed robust filter (4.26). We will first derive an approximate
average SINR expression in closed-form. Then we will show the
proposed solution can yield an improved SINR gain over
in (3.18); in particular, the achievable SINR increment will be
quantified, and based on which several key features regarding
the optimal solution can be inferred.

A. SINR Evaluation

To evaluate the average SINR attained by (4.26), we will
resort to the perturbation-based technique. Specifically, we will
explicitly link the estimated solution with channel mismatch

, and then invoke the LS channel error property for mean
SINR evaluation. To facilitate the underlying analysis, we will
neglect the term in (4.26) and consider the diagonal
loading solution (4.27); through simulation tests, the derived
results based on the simplified solution form are seen to well
predict the actual SINR tendency attained by the optimal
one (4.26).

To proceed, let

(5.1)

where is the exact solution of [by substituting the
true parameters and in (4.27)] and models the
deviation. With (5.1), the output from the robust GSC filter is
expressed in equation (5.2), as shown at the bottom of the page,

where is the desired signal component and is the
overall interference and noise. With (5.2), the average SINR is
thus [12]

(5.3)

where the expectation is taken with respect to the source
signal, noise, and channel estimation errors. The signal power

can be directly computed by

(5.4)

where the last equality in (5.4) follows from the definition of
in (5.1) and . The crucial step is to determine

the composite interference power . Based on fur-
ther perturbation analysis, we have (see Appendix B for detailed
derivations)

(5.5)

where

(5.6)

The expectation involved on the RHS on (5.5) is with respect to
the channel errors. The quantity in is the
filtered interference power under perfect channel knowledge;
the remaining two arise due to channel mismatch and can be
further computed as4 (keeping only dominant terms)

(5.7)

where the matrices , are provided in Table I. The
average SINR attained by can then be evaluated based on
(5.4), (5.5), and (5.7).

4The derivations can be found at http://mimo.cm.nctu.edu.tw/Professor/Pa-
pers/derivations.pdf.

(5.2)
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TABLE I
FORMULAS OFX � X , WITHX =M Y M ; 1 i 7;X = N Y M , ANDX = N Y M

B. Achievable Performance Advantage

Based on (5.5), the proposed scheme can be shown to yield
an SINR advantage over in (3.18). To see this, let us write

as an estimate of . By splitting the fil-
tered output in the form (5.2), it is straight-
forward to check that the signal power is

(5.8)

where the last equality follows from (3.18). Also, by going
through essentially the same perturbation analysis as in
Appendix B, the filtered interference power is verified to be

(5.9)

From (5.4) and (5.8), we can see that the average signal levels
sustained by and are identical; the SINR are thus com-
pletely determined by the respective interference powers
and . When is small, it can be shown that .
More precisely, we have the following result (see Appendix C
for a proof).

Theorem 5.1: For small

(5.10)

Equation (5.10) shows that, in the high SNR regime, the pro-
posed robust solution can provide an SINR increment

(5.11)

Our simulation results show that (5.11) does remain valid for
a wide range of SNR. The analytic SINR increment (5.11) not
only quantifies the performance advantage of the robust scheme
(4.26), but can also reveal several associated intrinsic features.
To see this, we note that

(5.12)

With (5.12), we can infer from (5.11) the inequality relation

(5.13)

where denotes the maximal eigenvalue asso-
ciated with . The lower bound (5.13) leads to the fol-
lowing observations.

1) Let be small and fixed. Through manipulation it can be
shown that the incremental SINR lower bound (5.13) will



LIN et al.: ROBUST CONSTRAINED-OPTIMIZATION-BASED LINEAR RECEIVER 2637

increase as decreases. Hence, when is small and in-
curs severe channel mismatch, the proposed robust equal-
izer (4.26) would yield significant performance gain over
solution (3.18). As increases, and hence the estimation
accuracy improves, the performance gain would however
become negligible (this is also seen in our simulation).

2) We can also see from (5.13) that, for fixed and ,
the performance improvement would be limited when

, which reflects the maximal power of ISI
and ICI with perfect channel knowledge, is large. This is
intuitively reasonable since, under severe ISI and ICI, the
equalizer will largely aim for interference suppression,
rather than combating the channel mismatch effects.

VI. COMPLEXITY COMPARISON

This section compares the algorithm complexity of the GSC
solution (3.18) with that of the time-domain channel shortening/
equalization (TEQ) approach [1] and the frequency-domain per-
tone equalizer (PEQ) [13]; we note that the complexity of the
proposed robust solution (4.26) is essentially the same with that
of (3.18).

The computational cost of solution (3.18) is in solving for
the blocking matrix via and inverting the

matrix . A low-complexity scheme
for obtaining which exploits the block diagonal structure of

can be found in [17]. As such, the total number of flop counts
for computing the GSC solution (3.18) (in terms of the number
of complex multiplications) is approximately

(6.1)

It is noted that the computational burden of the matrix inver-
sion involved in (3.18) can be further alleviated by resorting
to the partial adaptivity (PA) implementation [9] (the details
are referred to [16], [17]); this instead calls for inverting an

matrix, and can limit the flop cost to

(6.2)

The numbers of flop counts for TEQ [1] and PEQ [13], respec-
tively, are obtained as

(6.3)

and

(6.4)

where and are, respectively, the TEQ and PEQ filter or-
ders. From (6.1), (6.3), and (6.4), we have the following ob-
servations: 1) TEQ method calls for the least algorithm com-
plexity among the three; 2) the complexities of the GSC and
PEQ methods are comparable for moderate numbers of sub-
carriers ; 3) the GSC solution entails the highest computa-
tional cost when is large. As we will see in the simulation
section, the proposed GSC approach, although incurring more
algorithm complexity, does yield significant performance im-
provement over the other two comparative methods, even when
perfect channel parameters are used for equalizer design.

VII. ALTERNATIVE FORMULATION

The proposed approach aims for joint mitigation of ISI and
ICI through the GSC equalizer, and can facilitate low-com-
plexity per-tone signal recovery after ISI-ICI suppression. This
figure of merit benefits mainly from the decomposition (2.6),
which splits the frequency-domain signal model into a sum of
three components (namely, the ISI-ICI-free per-tone decoupled
signals, along with ISI and ICI) as in (2.8); we note that a
similar technique is also adopted in [6] and [31] for tackling
interference in a similar high-rate scenario but for the SISO
case. Without resorting to (2.6), the GSC based design can also
be done instead via the original system (2.5), thus the resultant
multichannel model

(7.1)

where is the signal signature. By following
the same procedures as in Sections III-B and IV, the alternative
GSC filter under perfect channel knowledge can be obtained as

(7.2)

where and ; the associ-
ated sampled robust solution is instead

(7.3)
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in which is defined in (3.4) and is a
diagonal matrix whose th element is given by

for

where denotes modulo- operation. Since (7.2) and (7.3)
are obtained by treating as the interference to
be mitigated, only ISI will be suppressed through the GSC fil-
tering; also, as is no longer block diagonal, a space-frequency
signal detector is then necessary for separating the NQ coupled
streams. The performance of such an approach could benefit
from larger space-frequency diversity gains in the signal separa-
tion stage: if the VBLAST detector is used and inter-layer error
propagation is negligible, the diversity gain per stage increases
from 1 to NQ (the maximal achievable diversity gain for the per-
tone based detection, however, is merely ). Our simulation re-
sults indicate that it outperforms (but only slightly) the proposed
joint ISI-ICI suppression scheme. The main drawback of this al-
ternative solution is the intensive algorithm complexity. Indeed,
with the MMSE-VBLAST detector [11], [36], the tone-by-tone
based separation in the proposed approach requires

(7.4)

flops. However, in the alternative solution the number of flop
counts for signal detection is approximately

(7.5)

Even if the fast recursive implementation [4] is employed, the
overall flop cost can only be reduced to be of , which is
significantly higher than that of the proposed scheme (especially
when the number of subcarriers is large).

VIII. SIMULATION RESULS

This section uses several numerical examples to illustrate the
performance of the proposed method. We consider a MIMO-
OFDM system with transmit antennas, re-
ceive antennas, and subcarriers; the source symbols are
drawn from the QPSK constellation. The background channel
characteristics follow the standard wireless exponential decay
model [20]: the channel impulse response is normalized such
that . The input SNR at the

th receive antenna is defined as . We consider the quasi-
static environment, in which the channels are assumed to remain
constant during per coherent interval of 300 OFDM symbol
periods, and can vary independently between different inter-
vals. In each data burst, the training pilots are placed in the
entire heading OFDM symbol and are designed according to
[2]. The outputs of both TEQ and GSC filters are fed into an
MMSE-VBLAST detector [11], [36] for further separating the
multi-antenna transmitted signals on each tone. All the simula-
tions results are averaged over 800 trials.

Fig. 2. BER performances of the three methods (perfect channel knowledge).

Fig. 3. BER performances of the three methods at various channel orders (per-
fect channel knowledge).

A. Comparison With Previous Works

We first compare the bit-error-rate (BER) performance of the
proposed GSC based receiver with that of the TEQ [1] and PEQ
[13] approaches. For a given channel order , the performances
of TEQ and PEQ depend crucially on the equalizer order and
the allowable decision delay. The TEQ is implemented using
an -tap filter to shorten the composite channel order to
the prescribed CP length (through simulation it is found that
further increase in the filter order does not seem to improve per-
formance); also, the resultant delay choice yielding the lowest
BER is determined through exhaustive search and is then used
in simulation. The order of PEQ, and the associated decision
delay, are both set to be , as suggested in [13]. In the first
simulation, we consider the case when the channel is perfectly
known at the receiver [the GSC equalizer (3.18) is adopted]. For
channel order and CP length , Fig. 2 shows the
BER results of the three methods at different SNR levels. We
can see that, among the three ISI-ICI mitigation schemes, the
GSC equalizer (3.18) yields the best performance: it incurs no
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Fig. 4. BER performances of the three methods at various CP lengths (perfect
channel knowledge).

Fig. 5. BER performances of the three methods (LS channel estimate).

more than 1-dB penalty as compared with the ISI-free bench-
mark result, and even the associated low-complexity PA imple-
mentation can outperform TEQ and PEQ. The performance ad-
vantage of the GSC approach would lie in the exploitation of the
joint space-frequency degrees-of-freedom for interference sup-
pression. With SNR dB, Fig. 3 compares the respective
BER as the CP length fixed at and channel order in-
creases from 4 to 21; on the other hand, Fig. 4 shows the BER
results with fixed at 13 and CP length varying from 2 to
10. As we can see, the GSC filter in both cases yields the lowest
BER. In the second simulation, we repeat the above three ex-
periments but instead use the LS channel estimate for equalizer
design; the results are shown in Figs. 5–7 (the power dedicated
for training is ). Compared with Figs. 2–4, we can see
that TEQ, PEQ, and the nonrobust GSC filter (3.18) all suffer
performance degradation due to imperfect channel estimation.
The proposed robust solution (4.26) is seen to improve the per-
formance over the one (3.18); still, it maintains less than 1-dB
SNR gap with respect to the ISI-free case, and can also relieve
the BER penalty against long delay spread channels and short
CP lengths. Finally, we demonstrate the BER performances of
the three comparative methods under distinct subchannel orders:

Fig. 6. BER performances of the three methods at various channel orders (LS
channel estimate).

Fig. 7. BER performances of the three methods at various CP lengths (LS
channel estimate).

, and ,
where denotes the order of the subchannel between the

th transmit and th receive antennas, .
In implementing the three methods we thus set (for the
subchannels with orders smaller than 13, zeros are
padded in the respective impulse response tails). For ,
Figs. 8 and 9 show the BER performances at different SNR
under perfect and imperfect channel estimates, respectively; as
we can see, the BER tendencies are essentially the same with
those in the common subchannel order case (cf. Figs. 2 and 5).

B. Performance of the Suboptimal Diagonal Loading Scheme
(4.27)

This simulation illustrates the achievable performance
of the suboptimal diagonal loading solution (4.27). For

, and two distinct transmit powers during the
training phase and , Fig. 10 compares solution (4.27)
with the optimal weighting matrix (4.26) in terms of SINR.
The results show that the respective performances are almost
identical. Since the diagonal loading weight aims exclusively
for signal leakage reduction, this simulated results would imply
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Fig. 8. BER performances of the three methods with distinct subchannel orders
(perfect channel knowledge).

Fig. 9. BER performances of the three methods with distinct subchannel orders
(LS channel estimate).

Fig. 10. SINR performances of the optimal and suboptimal DL solutions.

that the leakage effect is the prime negative factor induced by
channel mismatch.

Fig. 11. Output SINR at different transmit powers in the training phase.

Fig. 12. SINR gain at different transmit powers in the training phase.

C. Corroboration of the Analytic SINR Result

This simulation validates the predicted SINR results in
Section V. We consider two different transmit powers in the
training phase and . For and ,
Fig. 11 shows the theoretical SINR, computed using the for-
mulas in Table I, and the corresponding simulated outcomes.
It can be seen that our analytic formula based on perturbation
analysis well predicts the actual SINR tendency, even if the
channel would be poorly estimated using a small transmit
power. Fig. 12 shows the SINR gain, in terms of difference
in dB, attained by the proposed robust solution (4.26) over
the one (3.18); the theoretical solution is computed based on
(5.11). As we can see, although the theoretical solution is
derived based on the high SNR assumption, it appears very
close to the experimental results over the medium-to-high SNR
region ( dB). It is also observed that, for a fixed SNR,
the SINR gain is larger for smaller (hence, a less accurate
channel estimate). This confirms the effectiveness of proposed
robust GSC filter against severe parameter uncertainty; such a
tendency has been deduced based on the lower bound relation
(5.13) [see the first discussion following (5.13)].
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Fig. 13. Output SINR at different regularization factors (P = 2).

Fig. 14. Output SINR at different regularization factors (P = 14).

D. On Selection of Regularization Factor

This simulation investigates the performance of the regular-
ization based design (4.30) at different factors; the channel
order, CP length and noise variance are, respectively, set to be

and (this corresponds to
SNR dB). We consider two different transmit powers

and in the training phase; the respective con-
jectured optimal computed using (4.31) are 0.044268 and
0.006324. Figs. 13 and 14 show the respective SINR perfor-
mances of the regularized solution

(8.1)

at different values of . It can be seen that the SINR peaks attain
at for the case, and at when

: this tends to indicate that in (4.31) is optimal with
respect to the regularization-based design under a (stochastic)
white estimation error assumption (however, will no longer be

Fig. 15. BER performances of the proposed and the alternative schemes (per-
fect channel knowledge).

Fig. 16. BER performances of the proposed and the alternative schemes (LS
channel estimate).

optimal when different channel error models and design criteria
are considered).

E. Performance of Alternative Formulation

This simulation compares the proposed joint ISI-ICI sup-
pression scheme with the alternative GSC equalizer discussed
in Section VII in terms of BER performance; for the latter
an MMSE-VBLAST detector is used for separating the NQ
coupled streams (the channel order and CP length are set to
be and ). Figs. 15 and 16 show the respective
BER results under perfect and imperfect channel knowledge
assumptions (in Fig. 16, the training power for channel estima-
tion is ). Although the alternative solutions (7.2) and
(7.3) could benefit from a potentially larger space-frequency
diversity gain in the signal detection stage, they are seen to
only slightly outperform the proposed schemes (this would
be due to inter-layer error propagation). We should note that
the limited performance advantage attained by (7.2) and (7.3),
however, comes at the price of increased computational cost (as
discussed in Section VII).
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IX. CONCLUSION

We propose a robust constrained-optimization based ISI-ICI
mitigation scheme for supporting high-rate MIMO-OFDM
transmission when the channels are not exactly known but
are estimated via the LS training technique. The proposed
constraint-free GSC design formulation yields a very natural
cost function, and can facilitate the exploitation of the pre-
sumed LS channel error property toward a solution through
simple first-order perturbation analysis. The proposed robust
GSC filter can jointly mitigate ISI-ICI and the net detrimental
factors caused by channel estimation errors. Numerical study
reveals that the signal leakage is the dominant impairment and
a suboptimal diagonal loading solution can attain almost all
the performance gain. Based on perturbation techniques, we
further derive a closed-form mean approximate SINR expres-
sion for the proposed robust scheme, and also an informative
formula for quantifying the achievable SINR increment over
the nonrobust solution. The analytic SINR gain reveals that
prominent performance advantage can be attained by the robust
solution under severe channel mismatch. Simulation results
confirm the effectiveness of the proposed GSC-based equal-
izer: it outperforms existing methods under either perfect or
imperfect channel assumption (at the cost of complexity) and,
in both cases, yields a performance very close to the ISI-ICI
free benchmark.

APPENDIX A
PROOF OF LEMMA 4.2

Proof of (1): With and defined in (4.21),
we have

(A.1)

Since the elements of the noise is circular Gaussian, the
entries of the LS channel estimation error vector are
i.i.d. circular Gaussian [see (2.9)]. By definitions of [see
(4.11)] and [see (4.21)] and with the circularity condition
of , the last three terms on the RHS of (A.1) is identically
zero. Also, since is zero-mean, so are and .
Equation (A.1) thus reduces to

(A.2)

where the last equality follows since .

Proof of (2): With given in (4.21), we have
, where the

equality follows by definition of in (4.21) and since
. Denote by the th

block submatrix of , for and
; then we have

where

(A.3)

For , let be the diagonal matrix obtained
by keeping only the diagonal entries of . With (A.3), it follows

(A.4)

Equations (2.9) and (2.10) together imply
, and

(A.4) thus becomes

(A.5)

where the last equality follows due to
. Based on (A.5), the th block

submatrix of is given by

(A.6)

The result follows directly from (A.6) and since
.

Proof of (3): With given in (4.21) and since ,
direct manipulation shows

(A.7)

where the matrix is defined in (4.22). We note that the
th block submatrix of equals

. Since the channel estimation errors between
different receive antennas are independent [From (2.9) and
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(2.10)], we have
, which implies equation (A.8),

as shown at the bottom of the page. Equation (A.8) shows
is a block diagonal matrix, and (4.24) follows by

expanding the block diagonal terms in (A.8) and using
.

APPENDIX B
DERIVATION OF (5.5)

To derive (5.5), we need the following lemma.5

Lemma B.1: Let be defined in (3.16) and be the
exact solution of defined in (4.28). Also, let an SVD of the
channel tone matrix be given in (4.12). Then the first-order
approximation to is

(B.1)

with

(B.2)

and

(B.3)

Derivation of (5.5): By definitions of [see (4.11)], it is
easy to verify from (B.1) that ; (5.5) can be
obtained via substituting into in (5.2) followed by
some direct manipulations.

APPENDIX C
PROOF OF THEOREM 5.1

We shall note that the matrix will be sparse for
small [cf. (5.6) and (3.16)]. This implies that, as
and are small, both and

are close to zero in the high SNR
region, and hence

(C.1)

5The detailed proof can be found at http://mimo.cm.nctu.edu.tw/Professor/
Papers/derivations.pdf.

With in (B.1) and since , we have
, and similarly

. This implies

(C.2)

and

(C.3)

The circularity condition of implies the last two terms
on the RHS of both (C.2) and (C.3) are identically zero. From
(C.2), (C.3), and since [see (A.3) and
(A.6)], we have

(C.4)

With (C.1) and (C.4), it follows

(C.5)

According to the matrix inversion lemma [27], we have

(C.6)

Using (C.6) and by definitions of and [see Lemma B.1
and (3.17)], it can be verified that

(C.7)

otherwise
(A.8)
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and hence

(C.8)

Substituting (C.7) and (C.8) into (C.5), we have

(C.9)

We observe that the second and the third terms on the RHS of
(C.9) can be further combined into

(C.10)

With (C.9) and (C.10), it follows that
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