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Robust speech recognition using microphone arrays

Student: Ying-Ying Liou Advisor: Mingsian R. Bai

Department of Mechanical Engineering

National Chiao-Tung University

ABSTRACT

This paper proposes microphone array techniques aimed at enhancing speech
recognition. By using super-directive microphone arrays steering to endfire, where
the directivity is higher than convention arrays, the noise reduction can be reached,
especially when noise is at the rear.—There are three objective functions, directivity
index, front-to-back ratio, and constant beam-width, to be optimized and therefore the
filter can be designed. If the noise doesn’t come from the rear, on the contrary, it
comes from the direction closing to the target source, then the phase difference
estimation is used to solve this problem, which can reduce the noise without distortion
even when the angle between noise and target source is small. It is found that the
ITD threshold in the phase difference estimation plays an important role in enhancing
the speech recognition, and hence it has to be optimized. In this paper, GSS is used
to search the optimal threshold. Moreover, the volume also affects the performance,
and needs to be controlled. If the target source is not from the direction of main lobe,
beam steering technique has to be applied to the system. Finally, experiment results
are discussed to demonstrate that the performance of the proposed algorithm is better

than conventional methods.
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I. INTRODUCTION

Automatic speech recognizers (ASRs) have significantly improved in recent
years but the performance degrades rapidly in noisy or reverberant environments [1].
Therefore, noisy speech needs to be processed by speech improvement algorithms.
For instance, the delay-and-sum (DAS) beamformer is a well known algorithm which
is computational efficiency. However, it only performed well for uncorrelated noise
[2]. The one-channel noise reduction (NR) technology has been widely applied in
the communication community, and was expected to enhance speech recognition.
Nevertheless, the improvement of one-channel NR in speech enhancement does not
always translate into substantial gains in speech recognition performance, because too
aggressive NR destroys the speech features. _The one-channel NR encounters the
dilemma of noise reduction ordistortion. - Therefore, microphone array is used in the
proposed algorithm, which can ease the tradeoff of the above situation.

Lately, a missing-data approach.was suggested to enhance speech recognition in
noisy environments, based on ‘designing ‘whether data are reliable[3]. The
performance of the missing-data approach is significantly improved comparing to that
of the DAS beamformer. Nevertheless, the success of this technique depends on the
sufficiency of reliable data and errors in imputation procedures affect the performance
[4]. The speech recognition in the environments with non-stationary noise still
remains a tough problem [3]. An alternative is the binaural processing which is well
known for separating speech signals [5]. Several algorithms were discussed the
phenomena of binaural system, such as interaural time difference (ITD) and interaural
intensity difference (11D) [6], [7]. Recently, computational auditory scene analysis
(CASA) systems were developed to construct an ideal binary mask by comparing the

signals at the two microphones in binaural systems [7]-[9]. Both voice and unvoiced
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speech signals could be segregated by CASA systems from a noisy environment.
However, the computation of the CASA systems is quite complex.

In this study, microphone arrays are used for enhancing speech recognition in
noisy and reverberant environments. Typically, there are two types of microphone
array— the broadside and endfire arrays. When the maximum of the array beam
pattern (the mainlobe) is alone a line perpendicular to the axial direction of the
microphone array, the array is called a broadside array. On the contrary, an endfire
array means that the mainlobe is in the direction diaphragm to the microphone axis,
“off the end” rather than off the side and consequently the name is endfire array [10].
In Section I, super-directive microphone arrays with the type of endfire array are
discussed [10], [11]. Since the directivity of super-directive microphone arrays is
higher than that of a uniformly summed array in the same condition, it can not only
suppress noise and reverberation coming from all directions well but also keep the
feature of the target signal from the principal direction. Furthermore, although in
many applications the direction of the target signal can’t be predetermined, it is
usually in front of the array and disturbances are at the rear. In these cases, the
endfire array is suitable than a broadside array.

Section Il introduces phase-difference estimation (PD), which is based on
differences of arrival time of the signal that microphones received and is a kind of
broadside array [12]. With the aid of phase-difference estimation, speech signal can
be separated well without distortion and the recognition rate is enhanced. Because this
algorithm is very sensitive to the choice of ITD threshold in binary masking criterion,
how to choose ITD threshold becomes an important problem. An automatic
selection of ITD threshold proposed by Kim et al is based on minimizing the cross
correlation between the target and the interference signals.  However, the

performance of the automatic selection algorithm degrades significantly when
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signal-to-noise ratio (SNR) and the subtending angle between speech and noise signal
are small. Hence, this paper proposes an optimal threshold varying with the
subtending angle, which is based on finding the minimum of the WER by GSS.
Using the optimal ITD threshold proposed in this paper, PDE algorithm can perform
well with small SNR and subtending angle. Furthermore, the selection of volume
affects the performance and needs to be adjusted, which is also discussed in this paper.
The speech recognition will decrease when the sound source isn’t on the main lobe of
microphone arrays, and the system needs the beam-steering technique to change the
main lobe of array pattern by electronic compensation. The experiment results are
showed in Section 11l in order to evaluate the proposed optimized algorithm. Three
different environmental conditions_are used to-be the field tests which include an
anechoic chamber, an office, and a restaurant. « Finally, conclusion is given in Section

V.



Il. SUPER-DIRECTIVE MICROPHONE ARRAYS

Super-directive microphone arrays are introduced in this section. It begins with
first-order differential microphone array (DMA), a simple kind of super-directive
microphone array. Second, a method of optimization of array beampattern is
introduced. There are three objective functions to be maximized, including directive
index (DI), front-to-back ratio (FBR) and constant beamwidth (CBW). Due to their
directional and close-talking properties, they have proven essential for the reduction al
feed-back in public address systems. In telephone applications, such as
speakerphone teleconferencing, directional microphones are very useful but at present
are seldom utilized.  Since small differential arrays can offer significant
improvement in typical teleconferencing configurations, it is expected that they will

become more prevalent in years to come.

A. First-order difference microphone array
First-order DMASs have been discussed for more than 50 years [11], [13], [14].
Owing to the small size of 1% order DMAs, they can be used in hands-free
telecommunications where the distance between microphones and speakers are quite
short. Another benefit is that the directivity of 1* order DMAs is independent of
frequency. The block diagram of 1% order DMA is shown in Fig. 1. For a plane
wave with amplitude A and wave number k incident on a two-element array, the
magnitude of output can be written as
d
c

cosé@

|Pd|: Aa)(r+ d Cosﬁj: Aa)(r+9j LA—
C C d

d
T+ T+
c c

1)
where 1 is the incorporated delay, ¢ is the speed of sound, and 0is the polar angle. It
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is found from Eq. (1) that the response of 1% order DMAs is in direct proportion with

frequency, which means 1% order DMAs need an equalizer to balance the response.

d
Let 0[1=ao=Ld and 1-al=a1=Ld
T+— T+—
¢ c 2)
Then a,+a, =1 @)
Thus, the normalized directional response is
Prg (0) =2, +a,coso @

Accordingly, the directional response can be designed by adjusting the parameter ay.
In order to get a better directivity, there should be objective measures for analyzing
the array performance. One possible measure is FBR, the microphone gain for
signals propagating to the front of the -microphone relative to the rear, and it is

defined as

1 ¢2z pni2 2 .
— H (@,0,4)|" sin@dod¢
FBR(w) =222 L | |

1 2z ¢ 2%,
o) [* |H(w.6,4)] singdodg -

where the angles 6 and ¢ are the spherical coordinate angles and H (w,6,¢) is the

frequency response of the array. Fig. 2 shows the relativity between the parameter
ay and FBR. The maximum FBR occurs when o, is equal to 0.366, and in this
situation, the array can reject the noise from rear well.

The other measure is DI, the ratio of intensity of the acoustic beam in the
measured axis to that of the entire distributed omnidirectional sound energy. It is

defined as



H (0,6,,4,)
:jz”j”\H (,6,4)[ sinodadg
790 Jdo

DI (®,6,,¢,)=10log,,
(6)
where 0y and ¢, are the angles at which DI is being measured. The DI of 1% order

DMAs varies with the parameter oy, and the maximum DI reaches at o, =0.25,

which is shown in Fig. 3.

Fig. 4 is the polar plot of the absolute value of the responses. The 1% order
DMAs that correspond to the maximum DI is given the name hypercardioid, and the
maximum FBR value corresponds to the supercardioid design. When ¢, =0, the 1
order differential system is a dipole. At ¢, =1, the microphone is an
omnidirectional microphone with 0 dB DI.» A special case of « =05 is the
cardioids pattern. Although the ‘cardioids microphone is not optimal in directional
gain or front-to-back ratio, it“is the most commonly manufactured differential
microphone. Table I is the summary of the results for first-order microphone.

FIG. 5 is the directivity pattern.of 1% order DMA in different frequency. When
ay is fixed, the shape of the directivity pattern is almost the same no matter what

frequency it is, but the gain increase as frequency increasing.

1. First order adaptive DMA

Whenever undesired noise sources are spatially non-stationary, conventional
DMA has its limits in terms of interference suppression. Adaptive differential
microphone arrays (ADMAs) with their null steering capabilities promise better
performance. The utilization of conventional directional microphones with fixed
directivity is a limited solution to this problem because the undesired noise is often
not fixed to a certain angle. A better approach to solving this problem is to take

advantage of the adaptive noise cancellation capabilities of DMAs in combination
6



with digital signal processing.

A way to circumvent the necessity to generate the delay T directly in order to
obtain the desired directivity response is to utilize an adaptive back-to-back cardioids
system as shown in Fig. 6. This system can be used to adaptively adjust the response
of the backward facing cardioids (see Fig. 7) in order to track a possibly moving noise
source in the back half plane. By choosing T = d/c, the back-to-back cardioids can
be formed directly by appropriately subtracting the delayed microphone signals.

The output response of the first-order ADMA can be obtained as follows:

dcosé dcosd w[r_'_dCOSHJ
cF(f)=A[1—er[H ¢ j]=2jAer(H°]/25in %
(7
w[dcos@_rj
. dcosd . dcosé
cB(f)=A(e“"”—eW c JZZJAe—W(T+ ¢ % sin 7‘:2
(8)
y(f)=pcs(f)-c ()
— sze*JkdIZ(l—cow) (ﬁsm(kd (00259_1)J—Sin(kd (00259+1)jJ
)

The single independent null angle &, of the first-order ADMA, which in this
work is assumed to be placed into the back half plane of the array (90°<6, <180°),

can be found by setting Eq. (9) to zero and solving for & =6, . Therefore,

-1
6, = arccos b1

ﬂ +1 (10)
for small spacing and delay are assumed. A selection of directivity patterns that can

be obtained by a first-order ADMA is depicted in Fig. 8.
In an time-varying environment, it is advisory to use an adaptive algorithm in
order to obtain the update of the parameter 5. For this matter, the normalized

least-mean-square (NLMS) adaptive algorithm is utilized, which is computationally
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inexpensive, easy to implement and which offers reasonably fast tracking capabilities.

Here, the real valued time-domain one-tap NLMS algorithm can be written as

y(i)=c (i) A(i)cs (i) (11)

ﬂ(i+1):ﬂ(i)+mc8(i)y(i)
° (12)

where c. (i) and c, (i) are the values for the forward and the backward facing

cardioids signals at time instance i, 0<,«<2 is the adaptation constant and a>0 is a

small constant.

B. Optimization of array beampattern

Another kind of super-directive microphone array is optimization of array
beampattern. The signal model is shown in Fig. 9. “In the frequency domain, the
output signal is given by

y(@)=w"x=w"a(w,0,3)s(w) (13)

where w denotes the frequency-domain coefficients of the beamformer, the operator H

denotes a conjugated transposition, x denotes the microphone signal and a(w,6,¢)

is the manifold (steering) vector.

Let H(o,0,¢)=w"(0)a(w,0,9) (14)

which is the frequency response of the microphone array.

then y(w)=H(w,6,¢)s() (15)

The aim here is to estimate the coefficient of the filter w by using the objective

functions, which include DI, FBR and CBW.

1. Maximum for directive index (MDI)
8



The first objective function is DI, the equation introduced in previous section can

be written as a Rayleigh quotient for two Hermitian quadratic forms as

w Aw
DI (@,0,,4,) =10l0g,| 22
(@,6.¢;) =1010g (W BWJ .
where
A=a(w 6, 4)a" (0,6, ¢) (17)
B:% " a(w,6,4)a" (,0,¢)sin 6d6dg (18)

w is complex weighting applied to the microphones and H is the complex conjugate

transpose. For spherically isotropic noise (diffuse field),

a(w’ 0’ ¢) — [1 ejkd cos@ _ej(M—l)kd cosH]T (19)

and

_ sin[(m—-n)kd]

o (m—nkd =sinc[(m—n)kd]

(20)
The maximum of the Rayleigh quotient is reached at-a value equal to the largest

generalized eigenvalue of the equivalent generalized eigenvalue problem, i.e.,

w" Aw
max DI (0,6,,¢,) = m&xlOIogl{WH Bwj (21)
& minw"Bw st wiAw=1 (22)
< A OF Aw=/1Bw (23)

where A is the general eigenvalue and w is the corresponding general eigenvector.

The eigenvector corresponding to the largest engenvalue will contain the coefficients

attaining MDI.

2. Maximum for front-to-back ratio (MFBR)

In many applications the target sources are in front of the microphone array and

9



almost all interferences are in the rear, hence FBR is appropriate to describe the

influence of the array. The definition of FBR given in previous section can be

written as
wH Aw
FBR(a)): v
w" Bw (24)
where

A =% “["a(.0,4)a" (0,0,4)sin 0dods 5

Bzi “[" a(,0.4)a" (,0.¢)sin0dodg -

The value of MFBR is the same as the largest eigenvalue of the equivalent

generalized eigenvalue problem AW =ABW g5 in the case of MDI.

3. Maximum for constant beamwidth (MCBW)

The beamwidth of most .conventional arrays decreases when frequency increases
and therefore the received signal varies with position in.the beam [15]. The inverse
proportionality of beamwidth <relating to frequency is usually insignificant in
narrowband beamformers but causes the outer portion of the main lobe subjected to
lowpass filtering in broadband beamformer. Unfortunately, many applications like
telecommunication systems need broadband operation. As a result, it is necessary to
design a broadband directional array whose beamwidth is independent of frequency.

The constant beamwidth (CBW) can be expressed as

27

Io Ij“" (0)’9,¢)|2 sin9dod ¢

CBW () = T -
= ["["|H(@,0.¢)[ sinododg
4o J0 (27)
which can be written as the ratio of two Hermitian quadratic forms as
H
CBW (o) = L AW
w'' Bw (28)
where

10



A= jj (@,0,4)a" (@,6,4)sinodod ¢ 9)

1 2n o7 -
=— ,0,¢)a" (0,0, fded
—y J.O a(w 0,¢)a" (w,0,4)sin ¢ 30)

MCBW can be obtained by calculating the maximum eigenvalue of the

equivalent generalized eigenvalue problem as shown in previous sessions.

C. Super-directive microphone array with equalizer

FIG. 10 shows the contour plot of super-directive microphone arrays, where the
x-axis represent the direction of source, y-axis is the frequency, and the maximum of
the contour plot equals to 1. Namely, if the direction is fixed, the gain of the contour
plot in different frequency means the frequency response. On the other hand, if the
frequency is fixed, the gain in different direction represents the directivity pattern. It
is noticed that the gain in“low frequency is lower than that in high frequency
whichever kind of super-directive microphone array it IS. Moreover, the gain of all
methods in the rear is smaller than that in the front, which corresponds with the
characteristics of endfire array.

To observe the behavior of super-directive microphone arrays, white noise is used
as the input signal. The definition of white noise is that it has constant power per
unit frequency and exhibits a flat spectral density. Therefore, the power spectral
density (PSD) of white noise has a zero slope [16]. Fig. 11 is the PSD of the output
response in the look direction of super-directive microphone arrays. It can be found
that the magnitudes of all methods are not very “flat”, that is, it dependents on
frequency. As a result, the output signal may get some distortion. To solve this

problem, the equalizer is applied into the system,

1

Let G=
[H|

(31)
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which is the equalizer suggested here, and G is converted to the time-domain
finite-impulse-response (FIR) filters with the aid of IFFT and circular shift in

real-time implementation, which is introduced in FIG. 12.

D. Simulated and experimental results
The super-directive microphone arrays are applied to the ASR system to reduce
the noise and reverberation. A 2-channel endfire array is used for these simulations.
The spacing between microphones is 0.5cm and the sampling rate is 8 kHz. The
input sources are 50 comments (547 wave files) which are served as plane wave.
The target signal is placed in 0 degree (look direction), and the noise signal (white
noise) is placed in 0, 45, 90, and 180 degrees.’ » The conventional recognizer is used
to refer to a continuous density Hidden Markov Model (HMM) based ASR using
MFCCs as features [19]-[21]. ' ‘Fig. 13 compares recognition rate for several of the
algorithms discussed in this chapter.” “Original” refers to the input noisy signal.
“max. DI”, “max. FBR”, “const. BW” refer to.the design of optimal beampattern
maximum for DI, FBR, and CBW ' that mensioned in previous section.
“Delay&Subtract” refers to the conventional 1% order DMA. As can be seen, the
recognition rate increases about 0 to 40% when the noise is located at 180 degrees and
it increases about 20-60% when the noise is placed at 90 degrees. The results reveal
that the noise reduction can be achieved by using the super-directive microphone
arrays.
FIG. 14 is the result with different noise signal— car noise. It indicates that all
of the super-directive microphone arrays perform better than the original noisy signal
when noise is located at 180° and 90°. A special outcome is that the 1% order DMA

gets the best performance when the noise comes from 90°.
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I1l. PHASE-DIFFERENCE ESTIMATION (PDE)

The block diagram of PDE algorithm is illustrated in FIG. 15[12]. The noisy
signal received in two microphones is first segmented to frames by applying a moving
Hamming window and then transferred to the time-frequency domain by Short-Time

Fourier transform (STFT) as follows:

R (k)= X (k1) + XN, (k1) 32)
Py (k1) = X (K, )+ X e N, (k1) (3)

i=0

where k is the frequency index and | is the frame index, X(k,I) and
N, (k,I)represent the speech and the-ith-noise:signals, respectively, B (k,l) and

P(k,1) are the signals: ‘at —the - first ~and “second microphone, and

w, =27K /N for 0<k <N /2-1, where N.is the STFT size. The frame length here
is 75ms and the hub size is half of frame length. It is-assumed that the target signal

is at the location alone the perpendicular: bisector of the line between two
microphones, and therefore its ITD is equal to zero. ~ On the other hand, d., (k,l)is
the ITD of the ith noise signal dependent on time and frequency. If a time-frequency

bin (km,lm) is controlled by a strongest interference source n, the above equations

can be approximated as
R (kniln) = N, (K 1) (34)

P, (K, 1y ) e ltIN (K1) (35)

and the ITD of this bin can be estimated by calculating the unwrapped phase

difference between two microphones:
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d, (Kpl, )| = —— min

r
o,

2P, (Kol ) = ZPy Ky 1,y ) = 271 | (36)

Then, a binary mask can be formulated as

B(k | )_ 1 if dn(km,l
e 0.01, otherwise

)‘ST

m

(37)

where 1 is the ITD threshold. It means that only bins with its ITD smaller than t are

supposed to belong to the target signal. Correspondingly, the speech signal S(k,l)

is re-established from multiplying the average signals of the two microphones
P(k,1) bythe mask B(k;I;) gotin above formula.

P(k1) = {R(k1)+ R (kD) (38)

S(k,1)=B(k,1)P(k,1) (39)

Finally, the enhanced speech signal is converted to-the time-domain with the aid
of inverse fast Fourier transform (IFFT) and overlap addition (OLA) method. In this
paper, three approaches of technical..refinement are exploited to enhance the
aforementioned PDE algorithm. As shown in Fig. 16, after the received signal is
transformed to the time-frequency domain, the system estimates the speech and noise
location. The subtending angle between speech and noise is used to select the
corresponding optimal ITD threshold searched by GSS. If the target source is not
from the designed direction, beam steering technique is applied to orient the main
lobe to the target source location. After IFFT and OLA, the time domain signal is

scaled to the optimal volume to further increase the WRR.

A. Optimization of the ITD threshold using GSS

As mentioned previously, the parameter 1 is used in the binary mask principle as

14



the ITD threshold having profound impact on mask estimation and hence on the
performance of the speech recognition. As expected, it is found that this parameter
is related to the included angle between speech and noise sources. Therefore, it is
worth exploring how to adjust this parameter such that the recognition rate can be
maximized. In the following, a procedure based on the GSS is presented for

automated tuning of the ITD threshold.

1. Golden section search
The goals of GSS are to get an optimal reduction factor for a search interval and
to minimize the number of the iterations [20]. By GSS, the minimum can be

searched efficiently within a finite number of:steps, and do not need to evaluate
numerical gradients. Assume-a function f (X) IS.continuous and having only one

minimum over the interval [a, b]. An interior point ¢ is-between a and b, and

=W, -215:1—m1 (40)
b-a

C_

Q

oy
Q

1
where O<w< E . Suppose another interior point d is over [c, b], and

b (41)

=W (42)

For minimizing the number of the iterations, the fraction 1-w musts equal to w+z, i.e.
the new point d is the symmetric point of c in the interval[a, b], namely
z=1-2w (43)

Comparison of Egs. (42) and (43) yields the following quadratic equation
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w2 —3w+1=0 (44)
and the root
3-+/5

2

W= ~0.382 (45)

is used. Note that the number is related to the golden ratio g, where

5+1 1
g= f; = (46)

1-w
Therefore it’s called “golden section search”. Now comparing f (C) and f (d ),

if f(c)<f(d),then the new interval is [a, d]; otherwise, it becomes [c, b]. The

rule at each stage is to keep a center point lower than the two outside points. The
process above iterates until the«interval is tolerably small, and the question here is

how to decide the time to stop the iteration. - According to Taylor’s theorem, the

value of the function f (x) near X IS-approximately.

()= ()5 () @)

If f(x) is enough close to f (X, ), then the second term can be quite small and
negligible, which can be represented as

1., 2

Ef (X )(X=%,) <&|f(x,) (48)

where &is usually set to 107 for single precision.

2. The Optimal ITD threshold varying with the included angle
The searching process of the optimal ITD threshold by GSS is shown in FIG. 17,
where the noise type is babble at SNR 6dB and the included angle is 15 degrees.

The SNR here were conducted according to ITU P.56 standard, which defined as
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2
SNR =10* log,, [%j (49)

where x and n represent the speech signal and noise respectively. Fig. 18(a) shows
the performance of PD algorithm where the ITD threshold t varies from 0.1 to 1.5.
It can be found that the recognition rate gets better by increasing t but decreases
sharply whent exceeds a value which differs with the included angle. It turns out
that there is a relation between t and the included angle. To find the optimal ITD
threshold, GSS is used in this paper, which can quickly search the local minimal of a
function in an interval. The result of the optimal t found by GSS is shown in Fig.
18(b). The included angle is from 15 degrees to 90 degrees at SNR 0dB and 6dB,
and “babble” noise is used as the moise source. It indicates that the optimal
thresholds T at SNR 0dB and 6dB are similar to each other, which means the influence
of SNR is small and can be disregard. Because the curve of the optimal t has an
obvious trend, it can be fitted by a'polynomial of low degree easily. A polynomial
fitting of degree 2 is shown in Fig. 18(b), which is-found to be
7(i)=(~7.76*10°)i* +(1.69*10 )i — (5.45%10°*) (50)
where i is the included angle. It revealed that, by using a polynomial fitting, it can
use only 3 parameters to represent the optimal t varying with the included angle very
well. The relations between the effective beamwidth corresponding to the optimal
ITD threshold z of PDE algorithm and the real subtending angles are summarized in
TABLE Il. By comparing the effective beamwidth and the real spanning angles, the
effective beamwidth is smaller but the differences become smaller as the subtending
angle decreases. The reason is that, the effective beamwidth has to be smaller than
the real subtending angle, or the noise will be received in the binary mask, while if the

effective beamwidth is too small, some speech signals will not be picked up in the
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binary mask and some feature will lose. For ASR, preservation of speech features is
crucial. Loss of speech features causes the WRR to markedly decrease. Even if the

noise is close to the target source, the effective beamwidth can not be too small.

B. Volume scaling

During the simulation, it is found that the speech recognition relates to the
volume, especially at low SNR, and it needs to be adjusted. The adjustments start
with normalization of the signal by the maximum in time-domain, and then multiply a
gain to the signal. As showed in Fig. 19, when SNR is at 0dB, the recognition rate
can vary from 82.8% to 91.6% for different signal volumes. It indicates that the
volume indeed affects the recognition rate,-and no matter what SNR it is, all results
have the same tendency— the maximum recognition rate happens when the largest
gain of the time domain signal is 0.125. For searching the optimal volume precisely,
again, GSS is used here. The results searching by GSS.show that the largest gain of
the time domain signal shouldbe 0.079 at SNR-0dB, and then the arrays get best
performance. On the other hand, the largest gain equals to 0.11 at SNR 6dB is the best
choice. That means, when SNR becomes smaller, the largest gain should be smaller,

too.

C. Beam steering

The beam steering technique is discussed in this section to overcome the problem
about the movement of the target source. With the aid of electronic compensation, the
direction of the main lobe of the microphone array pattern can be changed. Assume
the angle to be moved is Oy, then the beam steering filters are given as

—jo g ndsinéy,
—jnkdsing,
W, =€’ v=e  f (51)

18



where n is array index, o is the frequency index, and fs is the sampling rate, d is the
spacing between microphones. In time domain, the beam steering filter can be written

as a delay:

fs ndsingy
c (52)

That is, by applying different delays to the signal received in every microphone, the

delay =

direction of main lobe can be controlled and steered to any desired directions. One
thing has to be noticed is that these delays are not integer delays, hence Lagrange
interpolation [18] is used here to interpolate fractional delay values, which is easier to
achieve and more flexible. Simplicity, it can approximate a fractional delay by a FIR

filter,

N _
h(n)=HD—: forn=0,12,.N (53)

k=0 N—
k#=n

where N is the order of the filter. The case N=1 corresponds to linear interpolation
between two samples, which-suffices when the sampling frequency is high enough.
The result is in Fig. 19 with the target.source-angle from 15° to 75° aside the main
lobe. When the target source is far from the main lobe, the recognition rate degrades
correspondingly. By using beam steering technique, the performance is enhanced

obviously, as shown in Figure 20.

D. Simulated and experimental results

The simulated and experimental results are presented in this section. The input
stimuli are 50 commends (547 wave files) rendered from a point source placed at 90
degrees (the look direction). The speech recognizer is based on continuous density
Hidden Markov Model (HMM) with Mel-Frequency Cepstral Coefficients (MFCCs)

as features. As shown in Fig. 21, the interelement spacing is 5 cm and the sampling
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rate is 8 KHz, the distance between microphone array and the speakers is 30 cm.
Assume a room of dimensions 12x12x9 m, with the microphone located at the
center of the room. The SNR is from 0 to 15dB and the subtending angle is from 15
to 90 degrees. Babble noise is used as the noise source. FIG. 22 compares the
performance of the original noisy signal, PDE algorithm with fixed ITD threshold,
automatic ITD threshold selection algorithm, and the proposed PDE-based
enhancement algorithm.  The subtending angle between target source and
interference signal is 15°, 45°, and 75°, and there is no reberberation. The volume
gain here is set to be 0.0945.  The original noisy signal is the signal received in one
microphone, and PDE algorithm with fixed ITD threshold is the result of the basic
PDE system, where the ITD threshold is'chose to be 0.4. Automatic ITD threshold
selection algorithm is organized as follows: < First, two complementary masks are
constructed using the binary 'threshold, one for the target signal, the other for
interference signal.  After_that, .the short-time power for the target and the
interference is calculated. Finally;.the ITD threshold is obtained by minimizing the
cross-correlation of the target and interfering signals after a compressive nonlinearity,
as shown below:

L

ZRT [H75)R,[1]7) — Hp, Mg,

1
7, =argmin N5
o =argm
K Or Or

(54)

where Rt[l | 7p) and R [l | 7o) are the power of the target and the interference signals

after nonlinearity, Or. and Op are the standard deviations of Ry[l | 7o) and Ry[l | 7o) ,

respectively, and Hp. and Mg, are the means of Rt[l| 7o) and R|[l | 7o), respectively.

From FIG. 18 can find that, the proposed PDE-based enhancement algorithm gets

excellent performance no matter what subtending angle it is, which enhances WRR
20



about 50-60% at SNR 0dB and all the accuracies in different subtending angles are
above 90% even if the noise is very close to the target source like 15 degrees, whereas
the fixed-threshold PDE and the automatic-threshold selection algorithm degrade at
low SNR. Furthermore, the automatic-threshold selection algorithm performs as
well as the proposed algorithm when the subtending angle is large, like 75 degrees,
but significantly degrades if the subtending angle is small and SNR is low.

The effect of reverberation presents in FIG. 23. The Room Impulse Response
(RIR) software is used here to simulate reverberation effects. T60 represents the
reverberation time, which is the time it takes for the reverberation level to drop by 60
dB. When the reverberation time T60 is small, the effect of reverberation is not
obvious, and the performance after. the proposed. algorithm is almost above 85% at
SNR 0dB. One thing to be noticed.is that, PDE technique doesn’t work if noise and
speech come from the same direction, as shown in FIG, 23. It even gets worse WRR
than the original signal when. the reverberation time is long because of the distortion
of speech signal. The performance decreases quickly when T60 is larger than 2
seconds. Even with the aid of the proposed PDE-based enhancement algorithm,
WRR only increases to about 60% at SNR 0dB, and the result is worse than the
original signal at high SNR because of the distortion of speech signal. FIG. 24 is
recognition rate of record wave files. The recording is at an anchor chamber, and
therefore the effect of reverberation can be neglected. SNR is 0dB in this case, and
the noise source is babble noise. It indicates that, all WRR of original signals are
low, between 10% and 30%, and after the proposed PDE-based enhancement

algorithm, the performance is excellent even when SNR is low.
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IV. CONCLUSIONS

The enhancement of speech recognition using microphone arrays is presented in
this paper. The super-directive microphone arrays steering to endfire performs well
when the noise source is from the rear. An equalizer is applied in the super-directive
microphone arrays to prevent the distortion in speech signal. When the noise signal is
close to the speech, PD is proposed to solve this problem. Using GSS to find the
optimal ITD threshold differing with the included angle and the optimal volume can
further improve the speech recognition. Finally, simulated and experimental results

are discussed to prove effective in enhancement of speech recognition.
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TABLE | Table of first-order differential designs.

Microphone type DI (dB) FBR 3dB Beamwidh Nulls (degrees)
(dB)
Dipole 4.77 0.00 90.00° 90.00
Cardioid 4.77 8.45 131.06° 180.00
Hypercardioid 6.02 8.45 104.90° 109.47
Supercardioid 5.72 11.44 114.90° 125.26
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TABLE Il Comparing the effective beamwidth corresponding to the optimal ITD
threshold and the subtending angle.

Average © 0.9909 | 0.9597 | 0.9025 | 0.7055 | 0.4676 | 0.2653

Corresponding
effective 58.72 55.9 51.1 375 23.8 13.2

beamwidth

The subtending
90 75 60 45 30 15

angle
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FIG. 1 Diagram of first-order microphone composed of two microphones.
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FBR of first-order microphone versus the parameter a1
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FIG. 2 Front-to-back ratio of first-order microphone versus the first-order
differential parameter o .
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DI of first-order microphone versus the parameter al
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FIG. 3 Directivity index of first-order microphone versus the first-order

differential parameter o,
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FIG. 5 The directivity pattern of 1* order DMAs.
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FIG. 7 Directivity pattern of the first-order back-to-back cardioids system.
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FIG. 9 The model of the-optimal beamformer, which is a filter and sum system.
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FIG. 10 The contour plot of super-directive microphone arrays, the four plots
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and 1% DMA respectively.
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FIG. 11 The power spectral density of super-directive microphone arrays.
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FIG. 13 The recognition rate (%) of the noisy speech (white noise) using different
algorithms, where the noise signal is located at (a) 180 degrees, (b) 90 degrees, (c) 45
degrees, (d) 0 degree.
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FIG. 14 The recognition rate (%) of the noisy speech (car noise) using different
algorithms, where the noise signal is locatedat (a) 180 degrees, (b) 90 degrees, (c) 45
degrees, (d) O degree.
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FIG. 17 The searching process of the ITD threshold by GSS.
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Recognition rate in babble noise at SNR 0 dB
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The effect of speech soure movement and beam steering
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FIG. 20 Comparing the recognition rate when the source is not at the direction of
the designed mainlobe and the effect of beam steering, where “15degs.” means the
source is aside the desired main axis 15 degrees.
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FIG. 23 The effect of reverberation, where the subtending angle is from 0 to 90
degrees. (a)Ts0=0.138 secs. (b)To=0.9665ecs. (¢)Ts0=2.898 secs.
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FIG. 24 The recognitionrate with the optimal threshold of record wave file.
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