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Abstract

As a loudspeaker operates in the large-signal domain, nonlinear distortion may
arise and impair the sound quality. -~ This 'work aims to correlate various subjective
audio attributes and the. objective ‘nonlinear. measurements for moving-coll
loudspeakers. Several nonlinear models of loudspeaker are created, based on a
large-signal loudspeaker model.. The data of subjective listening test were processed
by the regression analysis, the multivariate analysis of variance (MANOVA), and the
least significant difference method (Fisher’s LSD) agost hoc test to justify the
statistical significance of the results. The objective and subjective indices are
correlated with the aid of an artificial neural network (ANN). The network proved
effective in assessing subjectively the sound quality impairment due to nonlinear
distortions of loudspeakers based on only objective measurements, without having to

conduct listening tests.
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1. INTRODUCTION

Loudspeaker evaluation has been a long-standing issue in that it involves not
only physical aspects but also psychoacoustic features which are largely subjective.
More often than not, audiophiles trust more on the experience of human experts than
the frequency response on the data sheet. This is why sometimes it is regarded as art
rather than science to assess loudspeaker quality and the price at the marketplace can
vary drastically without bound. Many factors can contribute to the overall sound
guality of a loudspeaker. Among these factors, nonlinear distortions have profound
impact on the timbral quality of a mono-channel loudspeaker. To address the issue,
this paper aims at exploring the correlation between the objective measures of
nonlinear distortions and the subjective perception of timbral quality associated with
these distortions. If this correlation_can be found, akin to the PEA@@r audio
codec assessment, then it is possible to develop an automatic system for loudspeaker
evaluation, without having'to conduct-human listening tests.

Loudspeakers can be evaluated with objective measurements and subjective
listening tests. The latter are generally time consuming and tedious to carry out.
Lavandier et al. investigated subjective dimensions based on underlying perceived
differences between loudspeakers [2]. Multidimensional scaling technique was
employed to analyze temporal and spectral data of listening tests. Two principal
perceptual dimensions, the bass/treble balance and the medium emergence, were
identified for loudspeaker evaluation. Liu et al. [3]-[4] attempted to evaluate
loudspeakers using sound quality metrics [5] suggested by Zwicker and Fastl.
Metrics including loudness, sharpness, fluctuation strength and roughness that are
widely used in assessing “noise” quality of products are employed for quantifying the
timbral quality of loudspeakers. Listening tests were conducted in that study.

This paper seeks to establish the correlation between objective measurement and
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subjective attributes with special regards to nonlinear distortion of moving-coill
loudspeakers. Traditionally, many objective indices such as sensitivity, efficiency,
directivity pattern, nonlinear distortions, etc., can be used for loudspeaker evaluation.
Among these indices, nonlinear distortions have direct impact on the perception of
timbral quality produced by loudspeakers. As loudspeakers operate in the
large-signal regime, nonlinear distortions may arise and can strongly impair sound
quality. Metrics such as DC-displacement, harmonic distortion, inter-modulation,
etc., can be used to quantify loudspeaker nonlinearities [6]-[T]this paper, four
types of nonlinear metricsHD,, HD,, IMD,, and IMD, are used in the objective
measurements. Nonlinear distortions of a loudspeaker may arise as a result of
various causes such as nonlinear compliance, nonlinear force factor, nonlinear
inductance, etc [8]-[9]. In.order to produce a.sufficient database of nonlinear
distortion, a large-signal .model [10]-[13] is employed in this study to simulate
large-signal responses of loudspeakers.

With the database, an artificial neural network (ANN) [14]-[15] was trained to
correlate the objective nonlinear indices and the subjective attributes obtained in
listening tests. Two loudspeaker models A and B were used in this study for
in-group and out-group verifications, respectively. An ANN was established on the
basis of fifteen nonlinear models of loudspeaker A and the human perceptions of
nonlinear distortions in listening tests. Fifteen nonlinear models of loudspeaker A
were then used for in-group verification. Among the models, ten nonlinear models
are used to train the neural network, and the remainder is used to verify the ANN.
For out-group verification, four nonlinear models derived from loudspeaker B were
used. The assessment predicted by the ANN was compared to a listening test
conducted for the loudspeaker B. With robustness so justified, the network serves

for an automatic loudspeaker evaluation system, without resorting to listening tests.
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2. THE LARGE-SIGNAL MODEL OF MOVING-COIL LOUDSPEAKERS

Sufficient amount of training data are required to establish a reliable ANN.
Instead of gathering data from a large number of real loudspeakers, we opt for a more
practical approach by using a large-signal moving-coil loudspeaker model, as
described in this section. At low frequencies where the wavelength is large in
comparison to the geometric dimensions, the state of a loudspeaker can be described
by a lumped parameter modelln Fig. 1(a), the model is shown in terms of
electroacoustic equivalent circuits coupled in the electrical, mechanical and acoustical
domains [10]-[12]. The lumped parameters in the circuits such as the force
factorBI(x), the mechanical complianc€,, (x) and the voice coil inductance
L. (x) can vary with the displacement of the. voice coil.
2.1 Nonlinearities of Moving-Coil Loudspeakers

Four types of nonlinearity of moving-coil loudspeakers employed in the
large-signal model are summarized as follows:
1. Loudspeaker stiffnes¥,,s(X): the mechanical stiffness of driver suspension
which is also defined as the inverse of mechanical compli&)c€x). The restoring
force F =K, (X)x of the suspension system can cause nonlinear distortions.
2. Force factorBI(X): instantaneous electrodynamic coupling factor between the
mechanical and electrical domains, wheBe is flux density andl is the effective
length of the voice coil. The force factdl(x) is not a constant and is a function
of diaphragm displacement. Two nonlinear effects force factdsl(x) can arise
via: (a) back electromotive force (back-EMIE)= BI(x)u, whereu is cone velocity,
and (b) Lorentz forceF = BI(X)i , wherei is current.
3. Voice-coil inductancelL.(x): the effective inductance of voice coil.(x) is

function of displacementx and is hence a cause of loudspeaker nonlinearity.



2.2 Large-Signal Model

A large-signal model is exploited to simulate nonlinear responses of

loudspeaker in the large-signal regime. The loudspeaker model is represented using
the equivalent circuit with nonlinear parameters, as shown in Fig. 1(a). The
temperature increase in the voice coll is described by a separate thermal model shown
in Fig. 1(b) [11].  The DC resistancB. is dependent of the ambient temperature
T, and the temperature increase of voice abll, .

Re (T, +AT,) = Re(T))(L+ 04T, ), 1)
whered = 0.00393 degK for copper ands = 0.00393 degK for aluminum. All
parameters can be identified by a distortion analyzer [16]. The dynamics of the
system depicted by Fig. 1(a) are governed by the following simultaneous ordinary

differential equation system:

u:iRE(TV)+d(LZt(X)i)+d(L2d(tX)i2)+B|(x)v, ®)

d(L(i,) _ . .

2= 1)R,(), ®)

BI(X)i = F_(x,i,i,)=M d—2X+RM e (4)
m 2 MS dt2 S dt MS“

Choosing y, =X, y,=Vv, y,=i and y, =i, as the state variables enables us to

rewrite Egs. (2)-(4) into the following state-space equation:

S ) ) : _

1d (9,  1d,(0
| “Ris B00+S o o
Yi M sCus(X) Mys Mys M s A 0

V2 Bl - e Y,
3, o 20Tk (ROV+RM) RO ||t
Va Le () Le (%) Le (x) Ya - )
R0 -2y i
0 0 m ax 2
L L, (X) L,(x)

The Runge-Kutta [17] numerical integration algorithm can readily be applied to solve




the state-apace equation for the nonlinear responses. Now that the velpsity

is obtained, the time-domain farfield sound pressure response can be calculated using

a baffled point source model

S, dv ©

t,r)= ,
p(t.1) 2 dt

wherer is the distance between the diaphragm and the listening pospjons the
density of air andS, is the area of the diaphragm. Note that pressure calculation

of Eq. (6) requires numerical differentiation.

3. OBJECTIVE EVALUATION BY NUMERICAL SIMULATION

For the objective and subjective evaluations to be conducted next, nonlinearly
distorted signals were generated by the preceding large-signal model and reproduced
by a high-quality linear loudspeaker (iPod HiFi A1121).
3.1 Measures of Nonlinear of Symptoms

Various objective measures are adopted in'the study to characterize loudspeaker
nonlinearity. The first basic ‘measure_is-harmonic distortion (HD) that employs a
single-tone stimulus according to IEC standard 60268-5 [18]. nilneharmonic

distortion associated withf, is defined as

|P(nfl)|

t

HD, = x100%, 7)
where P(nf,) is the complex spectrum of sound pressieat thenth harmonic,

and B is the rms-value of the total signal within the averaging durafion

_ (1T oy
iR LOLS ®)

Another important nonlinear measure is the Inter-modulation Distortion (IMD).
In this measure, two separate tones are used as stimuli, the firstftoseset to be

the resonance frequency of the loudspeaker and the secondfjoiseset to be



higher than8.5f,. Furthermore, the amplitude, of the input voltage of the first
tone should be 4 times larger than the amplitutle of the second tone. In the
IMD test, the following two-tone excitation signal is used

u(t) =U, sin(2rf, )+U, sin(27f, . (9)
IMD accounts for extra frequency components due to intermodulations occurring at

f,£nf(n=1200). The nh-order IMD is defined as

wip, =[P (=D 6} +[P(h, + (-,
|P(f,)]

x100%. (10)

3.2 Relations between Nonlinear Causes and Symptoms of Loudspeakers

A rule-based logic is established according to the relations between the
nonlinear causes and symptoms of loudspeaker nonlinearities, as summarized in
Tablel. Nonlinear distortions with various types and levels can be synthesized by
varying loudspeaker parameteB(x),C,(X), andL; & ;, which will be used in the
subsequent objective and subjective experiments.

The nonlinear causes in a loudspeaker’'s responsesudrgivided into the
following two categories: critical nonlinearity variation and asymmetric nonlinearity
[6]-[7]:

1. Critical nonlinearity variation: “coil height” and “symmetrical limiting of
suspension” A symmetric curve usually produces tie @&d other odd-order
distortion components. To simulate the “coil height” and the “suspension limiting”
defect, the Z-degree term of theBl - and the C,s -series are usually multiplied by a

factor S >1 to increase their variations.

Bl'(X) :bo+blx+,6’b2x2+Zn:hxi : (11)
Clus(X) = Gy + G+ Be X+ X 12)



2.  Asymmetric nonlinearity: “coil offset,” and “asymmetry @us(X) and Lg(x)”
Asymmetric BlI(x) and C,, (X) curves generally result in the"2 and other
even-order distortion components. These defects can be modeled by shifting the

BlI(x) and C,(x) curves on the-axis by a small constaat

BI'(X) = Bl (x- &) =Zn:lq(x—£)‘ (13)
Cs(0) = Coe(x-8) = 36 (x-2)'. (14)

The inductance L.(x) without shorting ring also exhibits asymmetric
characteristics. To model this, we multiply the linear term of ttheseries by a

factor f>1 to yield

LL00 =1y + A+ D1 X (15)

4. SUBJECTIVE LISTENING TESTS

Figure 2illustrates the overall-architecture of the experitakprocedure. The
real time signal was used as‘the_input for both in-group and out-group verifications.
Fifteen nonlinear models of loudspeaker A were created using the preceding large
signal model. These models will be used in the following objective and subjective
tests, separately. The objective nonlinear measures and subjective timbral attributes
obtained from these models serve as the input and the output to the ANN in the
training phase. After the ANN is trained, another four nonlinear models of
loudspeaker B were used for out-group verification in which the output of the ANN
and the listening test results will be compared.
4.1 Experimental Arrangement

Initially, subjective tests are conducted to obtain the relations between the
objective measures and the subjective attributes. There are fifteen experienced

subjects between the age of 22 and 31 years (13 males, 2 females) participating in this
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test. Fifteen participants in the listening tests were instructed with definitions of the
subjective attributes and procedures before the test began. The participants were
asked to respond in a questionnaire after listening. The listening tests were carried
out in a standard listening room (ITU-R BS. 1116-1 [19] ). The listeners sat 1m
away from the monophonic loudspeaker (iPod HiFi Al1121). The listening test
complies with the MUSHRA procedure (ITU-R BS. 1534-1 [20] ), a modified
double-blind Multi-Stimulus test with a hidden reference and a hidden anchor. The
grading scale ranges from 1 to 5, indicating bad, poor, fair, good and excellent,
respectively. Nonlinear loudspeaker models were created usingldhge-signal
model with reference to the nonlinear cause-symptom logic summarized in Table 1.
Fifteen nonlinear models of loudspeaker A, alongside the reference and anchor signals
were created for the in-group listening tests. = The test stimulus is a music clip
of "Hotel California.” The linear speaker model was used as the reference (the
grading scale of the attributes is 5). “The hidden anchor is a high-pass filtered input
signal. The subjective attributes employed.in this subjective test are the following
four indices:

(1) Fidelity: clarity of the voice and the music.

(2) Fullness: quality of low-frequency sound.

(3) Artifacts: any extraneous disturbances to the signal are considered as

artifact.

(4) Total Preference: global attribute for listeners to judge the sound based on

their own likes or dislikes.
Every subject is asked to grade the attributes above in sequence with the index Total
Preference being the last item. It took approximately thirty minutes to finish a

listening experiment.



4.2 Results of the Listening Test

A listening test was conducted using the preceding subjective attributes. The
cases with significance levelsp-yalues) of the test results processed using
Multivariate ANalysis Of VAriance method (MANOVA) are shown in Table 2 and Fig.

3. The nonlinear models of loudspeaker A wthralues below 0.05 indicate that
statistically significant difference exists among methods. pPhalues of the
attributes, Fidelity, Fullness, Artifacts and Total Preference are all zeros. Since
significant difference is present in all attributes, we condysisahoc Fisher’s LSD

test as multiple paired comparisons. There is neither statistically significant
difference among Cases 3, 6, 10, 11 and 14, nor among Cases 9, 12 and 15. Apart
from these cases, the results of:fhast hoc test indicate significant difference in

pairs.

It can be observed in Fig 3 that Cases 4 and 7 received highest grades because
of its lowHD,, HD,, IMD, andIMD;" values.(<10%) Cases 6, 10, 11 and 14
received relatively higher grade due to its lowdD, andHD, values. Conversely,
Cases 9, 12 and 15 received the lowest grades due to its HitiherandHD,
values.

Figure 3 and Table 2 summarizes the influence of nonlinear distortions on the
subjects. In this experiment, the nonlinear speaker models seem to result in marked
difference p < 0.05) in all subjective indices.

In order to examine how Total Preference is subjectively related to Fidelity,
Fullness and Artifacts, multiple regression analysis was conducted for the listening
test results, as shown in Table 3. The linear equation obtained from the regression
analysis is given as
Total Preference = -0.0333 + 0.114X Fidelity + 0.2345x Fullness + 0.6750x

Artifacts (16)



The correlation coefficient of the attribute Artifacts is significantly larger than
those of the other indices. Fidelity is the lowest one. This is due to the fact that the
loudspeakers parametersBiéx),C,,s (x) andL. & ) are all functions of displacement.

As a loudspeaker undergoes large excursions at the low frequency range, nonlinear
distortions are perceived as low-frequency artifacts. The sound quality of the test

signals were not compromised at the high frequency range because the nonlinear
distortions influence only the low frequencies. Overall, the attribute Artifacts is the

most influential index to the Total Preference, followed by Fullness and Fidelity.

5. ARTIFICIAL NEURAL NETWORKS

Artificial neural networks. (ANN) ‘consist of a large number of simple
processing units called neurons (Fig. 4). T&e is the input, w, is the weight, b
is the bias ando is output. ©A neuron is-a multiple-input-single-output unit in
which the output signal is usually a“‘non-linear function of the input vector and a
weight vector. Analogous to a human brain, an ANN is capable of learning,
recalling and generalizing from the training data by assigning or adjusting the
connection weights. An ANN is a multi-layer nonlinear filter, which lends itself
very well to nonlinear modeling or correlation. In this paper, we use the
back-propagation algorithms to update network parameters. In the first place, the
ANN is trained by supervised learning rules, where a set of input-output pair are
required for the network training. The input is propagated to the output layer to be
compared with the target output. Then the error signals are then back-propagated
from the output layer back to the intermediate hidden layers to update the weight
coefficients. The preceding procedure is repeated until the error converges to a
small value.

Traditionally, many objective indices such as sensitivity, efficiency, directivity
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pattern, nonlinear distortions, etc., can be used for loudspeaker evaluation. Among
these indices, nonlinear distortions have direct impact on the perception of timbral
quality produced by loudspeakers. Four types of nonlinear distortions
(HD,,HD,,IMD,,, andIMD, | were used in this study. In the following, we shall
use an ANN to correlate the objective nonlinear measures and the subjective attributes.
Four nonlinear distortion measuré$iD,, HD,,IMD,, andIMD, | serve as the inputs

to the ANN, whereas four subjective attributes (Fidelity, Fullness, Artifacts and Total
Preference) serve as the outputs to the ANN. Next, we applied multiple regression
analysis to examine the influence of th¢D,, HD,, IMD, and IMD,on Total
Preference (Table 4). The correlation coefficienthdd, is -0.8864, implying that

HD, is a more prominent index than the other indices. However, the significance
values of HD,, IMD, and IMD, are 0.7887, 0.1123 and 0.8429, respectively,
which are greater than 0.05." This indicates that the difference among these three
indices is not statistically ‘significant.© The ANN is used to correlate the objective
nonlinear measures and the subjective attributes. The four nonlinear distortions
(HD,, HD,, IMD, and IMD,) were all considered in the ANN. A three-layered
feedforward network used in the work is shown in Fig. 5. The network is comprised
of an input layer of four neurons, a hidden layer of fifteen neurons, and an output
layer of four neurons, respectively. The activity functions at the hidden layer and

output layer are the logsig function and the poslin function, as defined by

logsig: f (X) = 17

gsig: f (X) i (17)
f(X)=x,x=0

poslin: () =xx (18)
f(x)=0,x<0

where x is the input andf(x) is the output. In Fig. 5, the ANN operations are

defined by

11



a= > logsigly; xx +h) (19)

15
y = poslin xa+b,) (20)
k
where a is the hidden layer ,x is the input of the nonlinear distortions

HD,,HD,,IMD, and IMD,, w, and w, are the weightsy, and b, are the bias

1j

units, and y is the output of the subjective attributes, Fidelity, Fullness, Artifacts and
Total Preference. Fifteen nonlinear loudspeaker models (Table 5) were used to
generate stimuli for the listening tests. The results of the listening tests are
summarized in Table 6. Ten groups are selected to train the ANN, whereas the
remaining five groups serve to verify the network. The output of the ANN is

compared with the target listening test dearor = Output ~Target

)in Fig 6. The

network yields satisfactory-accuracy since the error between the prediction and the
target output is quite smalk(*10%).

To justify the ANN, we-conducted an out-group test using another loudspeaker B.
The experimental arrangement of-the in-group and the out-group test are the same.
There were fifteen experienced subjects participating in this test. The participants
were instructed with definitions of the subjective attributes and procedures before

the test. Loudspeaker B is a 10cm woofer with the fundamental resonance

frequency 60 Hz. The objective test procedure follows the IEC 602&8-5,4U ,,
f,=f,,and f,=8.5f,. The bass tone input voltade¢, was chosen according to

the rated power of the loudspeaker. Four nonlinear models were generated using
loudspeaker B and were subjected to another out-group listening test along with the

reference and anchor signals as defined previously. The objective measurement

(HD,, HD,, IMD, and IMD,) of the four nonlinear models serve as the input,

whereas the results of the listening test serve as the target output to the ANN, as

12



summarized in Table 7 and Fig. 7. The result of comparison is summarized in Fig.

Output —Target
5

grades than the other cases because of itsHBy IMD, andIMD, values.

8 (Error = ). We observed in Fig. 7 that Case3 received higher

Conversely, the Case 4 received the lowest grades due to its higbgstandIMD,

values. The errors of prediction are mostly below 10% except Case 4. From the
in-group and out-group test results, it is also o= that the high-grade cases
usually yield low nonlinear distortion level (<10%), while the low-grade cases

usually yield high HD, ,HD, levels.

6. CONCLUSIONS

This paper presents an ANN-based inference engine for correlating objective
nonlinear measures and subjective timbral attributes. Fifteen nonlinear loudspeaker
models of loudspeaker A created using the large-signal model served as the stimuli in
the objective and subjective tests, respectively. /The objective data and the subjective
data obtained using these fifteen nonlinear-models served as the inputs and outputs in
the training and the in-group verification of the ANN. The errors of the in-group test
between the predicted output and the target output are quite sdl0¢o).
Another out-group test was undertaken using loudspeaker B to further verify the ANN.
The results inferred by the neural network were in good agreement with those
obtained using numerical prediction. The errors of the out-group test between the
predicted output and target output are mostly betbif®)% except Case 4. From
the results, high-grade cases usually have low nonlinear distortion level (<10%),
while low-grade cases usually have higdD,, HD, levels. This ANN-based
loudspeaker assessment system provides a cost-effective solution for loudspeaker

diagnostics without have to conduct listening tests.
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7. APPENDIX
Design of a MEMS microphone using SA method

This work aims to design of a MEMS microphone using SA method. The first
part of appendix introduces the MEMS microphone models: the quasi-static model
and the linear dynamic model. The second part of appendix is SA method of optimal
design.
7.1. Quasi-Static model

Quasi-Static Analysis is used to calculate the deflection of the plate and the
maximum DC bias voltage can be applied. Firstly, a simple structure of MEMS
condenser microphone is considered [21]-[23].

Considering the bending moments on a small part of the phatg, the
equation of equilibrium reads [24]

2 2 2
°’m, 0 Mxy+a My:—p (21)
x> oxdy oy’

where p(x, y) is the externally applied loadsM,, M, and M, are bending

Xy

moment given by

h3 0°w, 0°w
M. = _TZ[C“ o o ayzdj 22
h3 0w 0w
My :_sz(czl o T C ayzdj @9
h3 0°w
M =-%C d 24
Xy 6 44 axay ( )

W, (x, y) is the plate thicknessC,, =C,,, C, =C,,, and C,, are material

constants of the plate given by

E Evu E
Co=1,2" Cu= (25)
U
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where E and v are the Young’s modulus and the Poisson’s ratm, is the

built-in stress. The plate equilibrium equation is written as

0'w 0'w 9w,
Cn?‘;d + 2(Clz + 2044) axza;Z + 11 6y4d (26)
_12 0°w, . 0w,
T PO o oy

The electrostatic loads between the diaphragm and the back-plate has been

derived as force per unit area

£d£O V2
ba
2(h, +&,(h, —w,))

Py (X, Y) = Kigies (27)

where £, and &, are the relative permittivity and vacuum permittivity of the
diaphragm materialh, and h,_are the thickness of air gap and the thickness of the

diaphragm, K is the scalar factor.

holes

The whole system is-.considered as

64
C it +2(C,+ 2C,)

X4

a*w, 0w,
+
oxeoy’ ooy’

_12 0°w, | 0w,
_$ psp+ pel +Udhd axz + ayz

where p,, is the sound pressure. Only a quarter of the diaphragm should be

(28)

evaluated since the structure is assumed to be squared and symmetric. The boundary

conditions on the edges is given by

ow, (X,
w, (x, y)=—da( y)=O (29)
X
Finally, we arrange the linear equations of comprehensive discrete points and

boundary conditions into a matrix from is as follows

AWy =P, + Py (30)

The procedure is started with initializindly as a zero vector. Therp, is
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calculated. Oncep, is evaluated, Eq. (30) is calculated again to acqwge If

the center deflection of the diaphragm is greater then the thickness of the air gap, the
diaphragm and back-plate are attracted each other. If the structure is not collapsed,
to determine the solution is converged or not. Until the solution is converged, this
procedure is terminated. Flow chart of the iterative procedure of FDM method is

shown in Fig 9.

7.2 Linear Dynamic Model

The basic structure of the condenser microphone consists of a diaphragm, a
perforated back plate, an air gap and a back chamber. The dynamic behavior is very
complex in that it involves actions-and interactions in and between three different.
The different fields include the acoustical, mechanical and electrical domains.

1. The acoustical radiation impedance of a baffle piston

0441p,c
Ry = # (31)
Lm
594L°
M ptmn
JoNe
2 = L—‘%n (33)
80,
= 34
Sy el (34)

where p, is the density of the airc is the sound speed in ait,, is the side
length of diaphragm.
2. Modeling of the air gap
The resistance and mass in the mechanical domain has been derived by Skvor
[25]. Skvor considered the air gap is a non-compressible laminar flow because the

compliance is small enough to be neglected.
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_122n10°

R, = =3B (35)
2
= (36)

37
8 016° 0204° (37)

where 7= 186x10° Ns/nf is the dynamic viscosity of aira, is the half side

length of the square holes.
3. Modeling of the air in the acoustical holes
To consider the holes are like narrow slits [26]. The mechanical resistance and

mass of the air in the acoustical holes are

127h
24p,h,a,"
=——2 1 39
"R (39)

4. Modeling of the air in the back chamber
Because the air in the ‘back.chamber is compressible, it is considered as

acoustical compliance.
Vv
2
PoC

whereV is the volume of the back chamber.

Cy. = (40)

By the above equivalent circuits, we can illustrate the acoustical system in the
fig. 10.
5. Modeling the diaphragm

Assume that the diaphragm is clamped at the boundary. We only consider the

mechanical mass and compliance of the diaphragm.
32

C = 41
MD n_ea_d hd Lfn ( )
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Mo = oghy L3, (42)
where g, is the built-in stress angb, is the density of the diaphragm material.

Fig. 11 illustrates the analogous circuit of the diaphragm and electrical circuit,

the mechanical-electrical coupling factor as follow

CEO
G == (43)
CEM
L2
CEO = Kholes £b£d£0 - (44)
hagbgd + hb‘gd + hd ‘gb
h, —w
Cgy =21 (45)
EM \/ba
C., Is the capacitance of the plate caused by DC bias voltage,
The mechanical compliance has to be modified by
C:,C
K? = —Eé D (46)
and
, _ C
Cio = 1z (47)

where K? is called electromechanical coupling factor. Finally we combine

acoustical, mechanical and electrical system. The whole analogous circuit is

illustrated in Figure. 12 .

7.3 SA method

In order to improve the performance of a condenser microphone, SA method
[27]-[29] is utilized to optimize the main parameter of diaphragm length),(
diaphragm thicknessI{ ), the number of the acoustic holds J and holes side length

(L,). Then the performance indices of sensitivity and bandwidth can be improved.

In addition, the design variable and the constraints are given in the following

18



inequalities:

750 (um)< L, < 1500 (um
1(um)<T, < 2.5(um)

64< N <196

15 (um)<L, < 30 (um)

(48)

The SA algorithm is a generic probabilistic meta-algorithm for the global

optimization problem, namely, locating a good approximation to the global optimum

of a given function in a large search space. The major advantage of the SA is the
ability of avoid becoming trapped in the local minima. In the SA method, each state

in the search space is analogous to the thermal state of the material annealing process.
The objective functiors is analogous to the energy of the system in that state. The
purpose of the search is to bring the system. from the initial state to a randomly
generated state with the minimum-objective function. An improve state is accepted
in two conditions. If the-objective function is decreased, the new state is always
accepted. If the objective-function is increased and the following inequality holds,

the new state will be accepted: [29]
P=exp-2)>y, (48)

where P is the acceptance probability functioAG is the difference of objective
function between the current and the previous stafess the current system
temperature, and/ is a random number which is generated in the interval (0,1). In
the high temperatur@, there is high probability? to accept a new state that is
“worse” than the present one. This mechanism prevents the search from being
trapped in a local minimum. As the annealing process goes oh @ecteases, the
probability P becomes increasingly small until the system converges to a stable
solution. The annealing process begins at the initial temperdtussnd proceeds

with temperature that is decreased in steps according to
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Tk+1 = aTk ! (49)
where O<a <1 is a annealing coefficient. The SA algorithm is terminated at the

preset final temperaturd,. In the MEMS microphone optimization, we choose

T =1000, T, =1x10°, and a =0.95.

In our problem, we wish to maximize the sensitivity and bandwidth of a MEMS
condenser microphone. The goal is set up for the design optimization. It is hoped
that the SPL in the working range is maximized, and the cut-off frequency is on

19-20k Hz. The compound objective functiéh can be written as
G:|20000— BW|X\A{L+|SEN|XW2 (50)

where w, and w, are the weighting constanty(=0.01 and w,=0.05),BW s
the bandwidth an&8EN is the .sensitivity. 'With the SA procedure, the optimal
solutions of diaphragm length; diaphragm thickness, acoustic holes number and the
side length of the holes are 770um, 2.2um, 196 and 25um. The sensitivity and

bandwidth of the MEMS microphone are -55.896V/Pa (dB) and 20.24kHz.
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Table 1. The relations between nonlinear causes and symptoms of moving-coil

loudspeakers.
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Table 2. The MANOVA output of the listening test for the fifteen nonlinear

loudspeaker models. Cases with significance vaukelow 0.05 indicate that

statistically significant difference exists among all cases.
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Table 3. Multiple regression of Total Preference in relation to Fidelity, Fullness and

Artifacts.
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Table 4. Multiple regression analysis of Total Preferencedlation to HD,, HD,,

IMD, and IMD,.
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Table 5. Fifteen nonlinear models with variations on speakarameters of

loudspeaker A. The first ten cases of objective index were selected as the input for

training the ANN.
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Table6. The target output (listening test result) of theMN The first ten cases of

objective index were selected as the target output data for training the ANN. The

grading scale ranges from 1 to 5.
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Table 7. Four nonlinear distortionstD, , HD,, IMD, and IMD,, of the

out-group test as the ANN inputs based on the Loudspeaker model B.
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Fig. 1  Electroacoustic analogous circuit of a moving-coil loudspeaker. (a) The

equivalent circuit. (b) The circuit of the thermal model.
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Fig. 2  The flowchart of the modeling and verification procedure for the

ANN-based loudspeaker assessment system
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The result of the listening test for the fifteen nonlinear loudspeaker models.

The means and spreads (with'95%- confidence intervals) of the grades are indicated in

the figure.

respectively.
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Fig. 4  The schematic of the neuron. The symaglis the input, w, is the

weight, b is the bias, ando is output.
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Fig.5 The structure of the back-propagation ANN. The syn#dk the

hidden layer, a hidden layer of fifteen neurons, is the input layer of the nonlinear

HD,, IMD

2 and

distortion measureg_lDZ’ IMD; : W

i and Y% are the weights,bl

and b, are the bias units, and is the output of the subjective attributes: Fidelity,

Fullness, Artifacts and Total Preference.
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the ANN and the subjective data obtained from the listening test for the last five cases
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The out-group test result of the listening test for the four nonlinear

models and the grades, respectively.
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Fig. 8  The results of the out-group test of the ANN based on the Loudspeaker
model B. Total preference, Fidelity, Fullness and Artifacts predicted by the ANN

and the subjective data obtained from the listening test are compared.
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Fig. 9  The flow chart of the iterative procedureni FDM method for the coupled

equation system
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Fig. 12  The comprehensive system combines the acoustical, mechanical and

electrical system.
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