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ABSTRACT

During the past two decades, license”plate Tecognition technique has been
increasingly developed and widely ‘used-in-diverse applications such as intelligent
transportation system (ITS), electronictoll-collection systems (ETCS), image
enforcement system, etc. However, some practical problems impair the recognition
rate, such as varying illumination outdoors, blurring image of a moving vehicle, dirty
and fragmented license plate characters, and so forth. This paper proposes a novel
license plate extraction method combined spatial mask method with row differential
analysis procedure to improve the accuracy of license plate extraction and reaches the
accuracy 98.9%. In addition, a robust character recognition method, dynamic
projection warping, which is designed for shifting, paring, and fragmenting characters
is also proposed in this paper and reaches the recognition rate 99.3%. If the proposed
LPR system were implemented by low cost hardware, it could be very popular and

practicable in the related applications.
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Chapter 1

Introduction

During the past two decades, image process technologies have been
increasingly developed and widely used in diverse applications, especially the
Intelligent Transportation System (ITS). One of the most important topics of ITS is
the license plate recognition. License plate recognition systems have been physically
utilized in many facilities, such as the small-scaled private parking systems and the
large-scaled electronic toll-collection systems (ET.Cs). It is known that the algorithms
related to recognizing and detecting processes directly influence the recognition rate.
In addition, some practical problems also impair the recognition rate, such as varying
illumination outdoors, blurring image of a moving vehicle, dirty or inclined license
plates, and so forth. To tackle the above problems, many methods or algorithms have
been proposed [1-7]. This paper will also develop a license plate recognition system
to deal with the varying illumination and blurring problems.

In general, the recognition process of a license plate includes three main steps.
The first step is the license plate extraction, which could be implemented by methods
based on morphology [2,3] and neural networks [4]. The second step is character

extraction, where several techniques have been developed, such as histogram of



projection of edge onto vertical and horizontal axes [5]. For the third step, character

recognition, several algorithms have been also suggested, such as algorithms fulfilled

by template matching methods [6] and neural networks [7]. Next, two main problems

and the system flowchart will be expressed in this chapter.

1.1 Problem Statements

While the license plate recognition systems operate outdoors, it is easily

perturbed by illumination variation or the complex texture of vehicles. Unfortunately,

these disturbances will decrease theirecognition accuracy. In order to design a robust

license plate recognition system, it'is necessary to analyze the disturbances and two

important problems to be dealt with are*proposed as-following:

1.1.1 The disturbances caused by the vehicle headlamp or radiator

The overall performance of license plate recognition would be highly affected

by the license plate localization, which is the first stage of process. Some spatial

masks have been proposed to strengthen the feature of license plate and apply

histogram methods to detect its position. However, the vehicle headlamps and radiator

often shows similar features like a license plate and then the algorithms could easily

fail to locate the real license plate. Hence, how to ameliorate the disturbances resulted

from the headlamps and radiator becomes an important problem.



1.1.2 The disturbances caused by the illumination variation and complex texture

of vehicles

In an outdoor environment like roadways or highways, the complex texture of

vehicles and the varying illumination easily cause the extracted character image to be

vague. The same problem also exists when a license plate is dirtied. As a result, the

extracted characters will be over-segmented or under-segmented, which will reduce

the recognition accuracy of the extracted characters. Therefore, it is also an important

topic how to cope with the above problem to make the character recognition robustly

is also an important topic.

In order to improve the 'above drawbacks; this paper employs the row

differential analysis method to reject the disturbances caused by the vehicle headlamp

or radiator, which will be introduced in next chapter. In addition, an efficient

character recognition approach incorporated with Dynamic Projection Warping

methods will be developed in chapter 3.



1.2 The flowchart of proposed system
The algorithms of the proposed license plate recognition system in this paper
are implemented by C language. They can be separated into three groups, license plate

extraction, character extraction, and character recognition, which are all shown in the

system flowchart Figure 1-1.
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Chapter 2

The License Plate Extraction and Character Extraction

2.1. Introduction

Generally speaking, the procedure of license plate recognition system usually
consists of three main steps, license plate extraction, character extraction and
character recognition. Being the first step of vehicle license plate recognition system,
the accuracy of license plate extraction directly affects the performance of the whole
system. Therefore, the accuracy ofslicense plate extraction should be dependable in
this step.

In the past two decades, séveral-techniquesof license plate extraction had been
proposed such as color extraction method [8], symmetry [9], vertical edges [10],
spatial mask [11] [12], and so on. In the real system, the proposed method has to be
robust to various vehicles and complex environment. The color extraction method is
not stable to various vehicles, especially to the white vehicle which has the same color
as the license plate in Taiwan. The general symmetry transform method [9] which can
reach the accuracy 93.6% has a impracticable computation cost, about a half minute,
to apply to the real system. And the modified general symmetry transform method [9]

which cost more than one second to extract out the license plate is still not suitable in



the real system. The vertical edge matching method is good to the specific visual
image which focuses on the license plate reliably. However, it is not easy to be stable
in the complex environment with complicated background, which contains a large
amount of vertical edges. Spatial mask method [11] [12] which is an efficient method
of roughly extracting the license plate has an acceptable accuracy about 95%.
However, the vehicle headlamps and radiator often shows similar features like a
license plate in this method and then the algorithms could easily fail to locate the real
license plate. Hence, how to ameliorate the disturbances resulted from the headlamps
and radiator becomes an important.problem. In-this chapter, an improved license plate
extraction method which combines spatial mask method and row differential analysis
procedure that will be introduced later*has been proposed. After a successful license
plate extraction, the row differential analysis procedure is still helpful to searching
character’s group. Then, by utilizing the projection method, characters can be
extracted by its characteristics such as width, height, aspect ratio, the numbers, etc.
Through a compensation of inclined license plate, each character will be normalized

into 30x15 pixels for recognition.

2.2. Spatial Mask

When the license plate recognition system obtains a grey level image, the first



goal is to extract out the license plate, which is regarded as a white rectangular metal
plate and contains a character set including two alphanumeric characters and four
numeric characters. The spatial filter method has been widely adopted in the step of
license plate extraction [11], which requires a spatial mask to filter out character
vertical strokes. Usually, the character stroke is about 5 pixels for a license plate of
110x40 pixels, which is the resulted image in our research. Figure 2-1 illustrates the
distribution of a character vertical stroke in gray level image. Hence, a spatial mask
h(k) is designed to enhance the black vertical strokes from the white background is
shown as below

h(k)={1 -1 -1 e -1 -1} (2.1)
where K is an integer and —4 <k <4 “Let fbe the original grey level image and g be
the image in the spatial domain, the relationship between f and g can be expressed as
below

a(x)= Zhf (k) 22)
where f(x,y) represents the grey level at the point (x,y). Figure 2 illustrates the

original grey level image and the image in the spatial domain.



Figure 2-2. (a) Original car images.  (b) Images of operation with spatial mask



2.3. Moving Average

In this section, the moving average method which is adopted as the pre-process
of license plate extraction will be introduced. In Figure 2-3(a), most pixels of the
character are enhanced, but still many pixels of background are also enhanced. To
remove the undesired noise from the image, the moving average method which
consists of two main process, smoothing and binarilization, is usually employed. The

smoothing operator represented as

111
M =% 111 (2.3)
111
which is usually employed as a fow-=pass filter to smooth images.
The image h’ after the moving average‘operation can be stated as following.
1& ¢ . .
W y)=5 2 2 9lx+iy+]) (2.4)

i=—1j=—1

To transfer the image h’ to binary, a threshold T has to be chosen first. For different
lighting conditions, the threshold T should be different to make the best performance.

Therefore, a dynamic threshold T is chosen as below,

T =p*maxg(x,y) (2.5)
X,y

where p=0.1 isan experiment value. Applying the dynamic threshold to h’ as as

h(x, y)={

0 Lifh(xy)<T

2.6
255 ,if h'(x,y)>T (26)

where h is the binary image obtained from the binarilization of h and some binary

10



images that are processed moving average are shown in Figure 2-3(b).

[T R

I

1

Figure 2-3. (a) Input images. (b) Results of moving average
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2.4. License Plate Candidate Segmentation

Generally speaking, no matter what kind of car is, the license plate is mounted
in the lower part of a car. Because of this property, searching license plate in the
direction from the bottom toward the top of input image could be easier and more
efficient. It would be better to say that the lower part of image has few noises such as
lamps, symbols, radiators, etc. Base on this concept, a method called projection
extraction method is used to rough license plate segmentation and the y-axis
projection of image such as Figure 2-4 is usually used to searching the vertical
position of license plate. In this paper, the propesed system is focus on the range of

are of license plate is from 90x30 pixels to 130x50 pixels. Consequently, given Figure

2-4 as an example, if the distance from detected license plate bottom P, to

bottom

detected license plate top P,

op 1S greater than 20 and the projection accumulated

value of each row exceeds 30, the range from detected license plate bottom to top will

be considered as the y-axis position of license plate. By utilizing the x-axis projection

of the selected vertical range of image, the detected license plate left B, and

detected license plate right P, will be selected as below,

159

Per = Q})ggg)gx _Projfi+ j] 2.7)
Pright = Pleft +160 (28)

where X _Projfi] is the accumulated value of i-th column of the selected vertical

12



range of image. To avoid the failed segmentation, the license plate candidate, Figure

2-5 is given as examples, of size 160 x 60 pixels is chosen with the boundaries P,

Potoms Per @nd Py, where P and B, are selected as below,
1 ! !
Ptop = E (Ptop * Fhottom )_ 30 (29)
1 ! !
Pbottom = E (Ptop + I:)bottom )+ 30 (210)

TRLL

i1

Ty P

left right

. M wall
bl IR N

Figure 2-4. Rough license plate segmentation by projection

H341 20Tl

Figure 2-5. License plate candidates

However, sometimes the proposed method segments an incorrect license plate

candidate such as lamps, radiators, etc. shown in Figure 2-6. Therefore, this paper also

13



proposed a procedure which will be introduced later to verify whether the candidate

possesses license plate or not is necessary.

-

Figure 2-6. Incorrect license plate candidates

2.5. Row Differential Analysis Procedure

When the license plate candidate region was generated, a novel method, called
row differential analysis procedure, will be used to verify whether the candidate
region possesses license plate or:not: Actually, the row differential analysis procedure
verifies the candidate region by-the configuration of the license plate and the stroke of
characters in it. First, the candidate=region' can be defined as f(xy) where
XE[Pleﬁ,PrightJ and ,ye[Pmp,PbmmJ. The row differential analysis procedure will

take the differential operation from P, to P

igne 1N €ach line and line by line from

P

top

to P,.m. The rising edge and falling edge of each line will be detected

simultaneously and the piece of character exists from falling edge to rising edge.
Figure 2-7 illustrates the grey level curve of the row which crosses the license plate
characters. Sequentially, it is necessary to record the length I ; of each piece k of
character and gather the statistic of the quantity N; of piece of character in each line i.

Due to the character of registration number, different stroke width will be assigned a

14



corresponding weight value as
0,as I <L.orl;>L.
w(l ;) =1Las Ly, <l <Liresno (2.11)
2,as L

reshotd < T < Lina

where w(ly;) represents weight value according to different length Iy ; in k-th piece of
i-th line. Lmax, Lmin @nd Linreshold are threshold of length and their experiment value are
about 22, 2, 7 pixels respectively. Figure 2-8 and Figure 2-9 show the pieces with

positive weight of several license plate candidates.

The grey level curve
of the i-th row

1 1 1 1 1
— o d o _______!I

SD----|--_-|---|---|---|---|---|---|---|---|-_-_- ETRE T T
O 10 20 30 40 50 BO 70 80 90 100 110 120 130 140 150  x-axdis

Figure 2-7. The grey level curve of the i-th row
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Firgure 2-9. (a) incorrect license plate candidates (b) processed images
According to the record of length ly; of each piece k of i-th line, a statistic G;
which sums up the weight values is defined as (2.12)
G =S wi,) 2.12)
If the i-th line of license plate candidate region exists license plate, the value of the
statistic G; and the quantity N; will be restricted to a range. For a ideal license plate
image with no disturbance the range is from 6 to 13. However, a real system contains

disturbances more or less, the range 4 to 20 instead of the ideal range is used in the

16



proposed system. In other words, if the value of the statistic G; and the quantity N; of

a license plate candidate satisfies the restriction, it will be considered that the i-th row

crosses the license plate. If a row group can be considered crossing a license plate, the

license plate candidate region could pass the RDA procedure such as the three

candidates shown in Figure 2-8. It means the vertical range of license plate has found

and the license plate detection will be stop. Furthermore, the position of x-axis can

also be found by the projection of in the vertical range of the image which is

processed by RDA procedure. Figure 2-10 shows three character group images

extracted from license plate candidates. Otherwise, next license plate candidate region

will be verified until the whole‘image is searched comprehensively. Figure 2-9 shows

two examples which are segmented as'license plate candidates are rejected by RDA

procedure.

" 070856 =

Figure 2-10. Extracted character group
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2.6 Binarilization

After extracting the character group from the rough license plate, the
binarilization process is usually employed as the pre-process of character extraction.
Nevertheless, for different lighting conditions to have a best result the threshold
should be different. Many methods of choosing the threshold from a grey level image
such as binarilization by average, Ostu’s method [13], etc. According to the grey level
distribution of extracted character group image, three examples are given in, the
threshold used in this paper is a dynamic value, which is selected by the following
steps. Suppose the extracted charaecter group image, denoted as f(x, y), with mxn
pixels, each pixel can be classified to either-higher grey level class H or lower grey
level class L, and the number of.pixels'in"His equal to L. Let o,, and o, be the
average grey level of H and L respectively, the threshold T is selected as (2.12) and
the binary character group image R can be obtained from (2.13).

T =%(GH +0o,) (2.12)

R(x, y)={

255 if f(x,y)<T

0 Lif f(x,y)>T (213)

Three examples of binary images are shown in Figure 2-11.

18
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Figure 2-11. the grey level distribution of character groups and the related binary

images.

2.7 Character Extraction by Projection Method

Projection method [14] calculates the number of pixels with the grey level 255
of each column, called column accumulated value, in the binary character group
image. The vertical projection curves of three examples are shown in Figure 2-12. In

the conditions with few disturbances, the column accumulated value will be equal to

19



zero when the column contains no character. This kind of column will be considered

as the division columns of characters. In the practice, columns with the column

accumulated value that tends to zero and is a local minimum will be considered as the

division columns of characters and each character can be extracted by these division

columns.

the x-axis projection
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Figure 2-12. the x-axis projection of binary character group images

Since the characters extracted out from different license plates are generally in

20



different sizes which will make the character recognition more difficult, it is

necessary to normalize the characters to a fixed size. By using the normalization

method, all the characters processed in this paper is normalized to 30><15 pixels each,

such as the character templates in Table 2-1. However, the images received by CCDs

often contain undesired noise caused by varying illumination, blurred effect, dirty

plate, and fragmented characters. As a consequence, it is rather difficult to perfectly

extract the characters out, and most importantly, the recognition rate may be reduced

to a certain level. To tackle the above problem, this paper proposes a new method,

called dynamic projection warping (DPW), which will be introduced in the next

chapter.
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Table 2-1. Normalized character templates

Character Template Character Template Character Template
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2.8 License Plate Recovery and Inclined License Plate Compensation
When characters are extracted out, some additional and necessary information
of license plate and characters are also obtained. Given Figure 2-13 as an example of
license plate recovery [15], if any boundary of character is on the boundary of the
extracted character group image, it means that perhaps some pixels of the character
are outside the character group image. Consequently, that boundary of character group

image will be extended one pixel and characters will be extracted by vertical

22



projection division method again. Repeat the above until every character is
well-extracted.
{D-8656mmd /D-8656
Figure 2-13. License plate recovery

Due to the angle of camera capturing images, the extracted license plate is
sometimes inclined with a small angle less than 10°. In order to have a better
character recognition rate, an inclined license plate compensation procedure [2] is
required. Let R, be the inclined license plate with its width w, and let (x;,y,) be
the center of R . In addition, let Dy be the height difference between the centers of
the first and the last characters of - R,. Then; the compensated license plate image
R, can be obtained from the following equation. Figure 2-14 shows the example of

inclined license plate compensation.

RU(X,y)=R, (X, y—(x—x,)*Dg /wy) (2.14)

¥2-3750mmdlV2-3750

Figure 2-14. Inclined license plate compensation
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Chapter 3

Character Recognition Based on DPW

After a successful license plate extraction and character extraction, the
following step, character recognition, is a very important part in the LPR system.
Dynamic Projection Warping method, called DPW, proposed in this paper is to
recognize character robustly. In the beginning, what kind of method DPW is and why
use DPW for recognition will be expressed first. Then, what kind of feature vector
chosen in DPW will be stated. In,the third section, dynamic programming, a main
technique of DPW, will be introduced. In“the~last the complete algorithm with

assumptions and some analysis will be‘explained in-detail.

3.1. Motivation

Generally speaking, basic recognition method of recognizing the license plate
characters could reach the recognition rate, 80% per character, for example 85% per
character for the template matching method. However, the above recognition rate is
only for well-extracted characters. In practice, it is often hard to extract the license
plate characters perfectly in outdoor environments, like roadways or highways.

Although several methods have been proposed and obtained better results in character

24



extraction, there is still no one can promise to always get well-extracted characters.
Some characters will be over-segmented or under-segmented under certain conditions,
especially for the soiled characters, the dirty license plates, the blurred or over
exposed license plate images, and so on. These characters usually have fragmented
strokes, undesired shifted image, pared character images, or unwell-normalized
images, etc. The recognition rate of these characters may be reduced to less than 70%
per character for basic recognition method. Therefore, how to cope with the above
problem is an important topic to make the character recognition robustly. The
proposed method, Dynamic Projection Warping;.which reaches the recognition rate

99% of character recognition in-LPR system,would be introduced in this chapter.

3.2 Feature Vector of Character Recognition

Dynamic projection warping, called DPW in brief, is proposed to cope with the
uncertain character boundaries and the unwell-extracted normalized characters which
are shifted, pared, fragmented, etc. The basic concepts of DPW are choosing
projection accumulated vector of characters as feature vectors and applying these to
dynamic programming method for recognizing characters. This section introduce why
choose the projection accumulated vector as the feature vector.

After the normalization, suitable feature vectors, which represented by a set of

25



character features, have to be adopted for describing the character patterns that will be

recognized. Projection accumulated vectors which reduce the dimension from 2-D

image to 1-D curve are often adopted to be feature vectors in many LPR researches

[16]. It is simpler to cope with a 1-D curve and has less computation cost. Hsu, Lin,

Mar, and Su proposed Grey Relation Grade Analysis [16] as the recognition method

adopts the Normalized Column Accumulated Vector, NCAV in brief, as the feature

vector of the character for recognition. The Normalized Column Accumulated Vector

(NCAV) is defined as

CAV(i)= Zn:chr[i][j] (3.1)
=1

NCAV(i):% (3.2)
2.CAV(j)

where chr, m>n pixels, 30x15 pixels for this paper, is the binary image of the

extracted character and chr[i][j] is the binary value of pixel (i,J). By using NCAV, 30

><1 in this paper, as the feature vector of the character, the character recognition is

fulfilled by the grey relation theory. However the recognition rate 72% and the

improved recognition rate 94% are both not suitable for a real system. In case

characters such as “M” and “N”, “U” and “H”, etc. which have similar feature in the

accumulation space easily failed in recognition. Besides images encounter shifting,

paring, fragmenting, etc., directly make the recognition failed. Although NCAV which

makes characters more ambiguous in accumulation space, it utilizes the accumulated
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value, which is more robust to the random noise, as the features of a character. Hence
it is necessary to propose another robust recognition method to improve the
recognition rate by using the accumulated vector as the feature vector.

In order to overcome the above problems, this paper proposed a method called
Dynamic Projection Warping, DPW in brief. It uses Projection Accumulated \ector,
PAV in brief, as the feature vector, which can be decomposed into Column
Accumulated Vector, CAV in brief, and Row Accumulated Vector, RAV in brief,
defined as
RAV (i) 2 ehrfi il

j=1

CAV(i-n)= %chr[k][i ~30]

F

PAV (i) = (3.3)

It is easy to find that CAV is a 15> 1 vector and RAV is a 30><1 vector. Consequently,
PAV is a 45>1 vector. Figure 3-1 and Figure 3-2 illustrates the RAVs and CAVs of
each reference. With the use of PAV, the dimension of the characteristic vector is
extended to 30+15=45. Consequently, the higher dimension makes the recognition

easier and enough to classify different characters.
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Figure 3-2. The CAV curve of each reference character

28



3.3 Dynamic Programming Technique

In this paper, the PAV is chosen as the character feature vector, which has been
discussed in the previous section. Here, dynamic programming technique that plays
an important role for character recognition will be proposed. Dynamic programming
technique has been extensively used in many fields such as speech recognition [17],
optimal control [18], etc. Besides, dynamic programming technique has been also
applied to character recognition in this paper.

To illustrate the applicability of character recognition, a typical problem,
called the optimal path problem, will be statedand discussed here. An example to
explain the fundamental concept of the optimal path-problem is given in Figure 3.3,
which consists of N points labeled orderly from 1 to N. Besides, the cost moving
directly from the i-th point to the j-th point in one step is represented by a nonnegative
function g(i ,j). The path from point 1 to point i may have many selections and leads

to different costs. As a result, there should exist a minimum cost, denoted as ¢(L,i).
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*4

w(l.i)=¢(12)+¢(25)+¢(5,i)< i;(l’,i)

Figure 3-3. The mintmum cost related‘to the optimal path
Using traditional terminology,.the“decision rule for determining the next point
to be visited after point i is called @ai*“policy”. Since the policy determines the
sequence of points traversed from the (fixed) originating point 1 to the destination
point i, the cost is therefore completely defined by the policy and the destination point
i. The question is what policy leads to the function (p(l,i).
This principle of optimality, which is the basis of a class of computational
algorithms for the above optimization problem, is according to Bellman [19],
An optimal policy has the property that, whatever the initial state and decision
are, the remaining decisions must constitute an optimal policy with regard to the

state resulting from the first decision.
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To put Bellman’s principle of optimality into a functional equation suitable for
computation algorithms, consider first moving from the initial point 1 to an
intermediate point j in one or more steps. The minimum cost, as defined, is (0(1, j).
Since moving from point j to point i in one step incurs a cost ¢(j,i), the optimal
policy, which determines which intermediate point j to pass through, (should one exist)
satisfies the following equation

#(1,1)=minfp(1, )+ ¢(i,i) (3.4)
Generalizing (3.4) to the case in how to obtain the optimal sequence of moves and the
associated minimum cost from any,point i to any other point j, the following equation
can be derived from (3.4)

oli, j)=minfp(i,1)+ {1, j)] (35)
where (o(i, j) is the minimum cost from i to j in as many steps as necessary. (3.5)
implies that any partial, consecutive sequence of moves of the optimal sequence from
I to j must also be optimal, and that any intermediate point must be the optimal point
linking the optimal partial sequences before and after that point.

To actually determine the minimum cost path between points i and j, in any

number of steps, the following simple dynamic program would be used:

o, (L1)=¢(11) 1=12,...,N

goz(l,l):mkin[g(l,k)+g(k,l)] k=12,...,N
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1=12,...,N

605(1,'):mljn[g(l,k)+g(k,l)] k=12,...,N
1=12,...,N
= ¢li, j)= min ¢ i, ) (3.6)
where ¢, (i,I) is the s-step best path from point i to point I, and S is the maximum
number of steps allowed in the path.

For a well-known aircraft routing problem illustrates in Figure 3-4, a, b, c, ...
represent cities, and the numbers represent the fuel required to complete each path.
Using the principle of optimality: the minimum-fuel problem could be solved easily.
First each minimum-fuel cost, (p(i, j), can be obtained by (3.6). For example,

o(a,e)=min[c(a,b)+¢(b,e)c(ae)sa d)+s(d e)]=4 (3.7)
(p(a,e)z 4 can be obtained as above. Because any partial, consecutive sequence of
moves of the optimal sequence from i to j must also be optimal, the optimal path

which is illustrated in red with the minimum-fuel cost from city a to city i, ¢(a,i)=7,

can also be obtained.
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a > b(2) c(D)

d(l)

gi) h(5) i)

Figure 3-4. Aircraft routing network and the minimum-fuel cost

from city a to each other.

3.4 Dynamic Projection Warping

In the previous sections, PAV which represented by a set of projection
accumulation features and dynamic programming technique have been discussed.
This section discusses how to integrated dynamic programming technique with the
feature vector PAV for character recognition. The first subsection states that how to

apply dynamic programming technique to the PAV for character recognition. Next,
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consider the disturbances of real LPR system, some constraints is proposed to
constraint the “path” discussed in the previous section. Combining these constraints,
the DPW method becomes complete for character recognition. However, for some
specific characters, the recognition rate isn’t good enough. Last subsection discusses

the modified DPW which can reach a excellent recognition rate over 99%.

3.4.1 Fundamental Concepts of DPW

This subsection expresses the integration of dynamic programming and PAV for
character recognition. The pattern ‘recognition. always utilizes either maximum
correlation or minimum dissimilarity classifying- patterns. Traditional template
matching method uses the minimum dissimilarity to determine the recognition result,

that shown in below,

)=|chr[i] j]-ref [i] j]|

(3.8)

d, (chr, ref (k iid
e (3.9)
0= arglmln Chl’ ref (k)))J (3.10)

where chr and ref (k) represent the extracted character image and k-th reference
character image in the database, respectively, d(i, j) is the dissimilarity function of

pixels between two character images, d,(chr,ref(k)) is the total dissimilarity

between two character images, and O represents the output of recognition result. From
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(3.8), it is obvious that template matching method only considers the dissimilarity of
each pixel in the same coordinates between chr and ref. However, when the character
extraction is disturbed by undesired noise, the extracted characters including shifting,
paring, partially fragmenting, etc. will make the character recognition failed.
Therefore, considering the adjacent pixels is necessary.

Before formal introduction of the fundamental concept of DPW, for

convenience, the CAV and RAV of a character respectively denoted as ¢,, and ¢,,,

shown in (3.11).

o, (i)=RAV ( ZChI’[I
PAV, (i)= (3.11)
o,.(i—30)=CAV, (i -30)= Zchr[k i —30]

j=1

The CAV and RAV of reference characters are respectively denoted as ¢, and ¢, ,

shown in (3.12).

9,.(i)= RAV,( Z ref i
PAV,(i)= (3.12)
¢,,(i—30)=CAV,( Z ref [k][i —30]

Ignoring the shifting, scaling, paring and fragmenting of the extracted character
images caused by disturbances, d(i,j), d,(chr,ref(k)), d/(chr,ref(k)) and
d, (chr,ref (k)) will be defined as (3.13), (3.14), (3.15) and (3.16)

=[PAV, (i)- PAV,(j) .i=] (3.13)

30

d,, (chr,ref (k))=>"

i=1

0,0 (i) 0, (i) (3.14)
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15

d,.(chr,ref (k))=>"

i=1

2,0(1)— 9, (i) (3.15)

45

d, (chr,ref (k))=d,,(chr,ref (k))+d . (chr,ref (k))=>"d(ii) (3.16)

=
where d(i, j) is the dissimilarity function of row or column accumulated values
between two character images, d(chr,ref(k)) and d,(chr,ref(k)) represent the
total dissimilarity between two RAVs and CAVs, respectively, and d_(chr, ref (k)) is
the total dissimilarity between two PAVs. , and the output O still can be obtained by

(3.10). In the Figure 3-5, d(chr,ref (k)) can be calculated by summing up each

d(i, j) corresponding to the grid point along the “path”, denoted as P.

J-'l5

14
13
12
11
10

@, (/) ;’

™
dlp.. (1)@, (), i=j

123456?39101112131415f
.. (i)

Figure 3-5. The “path” of (3.15)
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Unfortunately, the extracted character images usually contain more or less
disturbances which cause the images shifted, scaled, pared and fragmented. The
disregard of the effect of disturbances makes the recognition method doesn’t robust to
disturbances and causes a lower recognition rate. Consequently, the “path” has to be
changed when the extracted character image contains disturbance. Nevertheless how
to reasonably and automatically find the “path” becomes a new problem.

An example to explain how to choose the path is given in Figure 3-6, which
illustrated an undesired character image, the under “Z”, which is normalized,
over-extracted disturbances in the deft two columns and under-extracted right two
columns of the upper “Z” in Figure:3-6. It is apparentithat ¢, which is shown below
is almost a curve shifted two columns from~g, .

9,.()=0,(-2) 3<i<i5 (3.17)
Hence, the “path” in Figure 3-5 should be replaced by P’ which is illustrated in Figure

3-7.

37



@yc(f)zn I

i J
?r i) 0

J i
g 5 10

Figure 3-6. A comparison between the reference character and

the shifted character image and their related CAVs.

ending
point

?,.(7) :

dl \ ()0, (/)

'« —heginning point

1 2 3 4 5 6 7 8% 9 10 11 12 13 14 15 §

@ (i)

Figure 3-7. The “path” of a shifted input ¢,
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Figure 3-8 which illustrated another undesired character image is another
example. The under “Z” is also an undesired character image which is normalized and
under-extracted the left four columns. The CAV of the under “Z” can be stated as
(3.18).

15-3

0.(i)= (pyc[(i - 2)*[3}] 1<i<15 (3.18)

Thus, the “path” in Figure 3-5 should be replaced by P” which is illustrated in Figure

3-9.

P e (J) el I

O J
E @, (i) el
I

o 3 10

Figure 3-8. A comparison between the reference character and the

pared character image and corresponding CAV.
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14

ending point

13
12

1 d( e (f): P e (J))
10
9
8
@, () ’

1\

2 heginning point

1 2 3 4 5 & 7 B 9 10 11 12 13 14 15},"
.. (i)

Figure 3-9. The “path” of a shifted input ¢,

Now, the main disturbances, “whichsresulting from character extraction and
normalization such as shifting, paring, and scaling, had been discussed. According to
the above examples, each kind of character image has its related path to map the
corresponding CAV to the CAV of reference image. Each path can be decomposed
into three kinds of path, P;, P, and P3, shown in Figure 3-10. Therefore, these three

kinds of path are chosen as the fundamental types that will compose all the paths after.
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Py Pyt

Figure 3-10. Three allowed sub-path in DPW

3.4.2 Basic Dynamic Projection Warping

In the previous sections all the fundamental concepts and techniques, feature
vectors, dynamic programming.technique, .the.“path”, fundamental paths, etc., had
been introduced, the character recognition method, dynamic projection warping, will
be discussed here.

Dynamic projection warping method is a method that can automatically choose
the optimal mapping way, the “path”, between PAV, and the PAV, of each reference
character image. By utilizing the dissimilarity, which is considered as the cost of a
path, related to the path between PAV, and each PAV, the input character can be
classified to a suitable class by the minimum dissimilarity. The function d(i, j) is
denoted as the partial dissimilarity between two feature vectors and represents the
partial cost of a path when the path goes through the grid point (i, j). Consequently,

each partial dissimilarity d, (i, j) and d.(i,j) have to be respectively calculated as
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(3.19) and (3.20).

d,(i.j)=

gpxr(i)—goyr(jj 1<i,j<30 i,jeN (3.19)

d.(i. )=

0.c(i)=0,,(J) 1<i,j<15 jjeN (3.20)
After defining the partial dissimilarity, the cost of each path, d,,(chr,ref(k)),

d,.(chr,ref(k)) and d,(chr,ref(k)), which represents the entire dissimilarity

extracted character image and k-threference character image can be computed as

(3.21), (3.22), and (3.23),

d, (chr,ref(k))= > d,(i j) (3.21)
(i.eP,

d,.(chr,ref (k)= >d,(i,4) (3.22)
(i.7eP.

d, (chr,ref (k))=d,, (chryref (k))+d. . (chrsref (k)) (3.23)

where P, is the related minimum cost path, from-beginning point to ending point,

between ¢, and ¢, and P is the related minimum cost paths, from beginning
point to ending point, between ¢, and ¢, . By utilizing dynamic programming
technique, the minimum cost paths could be found feasibly with two constraints,

called beginning region and ending region constraint and legal path constraint, which

are illustrated in Figure 3-11. The size of ¢, and ¢, is denoted as T,=30, and T,=15,

respectively. Figure 3-11, which only shows a concept of the two constraints, uses T

to represent the size of ¢, and ¢, .
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L1

J
) / Sx,, (1)

L3
el L4
legal region: |§ |~

Vo2
Yol

-~ .
(1,1) ¥or *o2 /et (1))

Figure 3-11. Thelegal region of the path.

B Beginning region and ending region constraint

For an over-extracted character image which contains several rows or columns of
disturbances which are not a part of the desired character image. The disturbances
may appear in the left, right, top, or bottom. For an under-extracted character image
which is pared several rows or columns of desired character image. The pared rows or
column may also in the left, right, top, or bottom. Reviewing Figure 3-6 to explain the
concepts of beginning region and ending region, the under “Z” in Figure 3-6 is an

example of an over-extracted character image which contains two-column disturbance
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in the left side and is pared two-column in the right side. Therefore, the beginning
point of the path P’, which is discussed before, is shifted from (11) to (31) and the
ending point is shifted from (1515) to (1513). It can be found that the beginning
point is on the line j=1 when the character image is over-extracted. How far away
from the beginning point to the point (1,1) represents the number of columns
over-extracted in left side of character image. To make the DPW robust to
over-extracted character image, the region of beginning point, called beginning region
and denoted as R;,, under the over-extracted condition includes x, beginning
points shows in (3.24).

Ree = {i, i) = LL<i<xg} iy jeN (3.24)
where x, is an experiment value that depends on the reliability of character
extraction step. In other words, if the number of over-extracted columns in the left
side of extracted character image is usually smaller than a constant, x,, then x
will be chosen as the maximum tolerance of over-extracted tolerance of
over-extracted disturbance. Here, the value two of X is selected by experiments.
The same method applying to the right side of extracted image, the parameter Xx.; is
selected two, which equals to x,,. The region of endpoint, called ending region and

denoted as Rg,, under the over-extracted condition includes T¢-x,; ending points

shown in (3.25),
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Rec = {i )i =Te Te %03 <i<Te} i,jeN (3.25)

where T which equals to 15 represents the size of ¢, . If ¢, and ¢, exchanges
with each other, the beginning point of the new path is at (1,3) and the ending point
is at (13,5). It can be found that “an image over-extracted from the other image” is
the same as “an image under-extracted from the other image”. Therefore, by utilizing
the symmetry of i=j, R;, and Rg, under the pared condition can be chosen as (3.26)
and (3.27)

Ry, ={(i, ifi=11<i<yn} i,jeN (3.26)

R, = {i, )i =T..T, — you 9 <T.} djeN (3.27)

Thus, to make the DPW method ‘robust to both over-extracted character image and

under-extracted one, the beginning region and the ending region are defined as below.

RB = RBX o RBy (3.28)

Re =Rg, URy, (3.29)
Applying the same concepts to ¢, , (3.28) and (3.29) still holds. Table 3-1 shows the

important experiment parameters of ¢, and ¢, .
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Table 3-1 The value of important parameters of Rg and Re

Parameter | Experiment value for ¢, | Experiment value for ¢,
Xo1 2 3
Xo3 13 27
Yo1 2 3
Yo3 13 27

B Legal path constraint

In Figure 3-11, the legal region R which constraints the legal path of mapping a
@. to another or mapping a ¢, teanother isfimited by six lines. How to define the
six lines of ¢_ will be stated in detail, and applying the same concepts to ¢, , the six
lines corresponding to ¢, can be selected, too.

Considering a worst case of over-extracted character image in this paper, which
over extracted Xo; columns in the left side and xo3 columns in the right side, the related
path will has an average slope from beginning point to ending point as
T 15

m =m_= :

_— = 3.30
' i Tc — X1 — Xo3 11 ( )

which is the maximum slope legal path. Therefore, the slope of L, and L, m_ and

m,, , are given by (3.30). Considering another worst case of under-extracted character

image in this paper, which under extracted y,; columns in the left side and yq3

columns in the right side, the related path will has an average slope from beginning
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point to ending point as

Tc _Xol_Xo3 _E
: ‘ T 15

c

(3.31)
which is the minimum slope of legal path. Hence, the slope of L; and Ls, m, and
m,,, are give by (3.31). The legal path region is still limited by two lines, Ls and Le,
which are parallel to the line i=j. For general extracted character images, the slope of
corresponding path should equals to 1, which is adopted as the slope of Ls and Le.
However, encountering disturbances, the path will move a short distance from i=j.
The appearance is shown as

(i—X2) < J<(i+Ye,) (3.32)
where both X, and y,, equal to-an-experiment value; X,> = Yo2 = 4. Summing up the

above constraints, the legal region R of*'¢_ ", denoted as Rc, is shown in (3.33).

P j <E(i ~15)+13
11 11

R, =1(i, ] ,%(i—2)<j<%(i—13)+15 i,jeN (3.33)
Jd—4<j<i+4

By utilizing the same concepts from defining R, both x,, and y,, are chosen 6 and the

legal region R of ¢, , denoted as Ry, is shown in (3.34),

§i+3<j<§(i—30)+27
24 24
R, =1(i, ] ,%(i—3)<j<%(i—27)+30 i,jeN (3.34)

Jd—-6<j<i+6
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Combining the two constraints with basic DPW, the complete character
recognition method, called DPW, is shown as three steps below.

B Step 1. Calculate the dissimilarity between two columns or two rows.

d,(i.j)=

(i) =0, (i) 1<i j<30 (3.35)

d.(i. )=

0.i)-p,.(j] 1<ij<i5 (3.36)

B Step 2. Calculate the total dissimilarity between extracted character image and

the k-th reference character image.

d,,(chr,ref (k))=min >d,(i, j) (3.37)
PR i ep,

d,(chr,ref (k))=min > dy(i§) (3.38)
PeRe (i P,

d, (chr, ref (k))=d,, (chr;ref (k))+d . (chr, ref (k)) (3.39)

B Step 3. Recognize extracted.character image by the minimum dissimilarity
d, (chr, ref (k))

0= arg[mkin(d ,(chr, ref (k)))| (3.40)

3.4.3 Modified Dynamic Projection Warping

In the previous section DPW, the proposed character recognition method, has
been introduced. It is useful to classify license plate character but some ambiguous
character pairs. Table 3.2 shows the most similar reference character image of each

one in the database except for itself and the corresponding dissimilarity calculated by
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DPW method. By experiments, if the dissimilarity between two characters is smaller

than 60, the two characters are ambiguous to each other and the dissimilarity greater

than 100 implies the two characters are far away in the DPW domain. From Table 3-2,

it is clear to see that some characters are ambiguous in the DPW domain such as “E”

and “F”, “M” and “N”, “A” and “V”, etc. Therefore, DPW has to be modified to

improve the performance of character recognition.

Table 3-2 The most similar reference character image of each one in the

database except for itself and the corresponding dissimilarity in

the DPW space.

Char. s:\r/ln?ls:lr Dis. Char sli\r/ln?fat\r Dis. Char. sli\r/ln?lsat\r

0 U 50 C G 65 P F 67
1 I 72 D R 55 Q 8 67
2 Z 74 E F 28 R D 55
3 S 77 F E 28 S 9 56
4 3 135 G 6 55 T 7 85
) S 79 H U 49 U H 49
6 G 55 | 1 72 \Y/ A 51
7 z 81 J 3 109 w N 61
8 9 58 K R 62 X A 57
9 S 56 L F 120 Y T 91
A V 51 M N 38 Z 2 75
B 8 65 N M 38
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Now, a modified character recognition method, called modified DPW, is proposed to

improve the performance of DPW. To enhance each partial feature of each character,

the feature vectors are divided into three vectors as below,

5*|

RAV,(i)=p,(i)= > chrfi] 1<i<30
PAV,(i)= J§§*> (3.41)
CAV,(i-n)=gp,(i—n) > chrlk][i-30] 31<i<45
j=10%(1-1)

where 1=1,2,3 and PAV;, PAV,, and PAV; satify (3.42),
PAV (i) = PAV, (i)+ PAV,(i)+ PAV,(i) (3.42)
Applying each PAV, to the equation from (3.35) to (3.38) of proposed DPW to
obtain the corresponding  dg(chr ref(k)). and d(chr,ref(k)) , the

d,(chr,ref (k)), which is used to- recognized character image, in (3.43) will be

adopted.

3

d, (chr,ref (k)= >"[d,,, (chr, ref (k))+ d, (chr, ref (k))] (3.43)

1=1

Then, applying all the d,(chr, ref (k)) to (3.40), the character whose reference image
has the minimum dissimilarity between extracted character image will be consider as
the recognition result. Analyzing the most similar reference character image of each
one in the database except for itself and the corresponding dissimilarity in modified
DPW space, which are shown in Table 3-3, it is obvious that the modified DPW is
better than DPW. After the modification, most dissimilarity of each character pair is

greater than 60. The only two character pairs are “0” and “D”, and “8” and “B”. Then,
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the experiment results of DPW and modified DPW for character recognition will be

shown in chapter 4.

Table 3-3 The most similar reference character image of each one in the

database except for itself and the corresponding dissimilarity in

the modified DPW space.

Char. s:\r/ln?ls; Char s:\r/ln?ls;r Char. s:\:ln?IS;r

0 D 59 C G 61 P F 75
1 7 168 D 0 59 Q 0 75
2 Z 76 E F 63 R B 70
3 9 95 F E 63 S 9 78
4 A 166 G C 61 T Y 82
) 9 84 H M 85 U D 81
6 B 63 I X 136 \Y, w 127
7 Y 102 J 3 121 W \Y 127
8 B 48 K X 128 X Z 123
9 S 79 L E 127 Y T 83
A 8 142 M N 65 Z 2 75
B 8 48 N M 65
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Chapter 4

Experiments of Proposed System

In the previous chapters, the three main steps of the proposed LPR system are
introduced. In this chapter, some experiment results of each step will be expressed
such as the accuracy of license plate extraction, the recognition rate of basic DPW and
modified DPW with different feature vectors, the recognition rates of different

recognition methods.

4.1 License plate extraction

Experiments have been implemented to test the efficiency of the proposed
vehicle license plate recognition system to recognize Taiwanese vehicle license plate
in input grey-level image, which is in the size 640x480 pixels. The 262 input images
which include dirty plates and dim images are taken under varying illumination
conditions. And the accuracy of license plate extraction about 98.9% (259/262) is
better than the accuracy, about 95%, of conventional method extracted by spatial
mask [12]. More examples of the accurate license plate extraction are given in Figure
4-1. Figure 4-2 shows the other three images failed in license plate extraction. The

upper one is too dark to extract license plate and the license plate images of lower two
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are too small, about 60x20, for license plate extraction.

Figure 4-1. The input grey-level images and the extracted license plates
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3

=__y failed

Figure 4-2. The three images failed in license plate extraction step
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4.2 Character Recognition

In this section some experiment results of dynamic projection warping including
the recognition rates of different feature vectors, and the recognition rates by different
recognition methods. The test data are the characters that extracted from the 259
license plate images mentioned in section 4.1. Therefore, there are 259x2=518
alphanumeric characters and 259x4=1036 numeric characters. The number of each
alphanumeric character and numeric character is listed in Table 4-1 and Table 4-2,

respectively.

Table 4-1 The number of each-alphanumeric character extracted from input images

Char No. Char No. Char No. Char No. Char No.
0 9 7 30 E 11 L 19 T 15
1 3 8 12 F 20 M 8 U 10
2 19 9 13 G 8 N 9 V 12
3 28 A 15 H 18 P 17 W 21
4 8 B 10 | 8 Q 17 X 9
5 11 C 15 J 38 R 10 Y 15
6 22 D 17 K 13 S 13 V4 15
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Table 4-2 The number of each numeric character extracted from input images

Char No. Char No. Char No. Char No. Char No.
0 91 2 115 4 69 6 102 8 132
1 101 3 95 5 109 7 103 9 119

4.2.1 The recognition rates of basic DPW and modified DPW with different

feature vectors

In chapter 3, the recognition methods basic DPW and modified DPW had been
introduced. The difference between these two methods is only the feature vector. It
would be better to say that the feature vector of basic DPW, PAV, is equally divided
into three parts, PAV;, PAV, and PAV3,"and each component of the feature vectors
satisfies

PAV (i) = PAV,(i)+ PAV, (i) + PAV,(i) (4.1)

where PAV (i) is arow or column accumulated value as it mentioned before. Maybe
someone would have the question of why the number three is selected. Here, some
experiment results are shown to explain why divided the feature vector into three
parts not two or else. Table 4-3 and Table 4-4 show the recognition rate of
alphanumeric characters and numeric characters respectively. The suffixes of DPW in

these Tables represent how many parts the feature vector divided into, for example
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DPW3 means that the feature vector is divided into three parts equally. In the last,

from Table 4-5 which shows the total recognition rate of each modified DPW, it is

obvious that DPWS3 has the Dbest recognition rate for recognizing license plate

characters.
Table 4-3 Recognition rate (%) of alphanumeric characters

Char DPW,; DPW, DPW,; DPW, DPWs| Char DPW, DPW, DPW,; DPW, DPW;s
0 22 100 100 100 89 I 88 100 100 100 100
1 100 100 100 100 100 J 92 92 92 92 92
2 100 100 100 100 100 | k 100 100 100 100 92
3 89 100 100 100 10Q44ss4. 100 100 100 100 100
4 100 100 100 100.: 100 M 88 88 88 88 88
5 100 100 100 100 ..'100 | N 89 100 100 100 100
6 82 95 100 1000 100-} p- 100 100 100 100 94
7 100 100 100  100% ..100 Q 94 94 100 100 100
8 83 67 83 58 67 R 80 90 100 100 100
9 100 92 100 100 92 s 100 100 100 100 100
A 80 100 100 100 100 T 93 100 100 100 100
B 80 90 80 70 70 U 100 100 100 100 100
c 100 100 100 93 93 V 83 100 100 100 100
D 82 82 88 65 65 W 48 100 100 100 100
E 100 100 100 91 100 | X 89 100 100 100 100
F 25 80 100 75 75 y 100 100 100 100 100
G 100 100 100 100 100 Z 100 100 100 100 100
H 100 100 100 89 78 | Total 87.8 96.1 98.1 948 94.0
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Table 4-4 Recognition rate (%) of numeric characters

Char DPW, DPW, DPW; DPW, DPWs | Char DPW,; DPW, DPW; DPW, DPWs;

98 99 100 100 100
100 97 99 99 99
97 100 100 100 100
100 99 100 100 99
100 100 100 100 100
100 100 100 100 100 | Total 985 97.7 999 96.0 94.0

95 100 100 100 99
100 100 100 100 99
97 86 100 70 60
98 100 100 100 96

© o N O

g B~ W N - O

Table 4-5 The recognition rates (%) of each modified DPW

alphanumeric numeric total
DPW; 87:8 98.5 94.9
DPW; 96:1 97.7 97.2
DPWs3; 98.1 99.9 99.3
DPW, 94.8 96.0 95.6
DPWs 94.0 94.0 94.0
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4.2.2 The comparison between different recognition methods

In this section, to compare the performance of proposed DPW method with the

conventional recognition method, five recognition methods including conventional

template matching method, modified template matching method [12], GRG method

[16], the basic DPW method and the modified DPW method, are tested with the same

259 license plate images which mentioned in section 4.1. In Table 4-6, it is clear that

the basic DPW is better than other conventional recognition method. After the

modification, the recognition rate is improved and much better than others, especially

for recognizing numeric characters,

Table 4-6 The recognition rates (%) of conventional methods and proposed DPW

alphanumeric numeric average plate
DPW; 98.1 99.9 99.3 95.8
DPW; 87.8 98.5 94.9 73.4
Modified template
: 92.8 93.6 93.3 71.9
matching method
Template matching
90.7 88.2 89.1 48.3
method
GRG 71.9 57.3 65.6 X
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Chapter 5

Conclusion and Future Work

In general, the disturbances caused by the vehicle headlamp or radiator affect the
license are the main disturbances in the license plate extraction step. Some spatial
masks have been proposed to strengthen the feature of license plate and apply
histogram methods to detect its position. However, the vehicle headlamps and radiator
often shows similar features like a license plate and then the algorithms could easily
make the license plate extraction fail."The proposed RDA procedure which is used to
verify the license plate candidate not only-improves the accuracy of license plate
extraction but also helpful in character extraction. The license plate extraction by
proposed method supplies a dependable accuracy about 99% (259/262) in practice.

The disturbances caused by the illumination variation and complex texture of
vehicles usually make the character extraction more difficult. Because of the more
unwell-extracted characters lead to lower recognition rate in character recognition, a
recognition method called DPW is designed to recognize the unwell-extracted
characters. In the experiments it has an average recognition rate about 94.9%
(1475/1554) is better than the other conventional methods. After the modification, the

average recognition rate which is improved and reaches 99.3% is noticeably better
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than conventional methods, especially the accuracy 99.9% for numeric characters.

Finally, the proposed recognition method using only addition operator,

subtraction operator and absolute operation with the average recognition rate more

than 99% is very suitable for hardware implementation. If the proposed LPR system

were implemented by low cost hardware, it could be very popular and practicable in

the related applications.
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