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摘      要 
 
本論文中，我們提出一個時域等化器之設計應在高速用戶迴

路通訊系統。此傳輸系統利用分頻多工傳輸來分開上游與下

游之通信訊號。在下游（上游）的傳輸中上游（下游）之頻

道不會被利用於傳輸在此稱做空頻道。如通道之次方數大於

循環前置保護塊之長度，那麼在空頻道將會收到前後交錯訊

號雜訊與通道雜訊。我們提出的時域等化器之設計方法運用

在空頻道的能量來使等效通道之能量集中。本設計方法不需

要知道原通道之脈衝響應。設計例子將會顯示所提出之方法

能夠設計良好能使能通道量集中的時域等化器。 

 



Design of time domain equalizer(TEQ) for VDSL
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Abstract

In this paper, we propose a semi-blind TEQ design method for VDSL
system. In the VDSL system FDD(Frequency Division Duplex) is used
to separate upstream and downstream signals. In downstream(upstream)
transmission the upstream(downstream) tones are not used and are re-
ferred as null tones. If the channel order is larger than the length of cyclic
prefix, the null tone will contains the noise and ISI. The proposed TEQ
design method exploit the null tone energy to shorten the channel. The de-
sign does not require the channel impulse response. Examples will be given
to show that the method can design TEQ with good shortening effect.
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Chapter 1

Introduction

During the last decades, extensive research has been done to provide broadband

communication to customer. Today, the discrete multitone modulation(DMT) is

used in digital audio/vedeo broadcasting [1], [2], in wireless local area networks

such as IEEE 802.11a and HIPERLAN2, and in digital subscriber lines(DSL).

DMT system has an advantage of modulation is easily performed, it could be

model as taking a parallel to serial sequence after the FFT process, by append-

ing the CP in front of each block of DMT symbol, repeating the last L sample

of DMT symbol, it exploit the circular convolution property and prevents the

interference from previous block. This makes the DMT system so popular due

to easy equalization using banks of scales. The length of the CP should be de-

termined from the length of the equivalent discrete time channel. The minimal

length of CP should equal the order of the equivalent discrete time channel for

perfect equalization, but using long CP reduces the data rate of the system, by

N
(N+L)

. At first, the way to avoid using a long CP, is introducing a time domain

filter in to the system. If the effective channel(The equivalent discrete time chan-

nel cascaded with TEQ) have energy concentrated in an small interval less than

CP, it gets better performance due to less interference, we call such time filter a

channel shortening time domain equalizer(TEQ). This concept is first proposed

on [3], the paper provides an optimal shortening ,and a pole-zero cancellation us-

ing least-square(LS) channel modeling approach to design TEQ. For the optimal

shortening method, given the original channel impulse, and the CP length, the
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algorithm generates the coefficients of the optimal shortening TEQ by maximiz-

ing the ratio of signal power over interference power. The performance measure

SIR is directly related to the eigenvalue corresponds to the eigenvector which

generates the coefficients of TEQ. While the algorithm provides the shortest pos-

sible effective channel, the computation of eigenvalues and eigenvectors could be

difficult to implement due to high complexity, and the accurate time domain im-

pulse response is considered unknown in the transmission system. The concept

of pole-zero cancellation is finding a channel model of pole-zero system, assume

the system transfer function is h(z) = a(z)
1+b(z)

design the TEQ as 1 + b(z). Then

the effective channel becomes heff(z) = a(z), if total order of a(z) is smaller than

the length of cyclic prefix, we could get perfect reconstruct of original signal,

under the assumption of that channel is stationary and causal, and neglect of

noise. The Least-square(LS) channel estimation method, finds the channel pole-

zero model by criterion of minimizing the output square error of the estimated

channel compared to the received channel. The error is defined by the difference

of estimated pole-zero system output and the real channel output that we got.

It requires auto-correlation matrix of input signal to output signal, which could

be interpreted as the average of samples over a period of time. The estimated

equivalent discrete channel model could then be solved in a closed form, it is a

great success on channel shortening. At the conclusion authors claim that maybe

the channel shortening criterion is not the best measure, since noise is no consid-

ered in the equalization and the SNR of each tone in the DMT system directly

related to the performance of the transmission system. Therefore, TEQ designed

for eliminating only ISI does not give best performance of the system for it lacks

the optimization for noise. [4] proposed an optimal equalizer based on criterion

of channel shortening with color noise. It points out that minimizing ISI doesn’t

minimizes the overall mean square error of signal, and noise term in the transmis-

sion system should take part in optimizing the TEQ, and a cost function of signal

power over interference power and noise power is proposed. If the channel and

auto-correlation matrix of noise is given, a Rayleigh ratio problem is formed and

TEQ could be generated. There is another adaptive training algorithm that con-
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verges to Minimizing the Mean Square Error proposed, it is modified from a TEQ

training algorithm designed for channel shortening. When noise is introduced in

the system, there is only minor part of adaptive algorithm need to be modified.

The error in the algorithm adds a noise term estimated from the receiving signal,

and the result converges to minimizing the ISI and noise, same as the criterion

described above. The overall noise and interference power is minimized in this

kind of criterion, and great improvement is done. But in the DMT system, bit

rate and probability of error on each tone which is related to tone SNR is not

considered in the criterion.

On the other hand, blind equalization algorithm uses the property of trans-

mitted signal to design TEQ. [9] is the first paper to study about the blind

equalization of multicarrier system, the main purpose of the paper is propos-

ing a system without cyclic prefix to increase the throughput, the channel effect

equalization is done by a time domain filter. At the transmitter side, information

symbol and null symbol are encoded in the Frequency domain, after the DFT

block, the parallel vector is convert in to serial sequence, thus transmitted to

the receiver. The received sample is first equalized by a time domain filter and

convert into vector transformed in Frequency domain. With no guard interval,

there will be interference in the receiver side, and value at the Null tone will

not be zero. The TEQ is designed to minimized the interference shown in the

Null tone, since there is no guard interval, adaptive equalization continues until

the effective channel is an impulse. The concept of “minimizing ISI using the

information in the Frequency domain” is used in this thesis, thought we are not

minimizing the total ISI, but only the ISI in the Null tone. We could still get

good performance on channel shortening.

Blind Channel shortening method that uses properties of cyclic prefix is pro-

posed in [6] known as “Multicarrier Equalization by Restoration of RedundancY”

(MERRY) algorithm, it claims that if the channel order is shorter than the length

of cyclic prefix, and due to the data in cyclic prefix is the repeat of last L symbol

in DMT symbol. The receiving sample where location corresponds to last sample

of cyclic prefix should match the last of receiving sample of the location of DMT
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symbol. The solution converges to the Optimal shortening method of [3] in an

adaptive way, updating of the coefficient of TEQ is done every DMT symbol

received. Modification of the cost function could be done to make more update

possible in one iteration, the authors proposed a cost function that matches a

pair of samples in one iteration, the modification could done by matching “I”

pairs of symbols at each iteration, thus update could be done “I” times each it-

eration. The MERRY algorithm performs blind adaptive channel shortening for

DMT system, but the algorithm often fails when noise is significant, the gradient

could easily be distored to the opposite way of channel shortening.

The “Sum-square Auto-correlation Minimization”(SAM) algorithm focus on

the nature of channel proposed in [7]. First, the authors give a definition of

channel auto-correlation function, and claims that if the channel have order L,

the value auto-correlation function is zero outside the window of length (2L +

1), which the center of the window is placed at index 0. The cost function

defined as the summation of square-auto-correlation value outside the window,

optimization could be done by minimizing the value of cost function. We could

get the auto-correlation sequence by estimation of auto-correlation of the received

signal, and the TEQ coefficient updates until the criterion is fulfilled, thus we

could a effective channel with a smaller order. It is considered totally blind since

there is no need of knowing the symbol synchronization parameter, the only

restriction is the receiving samples should be random, this will easily fulfilled

since in most conditions data is considered to be random variable. Both algorithm

above give great performance on channel shortening, but poor in noisy condition.

To overcome the noise effect, we must have a tradeoff of adaptive method between

the robustness of noise. Due to the properties of VDSL training symbol, averaging

the received symbol could be done to get rid of most part of noise and having

the ISI part left.

By now,various of TEQ design have been proposed and studied, the goal of

the design is application dependent, in wireless scenario, there is no bit allocation

action taken in the transmission, so bit-error rate minimization and fast adapta-

tion to non-stationary environment are desired; in DSL, bit-rate maximization in
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a stationary environment is needed. TEQ design of DSL application is a fascinat-

ing topic to many researchers, A filter bank representation of generalized TEQ

is proposed as a solution of the problem [8]. The proposed design represents the

DMT in filter banks, each tone have it’s individual TEQ as the basic structure

of the receiver, given the channel, and noise statistical parameters, the ISI and

noise term at the output of each tone can be obtained, thus the SNR of each

tone related to TEQ is revealed. It could be seen as a generalized form of TEQ,

if single TEQ design is needed, we just need to let all the TEQ have the same

coefficients. Since tone SNR could be found, optimization could be done in all

kinds of criterion. The tone SNR is only related to its TEQ design, optimizing

SNR of each tone, we could get the best performance in the system, in the sense

of bit rate of each tone is directly related to it’s tone SNR under a fixed proba-

bility of error. An optimal multiple TEQs design is presented, it could be given

in a close form and can serve of a bench mark of TEQ design based on bit rate

maximizing.

The goal of this thesis, is proposing a method of TEQ, that is robust of

noise.In practical use, channel is unknown and channel noise always degrades the

performance of the adaptive methods. Thought it is not a adaptive method, we

assume the channel for DSL channel varies little by time and could be neglected.

The TEQ is design on a VDSL transmission system, and uses the training stage

symbol to design the TEQ. In the system at training stage, there will be tones

with data symbol and training symbol and zero input in Null tones. By the same

concept, if there is ISI in the system, signals in Null tone will not be zero.Part of

the training symbol is constant, and we could average the received symbol, the

result of it is signal and ISI information with minor noise effect, and if we could

minimize the ISI in the null tone or maximize the Signal power in addition we

might get a filter suitable for channel shortening. Thus, we give two cost function

for experiment one minimizing the signal power in the Null tone since the Null

tone only contain ISI, the other is signal tone power over Null tone.
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Outline

In chapter 2, we introduce the DMT system with TEQ added in the receiver

and the previous works of Multicarrier system is introduced, it could be consider

as the main idea of the proposed method. In chapter 3, we will have detail

description about the proposed method and analysis of the method will be carried

on. Numerical simulation is presented in chapter 4. A conclusion will be given

in chapter 5.

1.1 Notations

1. Bold face upper case letters represents matrices.Bold face lower case letters

represents matrices. A� denotes transpose of A, and A† denotes conjugate

transpose of A, works both for vector and matrix.

2. ‖x‖ denotes 2-norm of vector x

3. The function E [y] denotes the average value or expect value of y.

4. eig(A) is the operation of finding eigenvalues of A.

5. ∗ denotes the linear convolution operator.
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Chapter 2

System model

2.1 Background

The DMT transmitter side, information bits are encoded the into a conjugate

symmetry vector before the DFT block to form a real signal through the DFT

process. The output sequence is added with cyclic prefix(CP) of length L and

then transmitted to the other end of the receiver. The CP consist of last L samples

of the transmitted DMT symbol.At the receiver, the receive signal is then passed

through the TEQ, and CP is removed at the next stage. This signal, is then

transformed back to the frequency domain by a DFT block. After the symbol

detector, each of the frequency tone could be decoded into bit stream. In the

practical system, the DFT is implemented digitally. Therefore, there is a digital

to analog(DAC) pulse shaping filter, and a analog to digital(ADC) pulse matching

filter connecting the physical channel between the transmitter and receiver. By

combining the DAC, real channel, and the ADC we could get a equivalent discrete

Figure 2.1: The DMT system
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Figure 2.2: DMT system represents in matrix form.

time channel. As shown in Fig. 2.1. The transceiver is a Multiple-input Multiple-

output system by considering the inputs at the transmitter and the output at the

receiver, we could analyze the signals and the system using matrix and vectors

shown in Fig. 2.2. Assuming the order of the channel Nh is smaller than the

length of cyclic prefix L and the size of the block length is M . Due to the

redundancy in the transmission, interference from the previous symbol will be

removed at the cyclic prefix removal block at the receiver, and thanks to the data

repeat in the cyclic prefix, the equalization is easily done by a scale on each tone,

represent as the FEQ block Λ−1 which it’s diagonal terms are the M-point DFT

of discrete time channel coefficients. There are N samples transmitted to the

receiver, where N = M + L, and the equivalent discrete channel h[n] could be

represent as a N × N pseudo-circulant matrix H(z), in the from

H(z) =




h[0] 0 · · · 0 z−1h[Nh] · · · z−1h[1]

h[1] h[0]
. . .

... 0
. . .

...
...

...
. . . 0

...
. . . z−1h[Nh]

h[Nh] h[Nh − 1]
. . . h[0] 0

. . . 0

0 h[Nh]
. . .

. . . h[0]
. . .

...
...

. . .
. . .

. . .
. . .

. . . 0
0 · · · 0 h[Nh] h[Nh − 1] · · · h[0]




N×N

(2.1)

Which the matrix could be represent two sub-matrix,

H(z) =

(
H0(z)
Hc

)
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where Hc is a constant matrix with size M × N and H0(z) is the submatrix

that contains z−1 which represent that interference that comes from the previous

block, size L × N .

Hc =




0 · · · 0 h[Nh] h[Nh − 1]
. . . h[0] 0

. . . 0
...

. . .
. . . 0 h[Nh]

. . .
. . . h[0]

. . .
...

...
. . .

. . .
...

. . .
. . .

. . .
. . .

. . . 0
0 · · · · · · · · · · · · 0 h[Nh] h[Nh − 1] · · · h[0]




M×N

(2.2)

And it is the from of equivalent discrete channel combine with the cyclic prefix

removing block, then we could observe that Hc

(
0 IL
IM

)
is a matrix by adding

the first L columns to the last L column of the M × M right submatrix of Hc,

the result is a M × M circulant matrix given Hcyc

Hcyc =




h[0] 0 · · · 0 h[Nh] · · · h[1]

h[1] h[0]
. . .

... 0
. . .

...
...

...
. . . 0

...
. . . h[Nh]

h[Nh] h[Nh − 1]
. . . h[0] 0

. . . 0

0 h[Nh]
. . .

. . . h[0]
. . .

...
...

. . .
. . .

. . .
. . .

. . . 0
0 · · · 0 h[Nh] h[Nh − 1] · · · h[0]




M×M

(2.3)

And the circulant of matrix could be diagonalized by W, and the relation could

be written as

Hcyc = W†ΛW

, where the Λ is the inverse of Λ−1

12



Figure 2.3: DMT system with TEQ added at the receiver

Figure 2.4: Effective channel representation

The relation of signal part could be examined as simplifying the equation

ŝ = Λ−1W
(

0 IM
)
H(z)

(
0 IL
IM

)
W†s (2.4)

= Λ−1W
(

0 IM
)( H0(z)

Hc

)(
0 IL
IM

)
W†s (2.5)

= Λ−1WHc

(
0 IL
IM

)
W†s (2.6)

= Λ−1WHcycW
†s (2.7)

= Λ−1WW†ΛWW†s (2.8)

= s (2.9)

Therefore, in absence of the channel noise, and the assumption that the length

of cyclic prefix is larger than the channel order. We could get a conclusion that

it is able to observe the original signal we transferred with perfect reconstruction

through the DMT system.

When the channel order is much longer than the length of cyclic prefix, TEQ

is added to perform channel shortening to reduce interference that distort the

signal. By denoting the equivalent discrete time channel impulse as h(n),and

w(n) is the TEQ impulse response. The output of TEQ absence of noise could

be expressed as

x(n) = (h(n) ∗ w(n)) ∗ s(n) = c(n) ∗ s(n) (2.10)
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where c(n) is the effective channel. In most TEQ design case, thought we couldn’t

really shorten the channel into and order of L, but the channel power in time

domain is concentrated in a small interval by TEQ designed of channel shortening

or minimizing the overall error in the system using other design criterion. By this

result, the data rate will increase or the probability of error falls due to less ISI

and less noise received, thus give better performance to the transmission system.

2.2 Previous TEQ works

In this chapter, details of previous works will be introduced. They are Optimal

shortening, Pole-zero cancellation from [3], and the noise added optimal short-

ening from [4]. Blind channel shortening of [6] and [7]. the blind equalization of

Multicarrier system[9], and the bit rate optimized TEQ [8].

2.2.1 Optimal shortening, and TEQ optimized for ISI and
noise

The optimal shortening deals with an imaginary effective channel, choosing a

window located at a constant delay on it, and we wish to forces as much power to

lie inside the window. Denoting the window length as Nw + 1, the sample delay

d, the effective channel c its nth element c(n), and the original channel as h(n)

with length Nh, the TEQ coefficient as t, a (Nt × 1) vector.

we start from representing the effective channel by original equivalent discrete

14



channel and the unknown TEQ value.

c =




c(0)
c(1)

...
c(Lh)

c(Nh + 1)
...

c(Nh + t − 1)




=




h(0) 0 · · · · · · 0

h(1) h(0)
. . .

...
...

. . .
...

h(Nh − 1) h(Nh − 2) · · · h(Nh − t + 1) h(Nh − t)
0 h(Nh − 1) · · · h(Nh − t + 1)
...

. . .
...

0 · · · 0 h(Nh − 1)







t(0)
t(1)

...
t(Nt − 1)




= Ht (2.11)

given the delay d and the window size Nw, we define the effective channel inside

the window as cwin,

cwin =




c(d)
c(d + 1)

...
c(d + Nw)




=




h(d) h(d − 1) · · · h(d − t + 1)
h(d + 1) h(d) · · · h(d − t + 2)

...
. . .

...
h(d + Nw) h(d + Nw − 1) · · · h(d + Nw − t + 1)






t(0)
t(1)

...
t(Nt − 1)




= Hwin t (2.12)
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and the effective channel outside the window defined as cwall,

cwall =




c(0)
...

c(d − 1)
c(d + Nw + 1)

...
c(Nh + t − 1)




=




h(0) 0 · · · 0
...

. . .
...

h(d − 1) h(d − 2) · · · h(d − t)
h(d + Nw + 1) h(d + Nw) · · · h(d + Nw − t + 2)

...
. . .

...
0 · · · 0 h(Nh − 1)







t(0)
t(1)

...
t(Nt − 1)




= Hwall t (2.13)

Then the optimal shortening can be expressed as choosing the TEQ t to maxi-

mize the ratio of power inside the window over power outside the window
c†wincwin

c†wallcwall

subject to, t†t = 1.To represent the power by TEQ coefficient and original chan-

nel.

c†wincwin = t†H†
winHwin t = t†At (2.14)

c†wallcwall = t†H†
wallHwall t = t†Bt (2.15)

where A, B are symmetric and positive semidefinite matrixes. Optimal short-

ening could be done by choosing the TEQ t to maximize the ratio, t†At
t†Bt

,we

could turn the ratio into a Rayleigh ratio problem by Cholosky decomposition,

B = U†U
t†At

t†Bt
=

t†At

t†U†Ut
(2.16)

and let l = Ut
t†At

t†U†Ut
=

l†U−†AU−1l

l†l
=

l†Ql

l†l
(2.17)

and the maximum value of the ratio is given by the largest eigenvalue of Q denote

as λmax , the corresponding eigenvector lmax could generate the TEQ coefficient

by

t = U−1lmax (2.18)
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also the shortening SIR of the equalized channel could be found as

SIRopt = 10 log

(
t†At

t†Bt

)
= 10 log(λmax) (2.19)

We will follow a similar approach to the previous one, but Total error consist

of ISI and noise. We could modify the optimization of ISI into optimization of

both noise and ISI by adding the noise factor into the cost function. Let’s derive

the expression for error due to noise, If n(k) is the noise samples at the input,

the noise variance at the equalizer output is

σ2
n = E [z∗(m)z(m)] = E

[(∑
k

t(m − k)n(k)

)∗(∑
l

t(m − l)n(l)

)]
(2.20)

where t(n) is the equalizer coefficients, and we need to write this result into a form

similar to t†At in order to match the previous result and the same optimization

technique.

σ2
n = t†E

[
nn†] t = t†Rxt (2.21)

where Nt corresponds to the linear convolutions process and n is denoted as,

n =
(
n(k) n(k − 1) · · · n(k − Nt)

)�
and Rx is the noise auto-correlation matrix. This expression is in the same form

of the optimization problem in the previous section, and we could easily add the

noise term in the ratio.

SINR =
t†At

t† (B + Rx) t
(2.22)

and the result is done the same way to solve the optimization problem.

2.2.2 Training TEQ for channel shortening

In absence of noise in the DMT, the transmitted signal is X(ejw) and the received

signal is Y (ejw) the channel frequency response has the relation of

H(ejw) =
Y (ejw)

X(ejw)
(2.23)
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We want to model the channel into two FIR filters

H(ejw) =
F (ejw)

T (ejw)
(2.24)

If T (ejw) is the TEQ, then F (ejw) is the equalized channel. If the order of

equalized channel is shorter than the cyclic prefix, we get the relation of

F (ejw)X(ejw) = T (ejw)Y (ejw) (2.25)

since the relation is distorted by is the channel have order larger than the length

of cyclic prefix, so we wish to design a TEQ to force this relation. By setting

T (ejw) as the TEQ, and F (ejw) as a ideal shortened channel, we evaluate the

error by

E = (FX) − (TY) (2.26)

where E, F, X, T, Y denotes the sample of E(ejw), F (ejw), X(ejw), T (ejw), Y (ejw)

and the operation (·) denotes a component-wise production, we wish to minimize

this error power. Since the input is complex, and it is adaptive calculation cost

tone by tone, we could derive the complex gradient function one tone at a time,

Let E, F, X, T, Y denote the same tone index entries.

J = |E|2 = E · E∗ = E2
R + E2

I (2.27)

where Y = YR + jYI , T = TR + jTI and

E = ER + jEI

= (FX) − (TY )

= (FX)R + j(FX)I − (TR + jTI)(YR + jYI)

= [(FX)R − TRYR + TIYI ]ER
+ j [(FX)I − TRYI − TIYR]EI

(2.28)

and the real part and imaginary part of the gradient could be expressed as,

∂J

∂TR
= −2ERYR − 2EIYI (2.29)

∂J

∂TI

= 2ERYI − 2EIYR (2.30)
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and the gradient of T becomes

∂J

∂T
=

∂J

∂TR
+ j

∂J

∂TI

= −2(ERYR + EIYI) + 2j(ERYI − EIYR)

= −2(ER + jEI)(YR − jYI)

= −2E · Y ∗ (2.31)

and last we summarize the adaptive algorithm.

1. For a given T , compute F = HT

2. f=IFFT(F) has to be windowed. This process searches the location where

the window captures the largest energy and zero out the component outside

the window.

3. After the windowing, Let

E = (FX) − (TY)

to be the error and complete the update by

T′ = T + µ(EY∗)

4. t= IFFT(T) is longer than desire had has to be window, keeping the first

Lw entries and zero out the rest.

Next we will modify the training algorithm to include the effects of color noise,

the adaptive algorithm could converge to a Minimum Mean Square Error(MMSE)

solution by adding a term that corresponds to noise into the training algorithm.

Note that the noise vector at the equalizer’s output could is (NT) and now the

error in the algorithm becomes

E = (FX) − (TY) + (TN) (2.32)

the receiving symbol are P = Y + N. After averaging is done, Y is known and

we could obtain the noise part by subtracting Y from the received symbol P

E = (FX) − 2(TY) + (TP) (2.33)

and rest of the algorithm are the same.
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2.2.3 Pole-zero cancellation

Figure 2.5: illustration of Pole-zero cancellation

Assume that the original channel impulse response of the channel is repre-

sented as a transfer function h(z) = a(z)
1+b(z)

, shown in Fig. 2.5. The poles of the

transfer function represent as tail after the peak, so cancellation of pole leaves

the zero of the transfer function, and hopefully we will get shortened channel.

This approach estimates a model of the equivalent channel, in this section, we

will give a Least-Square approach for example of finding the pole-zero model of

equivalent channel. We set the estimation transfer function as ĥ(z) = â(z)

1+b̂(z)
and

we define the parameter as a vector,

θ =
(
â0 â1 · · · âν −b̂0 −b̂1 · · · −b̂η

)�
(2.34)

and a regress vector of input and output sample of the system.

Φ(n) =
(
x(n) x(n − 1) · · · x(n − ν) y(n − 1) y(n − 2) · · · y(n − η)

)�
(2.35)

By using the two equation above, we could get an expression of the estimated

y(n)

ŷ(n) = θ�Φ(n) (2.36)

and the error c(n) as

c(n) = y(n) − ŷ(n) (2.37)

and the name least-square (LS) comes from that the desire of minimize the

square-error. The result of Least-Square is then

θLS = R−1r (2.38)
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where

R = E
[
Φ(n)Φ�(n)

]
(2.39)

r = E [y(n)Φ(n)] (2.40)

The coefficient is then the least-square model parameters, and take the poles

of the estimate model 1 + b̂(z) to cascade with the original channel, and if the

estimation is good enough we could get(
a(z)

1 + b(z)

)
(1 + b̂(z)) ≈ a(z) (2.41)

The LS approach developed above calculation and inversion of he autocorre-

lation matrix R. The inversion makes the algorithm so complicated for practical

use. Other system modeling such as Autoregressive modeling, could be taken in

practice when using the concept of pole-zero cancellation TEQ.

2.2.4 MERRY algorithm

The MERRY algorithm is given high respect to its low complexity, it works on

DMT system, data repeat of cyclic prefix play an important role in the equaliza-

tion. Thought there is only one update every DMT samples, it could be modified

and give increase on convergence rate.

We give a illustration of the basic concept of the MERRY algorithm, shown

in Fig. 2.6 , consider there is a DMT symbol of 8 sample, and cyclic prefix of

length 2 samples, if the channel impulse response have 5 samples, the last sample

of cyclic prefix will be r(2) and the last sample of cyclic prefix will be r(10)

Figure 2.6: illustration of received r(n) sequence

r(2) = x(2)h(0) + x(1)h(1) + [x(0)h(2) + x(−1)h(3) + x(−2)h(4)]

r(10) = x(10)h(0) + x(9)h(1) + x(8)h(2) + x(7)h(3) + x(6)h(4)

= x(2)h(0) + x(1)h(1) + [x(8)h(2) + x(7)h(3) + x(6)h(4)]

21



If we add a TEQ w(n) to force the last three sample of channel h(2) = h(3) =

h(4) = 0, then r(2) = r(10) due to the date repeat in the cyclic prefix x(2) =

x(10), x(1) = x(9), and the channel is then shortened to order 1 in the case. The

author propose an cost function to express this concept

Jori,� = E
[|y(L + �) − y(L + N + �)|2] (2.42)

where � is the date synchronization parameter. and y(n) denotes the nth sample

of receiving DMT symbol at TEQ output. We could make the MERRY update

more times per iteration by modifying the cost function into

Jmod,� = E

[∑
i

|y(L + �− i) − y(L + N + �− i)|2
]

(2.43)

since we could get the expected value, we introduce another parameter to estimate

the instant cost instead:

Jinst,� =
∑

i

|y(L + �− i) − y(L + N + �− i)|2 (2.44)

and the gradient could be calculated as,

∂Jinst,�
∂t(l)

=
∑

i

[y(L + �− i) − y(L + N + �− i)] [r(L + �− i − l) − r(L + N + �− i − l)]

(2.45)

where r(n) denotes the nth sample of receiving DMT symbol with cyclic prefix

at TEQ output. And we define ẽi,� = [y(L + �− i) − y(L + N + �− i)] as the

instant error caused by ISI. and r̃i,� = [r(L + �− i − l) − r(L + N + �− i − l)]

for convenience. Thus, update of single TEQ parameter could be done by

t′(l) = t(l) − µ
∂Jinst,�
∂t(l)

(2.46)

and a normalization is done at the last step of iteration.

t′ =
t

‖ t ‖ (2.47)

forcing the t†t = 1 and prevents the trivial solution of the TEQ. And Let’s

summarize these steps to give a clear view of how simple is the MERRY algorithm

at each iteration.
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1. Calculate ẽi,�, r̃i,� the gradient is then to be calculated as,

∂Jinst,�
∂t(l)

=
∑

i

ẽi,�r̃i,�

2. update the TEQ coefficients

t′(l) = t(l) − µ
∑

i

ẽi,�r̃i,�

3. normalize the coefficients

t′ =
t

‖ t ‖

2.2.5 The SAM

We begin with the analysis of SAM cost function, and show how to measure the

channel auto-correlation from the received data. We define the auto-correlation

sequence of the combined channel-equalizer impulse response,

Rcc(l) =
Nc∑
k=0

c(k)c(k − l) (2.48)

the parameter Nc denotes the order of combined channel impulse response, if the

combined channel have a length of L + 1, it is necessary for the auto-correlation

value Rcc(l) to be zero outside the window of length (2L + 1)

Rcc(l) = 0, ∀|l| > L. (2.49)

and come up of a possible way of channel shortening , forcing the power outside

the window to be zero. Hence, we define a cost function

J =
Nc∑

L+1

|Rcc(l)|2 (2.50)

and the optimization problem could be stated as,

topt = argt min
t†t=1

J (2.51)

By consider the auto-correlation function of sequence y(n), with the assumptions

of
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1. source sequence x(n) is a white, zero-mean, and wide sense stationary.

2. The combined channel order Nc holds the relation 2Nc < M for the DMT

system, where N is the DFT size.

3. The noise sequence ν(n) is zero-mean i.i.d., uncompleted to the source

sequence and has a variance σ2
ν , and the source sequence x(n) is real and

has a unit variance.

Ryy(l) = E [y(n)y(n− l)]

= E
[
(c�xn + t�vn)(c�xn−l + t�vn−l)

]
=

Nc∑
k=0

c(k)c(k − l) + σ2
ν

Nt∑
k=0

t(k)t(k − l)

= Rcc(l) + σ2
vRtt(l) (2.52)

There is something to argue about the input source x(n), the authors claims

SAM could work on a DMT system, and is simulated in a ADSL environ-

ment, how come the source x(n) is considered W.S.S ? since the cyclic prefix

is added and there should be correlation between the x(n). It could be ex-

plained with the assumption of the channel order relation 2Nc < M , , since

xn =
[
x(n) x(n − 1) · · · x(n − Nc)

]�
and the biggest Ryy(l) that we are deal-

ing with is Ryy(Nc) there will be no elements correlated with the samples in cyclic

prefix since the auto-correlation function of x(n) could be represent as Rxx(n) =

σ2
x (δ(n) + δ(n − M) + δ(n + M)), and Ryy(n) = σ2

x (δ(n) + δ(n − M) + δ(n + M))∗
Rcc(l), and since 2Nc < M there will be no aliasing between the three copies of

channel effect and what we are interested is just the interval of L + 1 < |l| < Nc,

and then the input source of the DMT system could be seen as no correlation.

Thus, under noiseless scenario, σ2
ν = 0

J =
Nc∑

L+1

|Ryy(l)|2 =
Nc∑

L+1

|Rcc(l)|2 (2.53)
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and in the presence of noise,

Ĵ =
Nc∑

L+1

|Ryy(l)|2

=
Nc∑

L+1

|Rcc(l)|2 + 2σ2
ν

Nc∑
L+1

Rcc(l)Rww(l) + σ4
ν

Nc∑
L+1

|Rww(l)|2

≈
Nc∑

L+1

|Rcc(l)|2 (2.54)

the approximation could seen as that most TEQ w have smaller order compare

to the length of cyclic prefix and the last term is zero, and the noise term σ4
ν is

small and the middle term is considered to be neglect.

Now, we begin the part of adaptive algorithm derivation, we could get the

true value of E [·], and we use the instant value of it instead, so the cost function

turns into

J inst(k) =

Nc∑
L+1


(k+1)N−1∑

n=kN

y(n)y(n− l)

N


2

(2.55)

and the gradient of the algorithm could be expressed as,

∂J inst(k)

∂w(j)
= 2

Lc∑
L+1


(k+1)N−1∑

n=kN

y(n)y(n − l)

N




(k+1)N−1∑

n=kN

y(n)r(n − l − j) + y(n − l − j)r(n)

N




(2.56)

k denotes the kth iteration of the algorithm and the gradients could be represent

from input and output samples we could summarize the SAM adaptive algorithm

as follow,

1. calculate the gradients of ∂Jinst(k)
∂t(j)

2. update the TEQ coefficients

t′(j) = t(j) − µ
∂J inst(k)

∂t(j)

3. normalize the TEQ coefficients by

t′ =
t

‖ t ‖
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Figure 2.7: System model proposed by [9].

2.2.6 Blind equalization using TEQ

The system showed in Fig. 2.7 is proposed in [9]. Its main concept is designing a

adaptive method to equalize the channel, by transmitting some zeros in certain

carrier, The update continues whenever the value of Yz ,which corresponds to

the null which encode at the transmitter, is not zero. The system transmits

random input from tone 1 to Nu−1 represented in Fig.2.7 as D and rest of the

tones from Nu to N is the null tone inputs are zero. After modulated by FFT

and turned into serial sequence, the samples are transmitted into the channel,

lacking of guard interval in this system, the zero value input at null tones of the

transmitter could not be recovered after the DFT process and ISI occurs and zero

in Null tones will not recover. We want to represent the system into matrix form

in order to proceed optimization. By defining

sn = (s(n), s(n − 1), · · · , s(n − M + 1))�

Sn = (sn, sn−1, · · · , sn−M+1)
�

S2 = (Sn,Sn−M)

to represent the convolution process of the signal, and the channel H is size

2M × M lower triangular matrix Toeplitz matrices whose first column is given

by

H = (h(0), h(1), · · · , h(Nc), 0, · · · , 0)�
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Defining

bn = (b(n), b(n − 1), · · · , b(n − M + 1))�

Bn = (bn,bn−1, · · · ,bn−M+1)
�

to represent the convolution process of noise, the received signal at the TEQ

output could be expressed as

x = S2Ht + Bnt (2.57)

Y = Fy =

(
FTc

Fz

)
y =

(
YTc

Yz

)
(2.58)

where FTc denotes the first Nu rows of the DFT matrix corresponds to the signal

part and the rest of the rows constructs Fz, due to the data inputs are random

we could express the power at null tones using the variance of samples. By

minimizing the total power of Yz setting the sum of total variance of Yz as cost

function

Jz = E
[‖Yz‖2

]
= E

[
Y†

zYz

]
(2.59)

Such criterion could be rewritten as,

Jz = t†(P + Q)t (2.60)

where,

P = H†E
[
S2†TS2

]
H (2.61)

Q = E
[B†TB] (2.62)

we simplify F†
zFz as T. To optimize the cost function subject to t is constrained

to unit norm (t†t = 1). The optimization could be viewed as a Rayleigh ratio

problem , thus solve the minimum eigenvalue of (P + Q) give the optimal solution

of the cost function Jz.

The cost function could be modified into an adaptive implementation of min-

imizing Jz, by letting J inst
z = Y†

zYz for instantaneous estimation of the cost
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function, we could get the gradient of the cost function respect to the TEQ coef-

ficients by,
∂J inst

z

∂t∗
= R†F†

zYz (2.63)

Then, we could summarize the adaptive equalization algorithm by:

1. get the error of output YT and the gradient could be calculated as ∂Jinst
z

∂t∗ =

R†F†
zYz

2. update the equalizer

t′ = t − µ
∂J inst

z

∂t∗

3. modify the equalizer into unit norm

t′ =
t

‖ t ‖2

With no guard interval there must be interference from the previous symbol. By

neglecting noise in transmission, the ideal equalization of this method, values of

null tone at the receiver is recovered as zero, it means the TEQ is an inverse of

the channel thus the effective channel is an impulse. Without the CP the solution

leads effective channel into a spike.

2.2.7 Bit rate maximizing TEQ

Figure 2.8: System model proposed in [8].
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The bit rate maximizing TEQ here, uses a filter bank representation. Using

this approach, the ISI and noise error at the FEQ output can be obtained. By the

filter bank representation, minimizing the mean square error and the geometric

error using one TEQ could be designed. In addition to the criterion propose,

the filter bank representation could be done to have a generalized TEQ design,

multiple TEQ design is proposed in the paper[8], and given in a close form. We

start to introduce the formulation of the ISI error and noise error to obtain the

tone SNR at output of FEQ. By choosing a synchronization delay ns, we denote

the cyclic prefix length is L in the system, consecutive L samples after delay nw

forms a window of signal part of the received signal, and the equivalent channel

outside is the formation of the ISI part. Define the sequence

d(n) =

{
0 for nw < n ≤ nw + L
1 for 0 < n ≤ nw or nw + L < n ≤ Nc + Nt

where Nc denotes the order of the original channel and Nt denotes the order of

the equalized channel, and we could denote the ISI term of kth tone as

pisi,k(n) = d(n) (c(n) ∗ tk(n)) (2.64)

thus, the output error at the kth tone is given by ek(n) = [eisi,k(n) + eν,k(n)]↓N

eisi,k(n) = hk(n) ∗ pisi,k(n) ∗ x(n)/Pk (2.65)

eν,k(n) = hk(n) ∗ tk(n) ∗ ν(n)/Pk (2.66)

where Pk denotes the FEQ scale on the kth tone. To obtain the SNR of each

tone, we must have the noise power, which is the variance of eisi,k , eν,k and the

total noise power is denote as

σ2
e,k = σ2

isi,k + σ2
ν,k

where we have the assumption of signal and noise are uncorrelated. We can

express the error variance in matrix form. define the kth TEQ t(n) coefficients

and filter bank w(n) in to vector.

tk = (tk(0) tk(1) · · · tk(Nt))
�

wk =
(
1 ej2πk/M · · · ej2πk/M

)�
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Let C and Hk be respectively (Nc + Nt + 1) × (Nt + 1) and (M + Nc + Nt +

1)× (Nc +Nt +1) lower triangular Toeplitz matrices, which represents the linear

convolution process, their first column is given by

(c(0) c(1) · · · c(Nc) 0 · · · 0)�(
ej2πk(M−1)/M · · · ej2πk/M 1 0 · · · 0

)�
and D is the window matrix size (Nc + Nt + 1) × (Nt + Nc + 1) with entries

Dii = d(i) using the definition above the error variance could be represent as,

σ2
isi,k =

σ2
xt

†
kC

†D†H†
kHkDCt†k

|C(ej2πk/M)|2t†w†
kwkt

(2.67)

σ2
ν,k =

t†kH̃
†
kRνH̃kt

†
k

|C(ej2πk/M)|2t†w†
kwkt

(2.68)

where H̃k is the smaller version of Hk of size (M + Nt)× (Nt + 1). Defining two

matrix for convenient

Qisi,k =
σ2

xC
†D†H†

kHkDCt†k
|C(ej2πk/M)|2 , Qν,k =

H̃†
kRνH̃k

|C(ej2πk/M)|2
the optimization of Minimization of Mean Square Error at FEQ output using

single TEQ could be expressed as

arg min
t

M−1∑
k=0

t†(Qisi,k + Qν,k)t

t†w†
kwkt

(2.69)

the average is done by the summation of all error variance of each tone, and the

scaler is neglected. but the optimization could be highly non-linear. The bit

rate maximizing problem using one TEQ could be interpreted as minimizing the

geometric mean of the variance. That the maximum achievable per tone bit rate

under Pe = 10−7 is given by

b =
∑

k

log 2

(
1 +

σ2
x/σ

2
ek

10

)

≈
∑

k

log 2

(
σ2

x/σ
2
ek

10

)

=
∏

k

(
σ2

x/σ
2
ek

10

)
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we could see from above, maximizing the bit rate using one TEQ is the same as

minimizing the geometric mean of one TEQ, and the optimization problem could

be expressed as.

arg min
t

M−1∏
k=0

t†(Qisi,k + Qν,k)t

t†w†
kwkt

(2.70)

at last, note that the e2
k is only affected by the kth TEQ, so the overall optimiza-

tion could be done by optimizing each TEQ. The optimization could be expressed

as

arg min
t

t†(Qisi,k + Qν,k)t

t†w†
kwkt

(2.71)

we could decomposite the matrix inside (Qisi,k + Qν,k) as Q†
hQh since Qisi,k,Qν,k

is semi-positive, and letting uk = Qhtk thus the optimization could be done by

solving

arg max
uk

u†
kQ

−†
h ww†Q−†uk

u†
kuk

(2.72)

since the matrix Q−†
h ww†Q−†is rank one, the eigenvalue that maximized the

above function is uk,opt = Q−†
h w and the TEQ become the close form solution of

tk,opt = Q−1
h Q−†

h w (2.73)

though could not be implemented, the optimization result could serve as a bench

mark of TEQ design respect to the system performance.
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Chapter 3

TEQ calculation

Figure 3.1: System model proposed in the thesis.

Let xn be the training symbol of transmission system and rn be the received

signal at the transmitter. the dash line block represents TEQ will be added into

the system after calculation of the method. Since the work is done on the VDSL

system at training stage, we will have a introduction about the signal. VDSL

transceiver uses a Frequency Division Duplex (FDD) to separate upstream and

downstream transmission. In the trial standard [10], the frequency plan consists

of two upstream bands are denoted by 1U, 2U and two downstream bands are

denoted by 1D, 2D. Two upstream bands and two downstream bands as shown

in Fig. 3.2. The values of the splitting frequencies fi are given in Table. 3.1.

Table 3.1: VDSL band separating frequency
Separating Frequencies f0 f1 f2 f3 f4 f5

(MHz) 0.25 0.138 3.75 5.2 8.5 12

The optional band between 25 kHz and 138 kHz is to be negotiated during

initialization for use as upstream band or downstream band or not used. In the
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Figure 3.2: VDSL band allocation.

FDD schemes, each tone is used for either downstream or upstream, but not

simultaneously. For example, in upstream application, zero are padded in the

downstream tones. In this case, the downstream tones are referred to as the

null tones. Similarly, in downstream application, the upstream tones are referred

to as the null tones. In the training VDSL symbol, some of the data tones

are reserved for pilots and the others used for transmitting Special Operation

Channel (SOC) message. In the training stage, even tones are reserved and

constellation point of 00 is transmitted on even tones. A Special Operation

Channel (SOC) message which carries one byte of information is transmitted in

every DMT training symbol. The bit mapping of training symbol is given in the

Tab. 3.2 .

Table 3.2: Training symbol bit mapping
Tone index Constellation point

Even 00
1, 11, 21, · · · ,10n+1,· · · SOC message bits 0,1
3, 13, 23, · · · ,10n+3,· · · SOC message bits 2,3
5, 15, 25, · · · ,10n+5,· · · SOC message bits 4,5
7, 17, 27, · · · ,10n+7,· · · SOC message bits 4,5
9, 19, 29, · · · ,10n+9,· · · 00

The selected constellation points shall be pseudo-random rotated by 0, π/2, π

or 3π/2, and the sequence is reset at every DMT symbol. Once the message bit

is generated, it is mapped into 4QAM constellation and the encode the constel-

lation point in to the complex vector z size (M/2), half of the DFT size(M/2) is
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considered to be integer since we use FFT process and the input is the power of

2). Before the Modulation by the IDFT, we must map z into a double sized s in

order to generate a complex-to-real IDFT, thus the vector s is in the form,

si = zi, i = 0, · · · , (M/2 − 1) (3.1)

si = conj(zM−i), i = M/2, · · · , (M − 1) (3.2)

where conj(·) denotes the conjugate of the complex value, and si, zi denotes the

ith element of s, z. Thus we could have a real vector after the IDFT block.

We summarize the properties of VDSL training symbol, there are Null tones in

frequency domain, and there are constant part of signal, this enable us to get rid

of the noise and knowing where part of the ISI are in frequency domain.

When the channel order is smaller than the length of the cyclic prefix, we

know there is no IBI (inter-block interference) after removing guard samples

(cyclic removal). In the absence of channel noise, the outputs of the DFT matrix

at the receiving end are the scaled versions of the transmitter inputs. The scalars

are the M-point DFT of the channel impulse response. In this case, the null tones

will be nothing but channel noise. However, if the channel order is larger than

the length of cyclic prefix, there will be IBI even after removing guard samples.

The output of the null tones now has not only channel noise but also interference

from the data tones of the previous block due to IBI (assuming channel order is

smaller than N , the length of one block). We observe that the outputs of the

null tones will be small if TEQ has effectively shortened the channel.

In this thesis, we propose to a semi-blind TEQ design method for VDSL

systems by minimizing the ISI present in the null tones. The design does not

require the channel impulse response. To be more specific, suppose the number

of data tones is Md and the number of null tones is Mn, where M = Md + Mn.

The numbers Md, Mn are determined by the spectral plan. Considering the i-th

output block, we collect the outputs of the data tones and the outputs of the null

tones respectively in vectors di and ni, for i = 1, 2, · · · , B, where B denotes the

number of received output block available for equalizer design. The dimensions
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of di and ni are respectively Md and Mn. We compute the averaged vectors,

d =
1

B

B∑
i=1

di,

n =
1

B

B∑
i=1

ni.

We note that the averaged null tone vector n is mostly interference from data

tones as averaging remove most noise. Moreover the interference comes mainly

from pilot tones because the symbols in message-bearing tones are different from

block to block. Two objective functions will used here.

φ1 = n†n. (3.3)

φ2 =
d
†
d

n†n
. (3.4)

In the first case, we will optimize the TEQ to minimize interference in null tones,

characterized by φ1. In the second case, we will find TEQ to maximize the ratio of

data tone energy over the null tone energy. In both cases, the TEQ is constrained

to have unit energy, i.e.,
∑

i=0 |t(i)|2 = 1.

Remarks. Notice that our method is semi-blind. Namely, the receiver knows

the training symbol contains pilots tones but it knows neither the channel impulse

response nor the spectrum of channel noise. We can compare our method to

the blind channel equalization method in [9]. The close form equalizer solution

requires the channel impulse response and the second order statistics of channel

noise in [9].

In what follows, we will see that the objective functions in (3.3) and (3.4) can

be formulated as quadratic terms of the TEQ coefficients and the problem can

be solved elegantly by computing eigen vectors of appropriately defined positive

definite matrices. Suppose the TEQ has order T ,

T (z) =

T∑
i=0

t(i)z−i.
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The output of the TEQ can be written as

x(n) =

T∑
�=0

t(
)r(n − 
).

Let the i-th intput vector of the DFT matrix be

xi =




xiN+∆

xiN+∆+1
...

xiN+∆+M1


 .

Then xk can be written in terms of TEQ coefficients as

xi =




r(iN + ∆) r(iN + ∆ − 1) · · · r(iN + ∆ − T )
r(iN + ∆ + 1) r(iN + ∆) · · · r(iN + ∆ + 1 − T )

...
...

. . .
...

r(iN + ∆ + M − 1) r(iN + ∆ + M − 2) · · · r(iN + ∆ + M − 1 − T )




︸ ︷︷ ︸
Ri




t0
t1
...
tT




︸ ︷︷ ︸
t

,

(3.5)

where Ri is an M × (T + 1) matrix and t is a column vector of size (T + 1). The

i-th data tone vector di can be expressed as

di = W1xi,

where W1 is an Md ×M submatrix of the M ×M DFT matrix W, obtained by

removing the rows that correspond to the null tones. Similarly, we can express

the null tone vector ni as

ni = W2xi,

where where W2 is an Mn×M submatrix of the M×M DFT matrix W, obtained

by removing the rows that correspond to the data tones. Using (3.5), we can write

di and ni respectively as

di = W1Rit, ni = W2Rit.

Using these expressions, we have

d = W1Rt, ni = W2Rt,
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where

R =
1

B

B∑
i=1

Ri.

Therefore, we have

d
†
d = t† RW†

1W1R︸ ︷︷ ︸
A

t = t†At,

n†n = t† RW†
2W2R︸ ︷︷ ︸
B

t = t†Bt,

where A and B are square matrices of size (T + 1). Also, both matrices are

positive definite. The function functions given in (3.3) and (3.4) become

φ1 = t†Bt,

φ2 =
t†At

t†Bt
.

Now both objective functions are written as quadratic forms of the TEQ coeffi-

cients. The energy constraint
∑

i=0 |t(i)|2 = 1 becomes t†t = 1.

Optimal solutions

• Objection function φ1. The problem of We can use Rayleigh’s principle to

minimize φ1 subject to the constraint t†t = 1. The optimal t is the eigen

vector corresponding to the smallest eigen value of B.

• Objection function φ2. We can use two methods to find the optimal t that

maximize φ2 subject to the constraint t†t = 1.

– Method 1: As B is positive definite, we can write decompose B as

B = C−†C−1. Then φ2 can written as the ratio φ2 = t†At
t†C†Ct

. Let

u = C−1t, then t = Cu and

φ2 =
u†C†ACu

u†u
.

Using Rayleigh’s principle, φ2 can be maximized by choosing u to be

the eigen vector corresponding to the largest eigen value of C†AC.
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– Method 2: The design problem can be stated as “maximize d
†
d. sub-

ject to the constraint n†n = 1.”, which reduce to

max
t

(
t†At

)
subject to

(
t†Bt

)
= 1 (3.6)

Solving 3.6 leads to a TEQ that satisfies the generalized eigenvector

problem

At = λBt (3.7)

The solution for t is the eigenvector corresponding to the largest gen-

eralized eigenvalue of (B−1A).

Remarks on method 1 and method 2. The same TEQ solution could

be found by both methods, however method 2 has a computation advan-

tage to method 1, since method 2 only needs a matrix inversion to form the

appropriate defined positive definite matrix instead of one cholosky decom-

position, matrix inverse, and two matrix multiplication of method 1. The

computation effort is reduced.

3.1 Design Procedure

In our proposed TEQ design, we need to compute M × (T + 1) matrix R and

(T + 1) × (T + 1) matrix A = R
†
W†

1W1R, B = R
†
W†

2W1R. These matrices

can be computed efficiently as detailed below.

Efficient computation of R. Observe that the entries of R are drawn from

the (M + T ) × 1 vector r given by

r =




1
B

∑B
i=1 r(iN + ∆ − T )

1
B

∑B
i=1 r(iN + ∆ + 1 − T )

...
1
B

∑B
i=1 r(iN + ∆ + M − 1)


 . (3.8)

Therefore the matrix R can be obtained by simply computing the average received

vector r.
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Efficient computation of A and B. Notice that

A = E†
1E1, B = E†

2E2,

where

E1 = W1R, E2 = W2R.

and E1,E2 can be formed from collecting the rows of WR, where E1 corresponds

to data tones and E2 corresponds to the null tones. We could also observe the

column of R is just a data shifting with two different samples from the previous

column, we gave a example of fast calculating E1.

E1 = (e0 e1 · · · eT )

R = (r0 r1 · · · rT )

where ei,ri represents the ith column of E1,R. the first column e0 could be

calculated as

e0 = W1r0

which is the DFT of r0 and collects the elements corresponds to the data tones.

The next column is a data shift and two different samples from the previous one

which we could observe from


e0,0

e0,1
...

e0,Md−1


 = W1




r(�)
r(� + 1)

...
r(� + M − 1)







e1,0

e1,1
...

e1,Md−1


 = W1




r(�− 1)
r(�)

...
r(� + M − 2)




and

e1,0 = r(�− 1) + w−k0(e0,0 − r(� + M − 1)w−k(M−1))
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thus we could have the relation of

el+1 =




r(�− l + 1)
r(�− l + 1)

...
r(�− l + 1)


+




w−k0

w−k1

...
w−kM−1


⊗ (el + r(� + M − l))




w−k0(M−1)

w−k1(M−1)

...
w−kM−1(M−1)




(3.9)

where ⊗ denotes component wise production. and w−kl denotes the (k, l) com-

ponent of DFT matrix. We can summarize the design procedure for TEQ opti-

mization using φ2 as follows. The design using φ1 is similar.

1. Collect received signal and compute the average received vector r given in

(3.8).

2. Obtain A and B by first computing E1 = W1R and E2 = W2R using

DFT, and then computing A = E†
1E1 and B = E†

2E2.

3. Compute B−1A.

4. Obtain the optimal t by computing the eigen vector corresponding to the

largest eigen value of B−1A.

The choice of ∆. It is the effective channel that we are dealing with, thus

we are choosing the best SIR window delay of a equalized channel that is not

revealed. However, from the nature of the effective channel it’s main impulse is

still near the peak of the original channel, and we place the center of SIR window

where the effective channel main impulse is and most of the power of effective

channel is inside the SIR window. The delay can be choose as

� = �gp − L

2
(3.10)

where �gp is the group delay of original channel and denoted as the estimation

of main peak of original channel.
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Chapter 4

Numerical Simulation

In this chapter, we will first introduce the measure of the performance, the simu-

lation environment, and the SIR performance of two cost function verses symbol

synchronization delay and designed TEQ tap length. The channel is static and

it is the model for VDSL loop7.

4.1 Measure

The performance adopt in the thesis is the Signal to interference ratio(SIR), the

SIR depends on the length of the cyclic prefix and the symbol synchronization

delay of the DMT system. Finding the SIR respect to a DMT with TEQ system

is step as follows:

1. construct the effective channel c(n) by cascading the original impulse re-

sponse h(n) and the TEQ coefficients w(n) using linear convolution.

c(n) = h(n) ∗ w(n)

And c(n) have value form 0 to Ed.

2. the effective channel c(n) is shown in 4.1, the SIR at synchronization delay

� with window size � + L is defined as:

SIR�,L =

�+L∑
n=�+1

c2(n)

�∑
n=0

c2(n) +
Ed∑

n=�+L+1

c2(n)
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Figure 4.1: Measure of SIR.

which is consider to be the channel power in the window as signal power

over channel power out side the window as interference window.

3. proceeds exhaustive search for largest SIR�,L by changing � one index at

a time.

The synchronizing delay � corresponds to the largest SIR�,L will usually show

near the peak of effective channel.

4.2 Environment

The DMT symbol size in the simulation is N = 8192 contains 4096 tones with

cyclic prefix L = 640. A 4-QAM modulation is used for the DMT symbol, and

uses downstream bands. Far-end crosstalk(FEXT), near-end crosstalk(NEXT)

noise and additive white Gaussian Noise(AWGN) with -140dBm/Hz are consid-

ered in the transceiver channel model. The channel is considered to be static and

there is no change throughout the simulation the VDSL loop7 is used as channel

model.
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4.3 The SIR performance

This chapter, we will compare the performance of TEQ, using the measure de-

scribed in the first section. There will be plots of SIR verses synchronization delay

and TEQ tap length. TEQ designed in two objective function will be compared

to show the behavior of the TEQ designed by the different objective function.

4.4 Example

We given an example of the design, using a 20 taps filter as TEQ and we average

1000 blocks of received signal ri. In Fig. 4.2 the channel used in the system is

VDSL loop7 and the impulse response and frequency response is shown in (a)

and (b). Fig. 4.2(c) is the DFT transform of averaged signal r we could see that

the null tone part of the signal is corrupt by noise. The designed TEQ is shown

in Fig. 4.3(a) and (b) is the frequency response of the TEQ. Fig. 4.3(c) is the

DFT of TEQ output x, and we could see that the signal power in the null tone

degrades since the cost function of the TEQ is to minimize the energy in null

tone. At last, the equalized channel is shown in Fig. 4.4. The comparison of

impulse response of equalized and original channel is shown in (a), we could see

in the figure the equalized channel have shorter tail than the original channel,

and the SIR of the equalized channel is better than the original with a gain of

25.4dB and the frequency response is shown in (b). The table. 4.1 show the

semi-blind TEQ performance on different channel, and compared with MERRY

and MSSNR method. MERRY is the blind TEQ discussed in previous chapter.

MSSNR represents the optimal TEQ designed by optimal shortening, thought it

is not a blind or semi-blind method, both method is based on channel shortening

and finds the maximum SIR. Therefore, both method have the same criterion,

and MSSNR could serve as a benchmark.
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Table 4.1: SIR performance on different VDSL loop in dB

VDSL loop original semi-blind MERRY MSSNR
AWGN ALL AWGN ALL

VDSL-1L 47.6 69.8 69.5 69.5 60.9 96.5
VDSL-2L 49.7 59.4 59.4 57.9 59.2 84.8
VDSL-3L 43.3 69.6 69.1 71.5 62.7 86.8
VDSL-4L 30.8 63.1 61.7 55.9 54.9 73.6
VDSL-5 72.7 90.9 90.8 72.0 90.2 98.8
VDSL-6 52.9 85.1 84.2 52.0 70.8 92.1
VDSL-7 35.7 67.7 67.1 55.1 40.5 79.8

VDSL-1 2km 19.0 57.9 57.3 51.9 45.3 75.0
VDSL-2 2km 28.4 63.4 63.0 42.1 51.8 78.4
VDSL-3 2km 27.1 67.7 67.1 51.6 41.7 79.8
VDSL-4 2km 17.2 43.8 43.8 37.3 28.8 44.1
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Figure 4.2: (a)Impulse response of original channel.(b)Frequency response of orig-
inal channel.(c)The DFT transform of averaged received signal r.
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Chapter 5

conclusion

TEQ design method is studied in the thesis, estimation of peak location of original

channel is aided to the design of TEQ. In our simulation experiments thought

the cost function is not in sense that it is not minimizing all the ISI, but it

would be the trade off between the robust to noise effect and adaptive method

implementation. Thought the cost function and the data sample we gather by

averaging the incoming DMT symbol has flaws in basic concept, but we could still

managed to have a working solution of TEQ. Therefore, the goal of the designing

TEQ under noisy environment is accomplished. Further studies of TEQ are the

properties of the cost function and if there is any rules of TEQ design that could

fit the poles of the channel. Thought noise is not a problem in this method,

maximizing bit rate is still a important topic to give raise better performance of

the overall DMT transceiver system.
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