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中文摘要 

 

 

  本研究中，我們利用固態燒結法製備摻雜碳、氮的二氧化鈦粉末，探討

藉由非過渡金屬雜質所引發室溫鐵磁性的機制。我們發現摻雜碳、氮的二

氧化鈦有很明顯的磁滯曲線，代表碳、氮可引發二氧化鈦在室溫時具有鐵

磁性的現象。其鐵磁性的來源，推測是由氧空缺與雜質間相互作用所產生

的。從 O-1s 的 XPS 可以看出，摻雜碳、氮可使氧空缺變多，而氧空缺產

生的多餘電子。同時從 Ti-2p XPS 的變化發現一部分的電子與 Ti4+產生電荷

平衡變成 Ti3+，另一部分的電子以自由電子的形式存在結構中以提供自旋

極化的載子源。另外，二氧化鈦中同時存在碳(氮)雜質以及氧空缺，會發

生類似 p-d 混成的 p-p 作用。進一步使能階分裂，在費米能階附近產生新
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的空能態，當電荷轉移時就具有不成對的電子，成為自旋極化的來源。此

一現象符合 Stoner criterion，亦即當費米能階附近的能態密度增加，因產生

Stoner splitting 而引發鐵磁性。總而言之，當二氧化鈦摻雜碳、氮使能階產

生 Stoner splitting，提供起始的自旋極化，接著與氧空缺所產生的自由載子

發生 exchange interaction，進而形成Bound magnetic polarons (BMP)。當BMP

有部分疊合透過自由載子產生進一步的 exchange interaction，使全部載子自

旋方向排列成同方向而產生鐵磁性。 
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Abstract 

 
 

  In this study, we experimentally demonstrate that it is possible to induce room temperature 

ferromagnetism in carbon, nitrogen doped TiO2 prepared simply by conventional solid state 

reaction method. From the magnetization hysteresis loop measurements, we can observe that 

N(C)-TiO2 is ferromagnetic at room temperature. The origin of the RT-ferromagnetism is 

believed to intimately relate to the interaction of oxygen vacancies and impurities. From XPS 

spectra, nitrogen doping promotes the increasing loss of oxygen. Due to the charge balance 

requirement, the existence of oxygen vacancies partly transforms Ti4+ to Ti3+ and provides 

excessive electrons. When the impurities and oxygen vacancies are present simultaneously, it 

is anticipated to induce new states appearing near the Fermi level by p-p interaction. It not 
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only satisfies the Stoner criterion but also creates unpaired electrons. These unpaired 

electrons, in turn, act as the sources of spin-polarized carriers the eventually lead to room 

temperature ferromagnetism. Therefore, the p-p coupling interaction and charge transfer 

giving rise to the spin density near each impurity tends to align spin parallel to form moment 

at impurity ion. The moment-carrying impurities then strongly couples with carrier spins, 

generated by the existence of oxygen vacancies to form the bound magnetic polarons (BMP). 

If the concentration of BMPs is sufficiently high, it is able to effectively mediate the indirect 

ferromagnetic coupling among impurities by carries and result in ferromagnetism observed in 

the present system. 
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                                                                                              Chapter 1 
 

                                                                                          Introduction 
1-1 Magnetic materials v.s Semiconductor 

The possibilities of integrating the existing semiconductor technologies with 

novel magnetic materials have intrigued scientists for a long time, owing to the 

seemingly unlimited application potential such combination has to offer. The spin 

property of electrons has been successfully utilized to achieve useful magnetic device, 

such as magneto-optical recording device, magneto-resistance read head and magnetic 

sensor. On the other hand, numerous electronic devices used in semiconductor 

industry, i.e. integrated circuits (ICs), transistors or lasers and light emitting diodes, 

transmit complex information by controlling the behavior of the carriers in 

semiconductors. The breakthrough of magnetic and semiconductor science gives rise 

to the rapid developments of computer technique and communication integrity. 

However, the traditional semiconductor electronic devices suffer from several 

problems: slow speed of signal transmission, low efficiency resulting from energy 

dissipation and too large size of device for applications. Those drawbacks are 

primarily originated from the limitation of mobility and serious collisions of carriers 

in semiconductors. Moreover, in order to explore higher performance, the size of 

semiconductor devices has to be decreased to submicron or nano size. The effects of 

exchange interaction between carriers can become a more important factor in the 

devices. So if the signal transmission process is accomplished by controlling of the 

orientation and the coupling between different spin states, the corresponding signal 

speed will become relatively faster with smaller energy dissipation. Therefore, how to 

take the advantages of well-developed technologies in traditional semiconductors and 

1 
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incorporate spin mechanism to design advanced devices has become an important 

issue. Those kinds of devices are called spin transport electronic (spintronic) system, 

such as magneto-resistance random access memory, spin-FET and spin-LED, optical 

isolator and quantum computer. Consequently, study the fundamental physics of 

magnetism and search for new magnetic materials to develop the useful spintronic 

devices will certainly be the main-stream trend in the future [1,2].  

As the researches of spintronics evolve, three important tasks arise: efficient spin 

injection, overall spin control and spin detection, which play the important roles in the 

improvement of spintronic-device performance. In early stages, many researches 

focused on searching the high spin-polarized material for the purpose of 

high-efficiency spin injection. Due to the nature ferromagnetism of most transition 

metals, many studies have been devoted to combine the transition metals and 

traditional semiconductors by delicate growth technologies. However, the 

mismatching between the crystal geometries of these two kinds of materials has 

limited the efficiency of spin-injection process. In other words, this approaching has 

been not very successful, because of the great geometrical and chemical-property 

differences between the transition metals and traditional semiconductors. On the other 

hand, in 1960, “concentrated” magnetic semiconductors, such as europium 

chalcogenides (rock-salt type ex: EuSe and EuO) were proposed. These kinds of 

materials were also called ferromagnetic semiconductors, which possess the 

fundamental characteristics of ferromagnetism and traditional semiconductor. A 

ferromagnetic semiconductor contains numerous spin-polarized carriers; hence the 

motion and the spin states of the carriers can be easily controlled by the 

electromagnetic field (EM field). Manipulation of the interaction between the charges 

(carriers) and photons provides the controllability of not only the magnetism, but also 

the behavior of semiconductor. Nevertheless, the Curies temperature (Tc) of 
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ferromagnetic semiconductor is usually lower than 100K. Moreover, this kind of 

material is also very difficult to form the hetero-structures. These two drawbacks have 

resulted in the severe limitations of its practical applications. Furthermore, two types 

of new promising magnetic materials with high spin-injection efficiency have 

appeared in recent decades. The first one is called “half-metal”, which possesses 

100% spin polarization, such as CrO2, mixed valence maganties ((La1-xAx)MnO3 (x～

0.3, A=S r, Ca, Ba)), Fe3O4, and double perovkites (A2BB`O6 (A = Sr, Ca, Ba，B = Fe, 

Co，B`= Mo, Re)) [3~8]. Although these magnetic materials indeed possess the 

characteristic of 100% spin polarization, but it is difficult to produce heterogeneous 

structures, so have restricted the application. Another one is the so-called “diluted 

magnetic semiconductors” (DMSs) realized by doping transition metals into 

traditional semiconductors. The doped transition metal induces the unpaired electrons 

which lead to the intrinsic spontaneous spins in the semiconductor system. The detail 

of DMSs will be further discussed in later sections. In summary, functional 

ferromagnetic semiconductors plays the key role in the development of spintronic 

devices, therefore, studying the underlying physics and fundamental mechanism of 

these ferromagnetic semiconductors becomes an important issue. 

 

1-2 What are diluted magnetic semiconductors? 
  The traditional diluted magnetic semiconductors (DMSs) are semiconductors in 

which a fraction of the host cations can be substitutionally replaced by magnetic ions 

or appropriate rare earths. Such a compound (Fig. 1-1-1(b)) can be regarded as an 

alloy between a non-magnetic semiconductor (Fig. 1-1-1(c)) and a magnetic 

semiconductor (Fig. 1-1-1(a)). Transition metals (TMs) that have partially filled d 

states (Sc, Ti, V, Cr, Mn, Fe, Co, Ni, and Cu) and rare earth elements (e.g. Eu, Gd, Er), 



which have partially filled f states, have been used as magnetic atoms in DMS. The 

partially filled d states or f states contain unpaired electrons, which are responsible for 

their magnetic behaviors. 

  Since the crystal structure and chemical bond of DMSs match well with available 

semiconductor devices and the band exhibits Zeeman splitting at temperatures lower 

than Tc, so that it can induce huge spin polarization serves as the source of spin 

polarization in spintronic devices. Even more importantly, to obtain such electronic 

devices operational at room temperature is the necessary condition for all practical 

purposes. Indeed, a ferromagnetic response persisting up to above room temperature 

has been the highlighted issues and opportunities arising in this corner of solid state 

science. 

 
Fig. 1 The different types of semiconductors: (A) a magnetic semiconductor; (B) a 

DMS and (C) a non-magnetic semiconductor. 
 

1-3 The review of magnetic semiconductors 
  The theoretical prediction and observation of room temperature ferromagnetism in 

doped transition metal DMSs is one of the most interesting scientific developments of 

the early 21st century. DMSs typically consist of a nonmagnetic semiconductor doped 

with transition metal elements which possess unpaired d or f electrons. These 

unpaired electrons can form the local magnetic moments and the coupling between 

them may result in collective magnetism. 
4 
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1-3.1 Traditional DMS 

  In 1980s, DMSs, i.e. semiconductor doped with diluted magnetic atoms, gradually 

attracted considerable attention. Most of studies have been focused on the II-VI 

compounds, such as (Cd or Mn)Te、(Zn or Mn)Te、(Zn or Co)S、(Hg or Fe)Se. Though 

high density of magnetic atoms can be doped into the II-VI compounds, n- or p- type 

doping carrier concentration remains relatively low due to the similar valences of 

transition metal elements and the cation of II-VI compounds. Thus, despite of the 

matured doping technique of II-VI DMS compounds accomplished by using 

molecular beam epitaxy (MBE), the p-type doping II-VI (Cd, Mn)Te, (Zn, Mn)Te and 

(Be, Mn)Te only exhibited ferromagnetism with Tc below 10K. These kinds of II-VI 

ferromagnetic semiconductors are therefore unsuitable for spintronic devices for 

operating at RT. 

  For III-V DMSs, like MnxGa1-xAs, Mn contributes both the magnetic moment and 

the hole carriers (i.e. p-type DMS). Both turn out to be equally important for 

obtaining ferromagnetism within the framework of the mean-field approximation 

(MFA) [9], there are two basic assumptions in the theory:  

1. The ferromagnetism originates from the indirect interaction of localized 

magnetic moments of doping magnetic atoms, that is to say, the ferromagnetism 

is induced by the hole carriers (carrier-induced ferromagnetism).  

2. The long distance spin-spin interaction.  

For this case, the Mn ions are acceptors and generate holes in the valence bands. 

These holes antiferromagnetically interact with the Mn ions and lead to the indirect 

coupling between the neighboring Mn and Mn ions to become ferromagnetic. 

According to the mean-field theory, the Tc increases with the concentration of Mn 

doping and hole concentration. It is noted that the hole carriers are created by the Mn 



atoms replacing some of the Ga atoms in GaAs. However, the concentration of hole is 

far below the concentration of doping Mn atoms observed in many experiments. As a 

sequence, the Mn atoms may have acted as compensating donors and decrease the 

hole concentration, leading to a decrease of Tc. 

  A theoretical prediction by Dietl et al. [10] demonstrates that the Curie temperature 

can be increased above room temperature in p-type semiconductor based DMSs 

(Fig.2). The calculations also show that ferromagnetism is stable in a DMS which is 

based on a wide bandgap semiconductor. Moreover, the recent reports of room 

temperature in p-type ferromagnetism in ZnO-based semiconductors [11] as well as in 

Co:TiO2 oxide films [12] have encouraged intensive experimental studies to look into 

oxide-based DMSs (O-DMSs). 

 
Fig. 2 The Curie temperature of numerous p type DMS predicted by mean-field 

approximation theory.(Mn doping concentration : 5% and hole concentration : 
3.5×1020/cm3). The black line indicates room temperature (300K) [10]. 

 

  Even though ferromagnetism has been observed in a number of systems, 

experimental studies on TM-doped O-DMSs have resulted in inconsistent results and 

the mechanism giving rise to the room-temperature ferromagnetism in TM-doped 

O-DMSs remains unclear. For instance, Chamber et al. [13] found the Co clusters 

existing in Co doped TiO2 film and argued that the observed ferromagnetism may 

6 
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have come from the contribution of the Co clusters. Punnoose et al. [14] and  

Kennedy et al. [15] also found the presence of Co clusters in different experiments. 

The inability of excluding the ferromagnetism seen in TM-doped O-DMSs form 

cluster or secondary phases has hindered the application of DMSs. The revived search 

for DMSs was based on alternative dopants. If non-TM dopants can be incorporated 

in O-DMSs and induces magnetism, it should be able to clarify the source of 

ferromagnetism. These have been called d0 magnetism, indicating that no ions with 

partially filled d-shell are at the origin of the magnetic moments. For example, copper 

doping in ZnO and GaN have been investigated and it has been confirmed 

experimentally both Cu-doped ZnO and GaN are room-temperature ferromagnetic 

DMSs [16~19]. 

  Recently several groups have found room temperature ferromagnetism in N-doped 

ZnO and C-doped ZnO film [20~23]. The existing traditional theories of DMS cannot 

be applied to the d0 magnetism, because they are based on the existence of the d and f 

orbitals, but there are no such orbitals in these 2p-light element doped materials. 

Moreover the mechanism for ferromagnetism in such anion doped magnetic materials 

is still not clear.  

  Among the oxide based DMS materials, TiO2 and ZnO are the most interesting 

semiconductor materials due to their potential for industrial application and thus have 

received much attention. Thus, we will present a brief review on TiO2 and the 2p-light 

element doped DMSs.  

 

1-3.2 TiO2-based materials: 

  Since 2001, many publications dealing with the growth and properties of 

magnetically doped transition metal oxides have appeared. Matsumoto et al. [24,25] 



used a combinatorial approach with pulsed laser deposition (PLD) to grow TiO2 films 

in both anatase and rutile forms and doped them with the first row transition metal 

from Sc to Zn. Each was screened for ferromagnetism using a superconducting 

quantum interface device (SQUID) magnetometer. Among these many combinations, 

only epitaxial Co-doped TiO2 anatase grow on LaAlO3 (001) was found to exhibit 

room temperature ferromagnetism (Tc>400K). On the other hand, other growth 

methods such as oxygen plasma assisted molecular beam epitaxy (OPAMBE) [26~30], 

sputtering [31,32] and direct chemical nanocrystal and nanorod synthesis [33,34], 

have been used to synthesize true Co-doped TiO2 anatase. The as-grown OPAMBE 

growth material was found to be FM at room temperature with a moment of ~1.1 μB 

per Co. The nanocrystals and nanorods growth by direct chemical methods were 

paramagnetic in as-grown conditions, but became strongly ferromagnetic (～up to 1.9 

μB per Co) when spin coated onto a polycrystalline sapphire substrate and annealed in 

air at 350℃. But a number of studies [35, 36] indicate that the RT ferromagnetism in 

TM-doped oxides may come from magnetic clusters or secondary magnetic phases, 

for example as shown in Fig. 3. On the other hand, there are reports suggest the 

absence of magnetic clusters or secondary phases and support intrinsic ferromagnetic 

origin. So far, the origin of ferromagnetism remains a very controversial topic. 
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Fig. 3 A high resolution XTEM picture 
of the nanoclustered film near the 
film/substrate interface. [35] 
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Punnoose et al. [14] reported detailed studies of temperature dependent 

magnetization (M(T)) at H=50 Oe with zero-field-cooled (ZFC) and field-cooled (FC) 

schemes and showed that M(T) peaks at Tp~30K for 1% Co and Tp~125K for 12% Co 

doped films, respectively. Nevertheless, it was pointed out that bifurcation of FC and 

ZFC M(T) curves, shown in Fig.4 are typical feature of a blocked nanoparticle system. 

Thus it is due most likely to the contributions from the Co nanoparticles in the 

Co/TiO2 samples. Therefore, the existence of cluster or second phase has been a 

problem in TM-doped DMS.  

  Recently, several groups have found room temperature ferromagnetism (RTFM) in 

undoped HfO2, In2O3, ZnO, and SnO2 films [37~41]. It is believed that the FM in 

undoped TiO2 films originates from the oxygen vacancies (Vo) localized near the 

film-substrate interface by analyzing FM in samples prepared under different 

conditions [38~45] and FM in samples with different thicknesses [41~43,45]. 

  For example, data of the oxygen annealed films of TiO2 and HfO2 [38] are shown 

in Fig.5 along with the data of as-deposited films in order to be compared directly. 

This evidence has clearly indicated the primary role played by oxygen vacancies. 

Nevertheless, the mechanisms to explain how FM emerges are contradictory. It is 

amazing that undoped oxides DMS possess ferromagnetism at room temperature 

because it challenges the “traditional” picture in explaining TM-doped DMSs. First of 

all, according to the general theory of magnetism, if there is no unpaired d or f 

electrons, there will be no ferromagnetism. Thus, although the term “d0 magnetism” 

has been brought about to explain the phenomena, the mechanism of d0 magnetism is 

still not clear, and should be an interesting issue in the future. 
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Fig. 4 Temperature variations of the 
magnetization for ZFC and FC cases 
for the 1% and 12% Co samples. The 
inset shows ZFC data for the five Co 
concentrations. 
 

Fig. 5 M-H loops taken at 300 K for 
(a) TiO2 films as-deposited, annealed 
in O2 at 650 °C for 2 h and for 8 h and 
(b) HfO2 films as-deposited, annealed 
in O2 at 800 °C for 4 h and for 10 h. 
 

 

1-3.3 2p-light element doped DMSs : 

Several groups have found room temperature ferromagnetism in N-doped ZnO and 

C-doped ZnO film [49~52], in which nitrogen and carbon are substitutes for oxygen. 

The existing theories of traditional DMS cannot be applied to 2p light element-doped 

DMS, but the 2p light elements appear to be ideal impurities to produce 
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ferromagnetism in these materials. It is believed that the valence electrons in p states 

are more delocalized hence have much larger spatial extensions which, in turn, could 

promote long-range exchange coupling interactions. Therefore, DMSs doped with 2p 

light elements can be weak ferromagnets in a highly ordered and low doping 

concentration [53]. Pan, et al. believed that substitution of N or C atoms at the O sites 

in ZnO introduces holes in O 2p states, which couple with the parent N 2p or C 2p 

localized spins by the p-p interaction, leading to effects similar to p-d hybridization in 

TM-doped DMSs. Based on first-principle density functional theory (DFT) 

calculations, the C-doped anatase TiO2 may induce ferromagnetism when some O 

atoms are substituted by C atoms [54]. In that, each C has spin-polarized 2p states in 

the band gap generating a magnetic moment of 2.0µB.  

Moreover, based on the first-principle calculations, Rumaiz et al. [55] deemed that 

N doping of TiO2 leads to the formation of oxygen vacancies and results in an 

impurity state at the Fermi energy. Besides, Coey et al. [56] proposed a model for the 

ferromagnetism of doped oxide nanoparticales and related materials. Basically, the 

defective oxides are presumed to be the Stoner ferromagnets; the spontaneous Stoner 

ferromagnetism can arise in percolating defect-rich regions where charge transfer 

happens. Therefore, the 2p-light elements can be better alternatives for impurities to 

produce ferromagnets in oxide semiconducting materials. 
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1-4 Motivation 
From the above survey, we note that both C-and N-doping to TiO2 may lead to 

Stoner ferromagnets and can be excellent candidates for DMS for RTFM. We also 

note that most of the researches on 2p-light element doped DMSs have been focused 

on films, which inevitably incorporates unexpected defects from processes that may 

complicate the interpretations of the obtained results. Thus, it may be significant and 

instructive to investigate FM in 2p-light element DMSs powders because they might 

reflect intrinsic magnetic properties of materials. Therefore, in this study, we try to 

prepare TiO2 powder with nitrogen and carbon dopants in order to clarify some of the 

issues stated above. 

  



                                               Chapter 2 
 

                                             Background 
2-1 Spin interaction in DMS 
  In this section, we describe the models that are most commonly used to describe the 

magnetic interactions in diluted magnetic semiconductors. 

(I) Origin of exchange [57] 

  Consider a simple model with just two electrons which have spatial coordinate r1 

and r2 respectively. The wave function for the joint state can be written as a product 

of single electron states, so that if the first electron is in state ψa (r1) and the second 

electron is in state ψb (r2), then the joint wave function can be written as ψa (r1)ψb (r2). 

For electrons the overall wave function must be antisymmetric so the spin part of 

the wave function must either be an antisymmetric singlet state χS (S = 0) in the case 

of a symmetric spatial state or a symmetric triplet state χT (S = 1) in the case of an 

antisymmetric spatial state. Therefore we can write the wave function for the singlet 

case ΨS and the triplet c eas  ΨT as  

Ψୱ ൌ
1

√
ሾψ ሺܚ ሻψ  ሺܚ ሻ ൅ ψ ሺܚ ሻψୠ ሺܚ ሻሿχS 2 ୟ ૚ ୠ ૛ ୟ ૛ ૚

ΨT ൌ
1

√2
ሾψୟሺܚ૚ሻψୠ ሺܚ૛ሻ െ ψୟሺܚ૛ሻψୠ ሺܚ૚ሻሿχT 

where both the spatial and spin parts of the wave function are included. The energies 

 t  o e states are of he two p ssibl

ൌ ׬ Η෡ r1dr2 Eୱ ψS
כ ψS

dכ

ET ൌ ׬ ψT
כ Η෡ψT

 dr1dr2כ

with the assumption that the spin parts of the wave function χS  and χT  are 

normalized. The difference between the two energies is 
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Eୱ െ ET ൌ 2 න ψa
૚ሻψbܚሺכ

૛ሻΗ෡ܚሺ כ ψaሺܚ૛ሻψb ሺܚ૚ሻdr1dr2 

For a singlet state S1 · S2 = -3/4 while for a triplet state S1 ·S2 = 1/4. Hence the 

Hamiltonian can be written in the form of an “effective Ham ian” ilton

Η෡ ൌ
1
4

ሺEୱ ൅ 3ETሻ െ ሺEୱ െ ETሻSଵ · Sଶ 

This is the sum of a constant term and a term which depends on spin. The constant 

can be absorbed into other constant energy terms, but the second term is more 

interesting. The exchange constant (or e h e ) s f   xc ang  integral , J i  de ined by

J ൌ
Eୱ െ ET

2
ൌ න ψa

૚ሻψbܚሺכ
૛ሻΗ෡ܚሺ כ ψaሺܚ૛ሻψb ሺܚ૚ሻdr1dr2 

and hence the spin-dependent te iltonian can be written rm in the effective Ham

H෡ ୱ୮୧୬ ൌ െ2JSଵ · Sଶ 

If J > 0, ES > ET, the triplet state S = 1 is favored. On the other hand, if J < 0, ES < ET, 

the singlet state S = 0 is favored. This equation is relatively simple to derive for two 

electrons, but generalizing to a many-body system is far from trivial. This motivates 

the Hamiltonian of the Heisenberg model: 

Η෡ ൌ െ ෍ ௜௝ܬ
௜௝

Sଵ · Sଶ 

where Jij is the exchange constant between the ith and jth spins. 

 

(II) Direct exchange 

If the electrons on neighboring magnetic atoms interact via an exchange interaction, 

this is known as direct exchange. This is because the exchange interaction proceeds 

directly without the need for an intermediary. Though this seems to be the most 

obvious route for the exchange interaction to take, the reality in physical situations is 

rarely that simple. Very often direct exchange cannot be an important mechanism in 

controlling the magnetic properties because there is insufficient direct overlap 



between the orbitals of the neighboring magnetic ions. 

 

(III) Superexchange 

Superexchange can be defined as an indirect exchange interaction between 

non-neighboring magnetic ions which is mediated by a non-magnetic ion which is 

placed in between the magnetic ions. It arises because there is a kinetic energy 

advantage for antiferromagnetism, which can be understood by referring to Fig. 6(a) 

which shows two transition metal ions separated by an oxygen ion. For simplicity we 

will assume that the magnetic moment on the transition metal ion is due to a single 

unpaired electron (more complicated cases can be dealt with in analogous ways). 

Hence if this system were perfectly ionic, each metal ion would have a single 

unpaired electron in each d orbit and the oxygen would have two p electrons in its 

outermost occupied states. The figure demonstrates that antifcrromagnetic coupling 

lowers the energy of the system by allowing these electrons to become delocalized 

over the whole structure, thus lowering the kinetic energy. 

 
Fig. 6 Depict the hoping processes of the superexchange. 
 

(IV)  Double exchange 
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In some oxides, it is possible to have a ferromagnetic exchange interaction which 

occurs because the magnetic ion can show mixed valence, which is it can exist in 



16 
 

more than one oxidation state (Fig. 6(b)). Examples of this include compounds 

containing the Mn ion which can exist in oxidation state 3 or 4, i.e. as Mn3+ or Mn4+ 

(Fig. 7). The eg electron on a Mn3+ ion can hop to a neighboring site only if there is a 

vacancy there of the same spin (since hopping proceeds without spin-flip of the 

hopping electron). If the neighbor is a Mn4+ which has no electrons in its eg shell, this 

should present 

no problem. However, there is a strong single-centre exchange interaction between 

the eg electron and the three electrons in the t2g level which wants to keep them all 

aligned. Thus it is not energetically favourable for an eg electron to hop to a 

neighboring ion in which the t2g spins will be antiparallel to the eg electron (Fig. 7(b)). 

Ferromagnetic alignment of neighboring ions is therefore required to maintain the 

high-spin arrangement on both the donating and receiving ion. Because the ability to 

hop gives a kinetic energy saving, allowing the hopping process shown in Fig. 7(a) 

reduces the overall energy. Thus the system favors to align ferromagnetically and 

saves energy. 

  The physics of this mechanism is applied to mixed-valence DMSs, i.e. 

semiconductors in which one can find coexisting magnetic ions of the same chemical 

nature but with different charge states. The magnetic ions with different charge states 

were also observed in III–V DMS [58]. Although it is believed that in GaAs and InAs 

the Mn ions are in the high spin 2+ charge state [59, 60], the precise nature of the 

charge state related to Mn ions is not finally determined in these materials. Recently, 

the coexistence of Mn2+ and Mn3+ ions leading to double exchange induced 

ferromagnetism was also suggested in ZnO [61]. 



 

Fig. 7 Schematics that depict the hoping processes of the double exchange. 

 

2-2 Spontaneous spin-split band [57] 

  It is evidently demonstrated that band ferromagnetism in which the magnetization 

is due to spontaneously spin-split bands might also play a role for ferromagnetism 

exhibited in some DMSs. In this section we will explore some models which might be 

relevant to understand how energy bands in some materials can become 

spontaneously spin-split. 

  

Fig. 8 Density of states showing 
spontaneous splitting of 
energy hands without an 
applied magnetic field. 
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  In the absence of an applied magnetic field, if we take a small number of electrons 

near the Fermi surface from the spin-down band and place them in the spin-up band, 

one immediately sees the imbalance between the spin-up and spin-down bands will 
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lead to magnetism. Specifically, if we take spin-down electrons with energies from 

EF — δE up to EF and flip their spins, placing them in the spin-up band where they sit 

with energies from EF up to EF +δE, as schematically illustrated in Fig. 8. The 

number of electrons moved is g(EF)δE/2 and they increase in energy by δE. The total 

energy change is g(Ep)δE /2 ×δ ΔEK.E. is therefore E. The total kinetic energy change 

ΔEK.E. ൌ
1
2 gሺEFሻሺܧߜሻଶ

 

This is an energy cost so this process looks unfavorable. However, the interaction of 

the magnetization with the molecular field gives an energy reduction which can 

outweigh this cost. The number density of up-spins is n↑ = ଵ
ଶ

ሺn ൅ gሺEFሻܧߜሻ and the 

number density of down-spins is n↓ = ଵ
ଶ

ሺn െ gሺEFሻܧߜሻ. Hence the magnetization is M 

= µB(n↑ - n↓), assuming each electron has a magnetic moment of 1µB. The molecular 

field energy is 

ΔEM.F. ൌ െ න μ଴ሺλMᇱሻ
M

଴
dMᇱ ൌ െ

1
2 μ଴λMଶ ൌ െ

1
2 μ଴μB

ଶ λሺn՛  െ  n՝ሻଶ
 

Writing U=µ଴µB
ଶλ where U is a measure of the Coulomb energy, we have 

ΔEM.F. ൌ െ
1
2 ܷሺgሺEFሻܧߜሻଶ

 

Hence the total c ene  ishange of rgy ΔE   

ΔE ൌ ΔEK.E. ൅ ΔEM.F. ൌ
1
2 gሺEFሻሺܧߜሻଶ൫1 െ ܷgሺEFሻ൯ 

Thus spontaneous ferromagnetism is bpossi le if ΔE < 0, which further implies that 

ܷgሺEFሻ ൒ 1 

This condition is known as the Stoner criterion. This condition for the ferromagnetic 

instability requires that the Coulomb effects are strong and also that the density of 

states at the Fermi energy is large. If there is spontaneous ferromagnetism, the spin-up 

and spin-down bands will be split by an energy A, where A is the exchange splitting, 

in the absence of an applied magnetic field. 



2-3 Bound magnetic polarons 

   In the BMP model, oxygen vacancies act both as electron donors and as electron 

traps which can bind the electrons and maintain insulating behavior. Each trapped 

electron couples to the local moments of the host lattice that lie within its orbit 

ferromagnetically, leading to a bound polaron with a large net magnetic moment. 

If neighboring BMPs do not interact strongly with each other, a paramagnetic, 

insulating phase results. However, for certain BMP–BMP distances and combinations 

of electron–electron and electron–local moment exchange constants, the BMPs may 

couple in a ferromagnetic fashion [62, 63]. The critical distance at which the 

exchange between two BMPs becomes ferromagnetic is typically of the order of a few 

Bohr radii [63]. The amplitude of the exchange interaction then drops off rapidly with 

distance. Above some critical electron density, the attractive potential of the vacancy 

is screened, the donor electrons become unbound, and the system becomes metallic 

[64] and, depending on the temperature, can be either paramagnetic or ferromagnetic. 

 
Fig. 9 Representation of magnetic polarons. Cation sites are represented by small 

circles. Oxygen is not shown; the unoccupied oxygen sites are represented by 
squares [65]. 
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  The spin-split donor impurity-band model originated from oxygen vacancies 

constituted magnetic BMP has been used to explain the observed variation of 

magnetic moments across the TM-doped ZnO series, as shown in Fig. 10. On passing 

along the 3d series from Ti to Cu, the spin-split d levels move down in energy 

towards the top of the oxygen 2p-band. Hence there are two regions where a high Tc 

is expected: one near the beginning of the series where the 3d↑ states cross the Fermi 

level in the impurity band, and one towards the end where the 3d↓ states cross the 

Fermi level. For the light 3d elements, the 3d↑ states lie high in the 2p (O) and 4s (Zn) 

gap, overlapping the donor impurity band which is spin split. In the middle of the 

series, there is no overlap with the 3d levels and exchange is weak, but towards the 

end of the series the 3d↓ states overlap the impurity band, which then has the opposite 

spin splitting for the same occupancy. High Tc is found whenever unoccupied 3d 

states overlap the impurity band, but not otherwise.  

 
Fig.10 (I) The magnetic moment of thin films produced from (Zn0.95M0.05)O targets by 

pulsed-laser deposition, for M = Sc – Cu, measured at room temperature.  
(II) Schematic band structure of an oxide with 3d impurities and a spin split 

donor impurity band. (a) The position of the 3d level for low Curie 
temperature, when the splitting of the impurity band is small. b, and c, 
show positions of the minority (b) or majority-spin (c) 3d bands, 
respectively, which lead to high TC[65]. 
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                                                                                              Chapter 3 
 

                                                                                          Experiments  
3-1 Sample preparation 
  We experimentally demonstrate that it is possible to induce room temperature 

ferromagnetism in 2p-light-element doped TiO2 prepared simply by conventional 

solid state reaction method. We divide our experiment into two part, one is to anneal 

the high purity rutile TiO2 (99.998%) powders twice under different nitrogen 

pressures at 1273K for 2hours. The other is utilized high purity TiO2 to mix with 

carbon (99.999%) powders. The mixtures were then heated at 1273K for 6 hours 

under a reduced pressure of <6x10-4 torr to promote reactions among the mixing 

constituents. The solidified mixture was then grinded and pressed using a mold to 

form the target body; the target body was heated twice at 1273K for 12 hours. This 

step is intended to increase the contact area between carbon and TiO2 powders. Care 

was taken to prepare sample from directly contacting any ferrous tools or vessels 

during synthesis and characterization processes. Structural and magnetic 

characterizations of 2p-doped TiO2 samples were carried out by means of x-ray 

diffraction (XRD), x-ray photoelectron spectroscopy (XPS), superconducting 

quantum interference device (SQUID), and electron paramagnetic resonance (EPR). 

 

 3-2 Measurements 

(I) X-ray diffraction (XRD) 

  X-ray diffraction is a common technique for studying crystal structures and 

variations in atomic spacing. It is based on constructive interference of 
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monochromatic X-rays when passing through a crystalline sample. The interaction of 

the incident rays with the sample produces constructive interference (and a diffracted 

ray) when conditions satisfy Bragg's Law (nλ=2d sin θ) (Fig.11). This law relates the 

wavelength of electromagnetic radiation to the diffraction angle and the lattice 

spacing in a crystalline sample. These diffracted X-rays are then detected, counted 

and processed. By scanning the sample through a range of 2θ angles, all possible 

diffraction directions of the lattice should be attained due to the random orientation of 

the powdered material. Conversion of the diffraction peaks to d-spacing allows 

identification of the mineral because each mineral has a set of unique d-spacing. 

Typically, this is achieved by comparisons of the obtained d-spacing information with 

the standard reference patterns. 

 
Fig. 11 The illustration of XRD process. 

 

(II) X-ray Photoelectron Spectroscopy (XPS) 
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  X-ray photoelectron spectroscopy (XPS), also called electron spectroscopy for 

chemical analysis (ESCA), is a popular surface analytic technique. It can provide 

detailed information about the elemental composition, chemical state and electronic 

structure of the elements that exist within a material [66-68]. XPS is based on the 

photoelectric effect, whereby a sample surface emit electrons after being irradiated by 

a photon source of sufficiently high energy, as shown in Fig.12 . For XPS, a soft x-ray 



(50－1500 eV) are used as the exciting photon source. The surface atoms emit 

electrons (called photoelectron) after direct transfer of energy from the photon to the 

core-level electron, as illustrated in Fig. 13. The emitted electron is called 

photoelectron and the emitting process is named photoemission. The photoelectrons 

are subsequently separated according to their energy via an electron spectrometer. 

 

Fig. 12 Illustration of photoelectric effect 

 
Fig. 13 The X-ray photon transfers its energy to a core-level electron imparting 
enough energy for the electron to leave the atom 
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Eୠ୧୬ୢ୧୬୥ ൌ E୮୦୭୲୭୬ െ E୩୧୬ୣ୲୧ୡ െ Φ 

Because the energy of a particular x-ray wavelength equals a known value, we can 

determine the electron binding energy of each of the emitted electrons by using an 

equation that is based on the work of Ernest Rutherford: 
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where Eୠ୧୬ୢ୧୬୥ is the energy of the electron emitted from one electron configuration 

within the atom, E୮୦୭୲୭୬ is the energy of the x-ray photons being used, E୩୧୬ୣ୲୧ୡ is 

the kinetic energy of the emitting electron as measured by the instrument and Φ is 

the work function of the spectrometer (not the material). 

  Core level peaks can provide direct information on the chemical bonding by XPS 

measurement. The characteristic binding energies of photoelectrons are not only 

element specific, but also depend on the chemical state of the corresponding atom. 

Chemical shifts are recorded as a displacement (typically in the range of 0 to 4 eV) in 

binding energies of photoelectrons excited from atoms in a compound compared to 

the energies of the corresponding pure substance. Binding energies increase, e.g., with 

the oxidation state of a substance, as part of the electronic density is transferred to the 

oxidizing species, leaving the remaining electronic density unbalanced against the 

positive nuclear charge. 

(III) Superconducting Quantum Interference Device (SQUID)  

  A superconducting quantum interference device (SQUID) is equipment used to 

measure extremely weak signals, such as subtle the magnetic field changes in living 

organisms. SQUID is designed by use of the principal of macroscopic long-range 

quantum interference and consists of two parallel Josephson junctions made of two 

superconductors separated by a thin insulating layer. The device may be configured as 

a magnetometer to detect incredibly small magnetic fields. The great sensitivity of the 

SQUID devices is associated with measuring changes in magnetic field associated 

with one flux quantum. One of the discoveries associated with Josephson junctions 

were the flux is quantized in units. If a constant biasing current is maintained in the 

SQUID device, the measured voltage oscillates with the changes in phase at the two 

junctions, which depends upon the change in the magnetic flux. Recording the 
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oscillations allows us to evaluate the flux change which has occurred. Hence, SQUID 

as magnetometer provides the information of magnetic field gradient or magnetic 

field of sample. 

(IV) Electron Paramagnetic Resonance (EPR) 

  Electron Paramagnetic Resonance (EPR) often called Electron Spin Resonance 

(ESR) is a branch of spectroscopy in which electromagnetic radiation (usually of 

microwave frequency) is absorbed by molecules, ions or atoms possessing electrons 

with unpaired spins.  

Ever since the discovery of Electron Paramagnetic Resonance by 

Zavoiskii, it has been developed into an important branch of spectroscopy and 

becomes a valuable tool in all branches of science wherever systems containing 

unpaired electrons are investigated. 

  Intrinsic spin is a unique quantum property of electron, nuclei, and nuclear and sub 

nuclear particles. Charged particles with spin or orbital angular momentum will have 

magnetic moments, a vector quantity denoted as such by the bold character μ. The 

magnetic moment μ interacts with the static vector magnetic field B to produce an 

energy U through the following scalar product relationship. 

U ൌ െµ · B 

This component of the electron energy is designated as the Zeeman interaction. Static 

magnetic field generates an energy-level structure. Magnetic fields that vary rapidly 

with time stimulate transitions between energy-levels or states, giving rise to spectral 

lines. Energy states are quantitatively called the spin Hamiltonian. From the 

Hamiltonian, the energy level structure can be derived. The intrinsic spin gives the 

electron its intrinsic spin magnetic charge will create a current loop. An electron can 

have angular momentum as it moves not only around its own axis but also in an orbit. 



The component µ୸ of electron-spin magnetic moment along the direction of the 

magnetic field B applied alon  t i  g he direct on z is 

µ୸ ൌ െgୣβୣMୱ  ;  βୣ ൌ
|q|԰
2m  

where g is the Zeeman factor. This was originally introduced to correct and increase, 

by a factor of 2, the relationship between magnetic moment and spin from what would 

be expected from the relationship between magnetic moment and orbital angular 

momentum. 

  For a single unpaired electron, the possible values of Ms are ൅ ଵ
ଶ
 and െ ଵ

ଶ
 . Hence 

the possible values of µୣ are ט ଵ
ଶ

gୣβୣ and the values of U are േ ଵ
ଶ

gୣβୣB (Fig. 14). 

These are sometimes referred to as th l o ic Zeeman energy. e e ectr n

∆U ൌ gୣβୣB 

 
Fig. 14 Energy-level scheme for the simplest system (e.g., free electron) as a function 

of applied magnetic field B, showing EPR absorption. 

 

  By placing the unpaired electrons in a magnetic field, we have increased the 

number of energy levels from one to two. In fact, sometimes in the region near the 

electron there is an atomic nucleus with a magnetic moment. The magnetic moment of 
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the nucleus is restricted to a few orientations with respect to an external magnetic 

field. The magnetic energy of the electron is affected by the orientation of the nuclear 

magnetic moment. It is the reason why two magnetic energy levels for the electron are 

each further split into a few sublevels. This interaction of the nucleus and the electron 

is called the hyperfine interaction. 

 

Fig. 15 Hyperfine splitting in the hydrogen atom in a high field. 

 

The applied magnetic field splits the energy levels in to Mୱ ൌ ൅ ଵ
ଶ
 and െ ଵ

ଶ
 states. 

Each Ms state splits into two MI states due to interaction with He nucleus (I= ଵ
ଶ
 ). We 

observe transitions between levels 4 and 1, 3 and 2. Therefore the “selection rules” for 

EPR transitions are ∆Mୱ ൌ േ1, ∆MI ൌ 0. The proton has a spin of ଵ
ଶ
. By the 2I+1 

rule, the number of possible orientations is two. The number of levels is produced by 

hyperfine splitting. That is the reason there will be four levels. The Hamiltonian for 

the magnetic interaction in a trong ext l  i
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 s ernal fie d s 

K୫ୟ୥୬ୣ୲୧ୡ ൌ gµ଴H୸S୸ ൅ aI୸S୸ 
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By using the Hamiltonian w  in the s te פ MୱMIۄ is  e find that the energy ta

UሺMୱMIሻ ൌ gµ଴H୸Mୱ ൅ aMୱMI 

Most of the electrons in atoms, molecules, and solids do not give EPR signals. Due 

to electrons are not unpaired in these substances. This means that for every electron in 

the Ms= െ ଵ
ଶ
 state there is another electron in the same orbital and in the Ms= ଵ

ଶ
. 

Transition from the െ ଵ
ଶ
 state to the ଵ

ଶ
 state would put two electrons in the same 

orbital and the same spin state. Unpaired electrons of substance are called 

paramagnetic substances which include organic free radicals, transition metal ions, 

metals, crystals with certain defects. 

EPR experiments manipulate a Bruker spectrometer at X-band (ν=9 GHz). DPPH 

was used as a reference for calibration of g factors. The shape and the area of the EPR 

spectra were analyzed by standard numerical methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 



                                                                                              Chapter 4 
 

                               Results and discussion 
4-1 Nitrogen-doped Titanium Dioxide 

(I) XRD 

N-doped TiO2 powder prepared by annealing the TiO2 powder at various nitrogen 

pressures is evidenced by XRD θ-2θ scans shown in Fig. 16. The XRD pattern for 

pure TiO2 without the treatment is also included for comparison. All samples are 

single phase (rutile) with no evidence of secondary phase within the XRD 

measurements. Therefore, the possibility of the contribution of ferromagnetism from 

the secondary phase can be excluded. In addition, a color change in the TiO2 powders 

from white to black was noticed after treatment. It is called F-center which is a type of 

crystallographic defect in which an anion vacancy in a crystal is filled by one or more 

electrons, depending on the charge of the missing ion in the crystal. Electron in such a 

vacancy tends to absorb light in the visible spectrum such that the originally 

transparent material becomes colored [69, 70]. 
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Fig. 16 XRD patterns of samples pure TiO2, V0-TiO2, and N-TiO2. 
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(II) SQUID 

    Fig. 17(a) shows the magnetization (M) versus field (H) curves taken at 300K for 

pure TiO2 (rutile), V0-TiO2, and N-TiO2 powders. From the partial hysteresis loop 

shown in Fig. 17(b), it is evident that pure TiO2 is completely paramagnetic, while 

V0-TiO2 is predominantly paramagnetic with minute sign of ferromagnetism. On the 

contrary, the N-TiO2 exhibits marked ferromagnetic feature at room temperature. The 

magnetic parameters for V0-TiO2 are estimated to have 6×10-6 emu/g for remnant 

magnetization and 35.7 Oe for coercive force, respectively. The slight ferromagnetism 

is believed to arise from the contribution of oxygen vacancies introduced by heating 

the TiO2 powders at high temperature in vacuum. Coey et al. [71] proposed that the 

ferromagnetism is originating from direct exchange interaction between the molecular 

orbital consisting of the valence electrons of the three titanium ions and the oxygen 

vacancy surrounded by them. The molecular orbital results in ferromagnetism when 

the concentration of oxygen vacancies, namely, the concentration of molecular orbital, 

is large enough. However, if the concentration of oxygen vacancies is low, the isolated 

molecular orbital will result in paramagnetism. This model is similar to that described 

by the BMP model. In the BMP scenario, oxygen vacancies act both as electron 

donors and electron traps which can bind the electron, and then combining with the 

three titanium ions in the vicinity to form a bound magnetic polaron. In Coey’s case, it 

is named as molecular orbital. If neighboring BMPs do not interact strongly with each 

other, a paramagnetic, insulating phase results. However, for certain BMP–BMP 

distances and combinations of electron–electron and electron–local moment exchange 

constants, the BMPs may couple in a ferromagnetic fashion. 

  On the other hand, when nitrogen is introduced by high temperature annealing, it is 

clear from Fig. 17(b), an obvious M-H hysteresis loop representing the existence of 



ferromagnetism is seen. From the hysteresis loop, we estimate a saturation 

magnetization (Ms) of 9×10-4 emu/g, a remnant magnetization of 7×10-5 emu/g, and a 

coercive force of 74.1 Oe for sample N-TiO2, respectively. Those values are 

apparently orders of magnitude larger than those obtained for V0-TiO2, indicating a 

much stronger ferromagnetic characteristic. Based on the density functional theory 

(DFT) calculation by Di Valentin et al. [72], it has been shown that a large decrease in 

the formation energy of oxygen vacancies can be gained owing to the presence of 

nitrogen atoms in the lattice. It also suggests that oxygen vacancies are most probably 

induced by N-doping of TiO2. We will confirm this assertion by XPS in the next 

section. In any case, all of these arguments imply that TiO2 powders will lose more 

oxygen or have more oxygen vacancies when doped with nitrogen and, more 

importantly, it also induces strong ferromagnetism. However, it is not clear whether 

the stronger ferromagnetism is correlated solely to the larger concentration of oxygen 

vacancies or something else.  

 

Fig. 17 (a). Magnetization versus magnetic field (M-H) at 300K for V0-TiO2 and 

N-TiO2. (b) The partial hysteresis for all samples. 
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Alternatively, Shen et al. [53] proposed p-p coupling interaction for 

ferromagnetism in N-doped ZnO. It was believed that substitution of nitrogen atoms 

at oxygen sites in ZnO introduces holes in O 2p states, which couple with the parent 
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N 2p localized spin via the p-p interaction, similar to p-d hybridation in TM-doped 

DMS. This interaction follows essentially from quantum-mechanical level repulsion, 

which “pushes” the minority states upward, crossing the Fermi-level. A strong p-p 

coupling interaction between the impurity state and valence-band state is allowed near 

the Fermi-level. In other words, nitrogen-doping induces interaction between the 

impurity state and valence-band state so that the minority states cross the Fermi-level. 

It effectively has similar results as the Stoner splitting both induces extra states near 

the Fermi-level. Consequently, if it satisfies the Stoner criterion it would promote 

spontaneous ferromagnetism. As will be described later, the valence band XPS indeed 

indicates that there are extra states near the Fermi-level in N-doped TiO2. Briefly, we 

have found that nitrogen-doping not only creates more oxygen vacancies but also 

introduces p-p interaction between the N 2p and O 2p. Both factors are probably 

working together to result in the significant room-temperature ferromagnetism 

observed in N-TiO2. 

(III) XPS 

    As mentioned above, the XPS spectra may provide crucial information for 

clarifying the effect of nitrogen dopant and oxygen vacancies on the very different 

M-H results observed in TiO2 treated under various conditions. In Fig. 18, all the 

peaks reported were charge corrected using C 1s peak position at 284.5eV as the 

reference point. Fig. 18(a) shows the high-resolution O 1s XPS spectra of all samples 

and Fig. 18(b. I, II) is the fitting results for the pure TiO2 and the N-doped TiO2 

samples, respectively. From Fig. 18(b. II), the peak can be divided into three 

symmetric peaks. The origin of the peak at the lowest binding energy (peak 1) is not 

clear. For the medium binding energy (peak 2), it is ascribed to the O 1s core peak of 

O2- bound to Ti4+. Perhaps, the most prominent peak is peak 3 with the highest 



binding energy, which is referred to as the high binding energy component (HBEC) 

and the peak 2 is referred to as the low binding energy component (LBEC) [73]. It has 

been previously reported that the HBEC component develops with the increasing loss 

of oxygen [74]. Furthermore, the relative area under the curve (area of HBEC 

peak/area of LBEC peak) is determined to be 0.369 for pure TiO2, 0.387 for V0-TiO2, 

and 0.680 for N-TiO2, respectively. The relatively large contribution of the HBEC 

peak for the case of annealing in nitrogen gas strongly suggests the presence of 

nitrogen may have introduced more oxygen vacancies in our case (Fig.19). This may 

be also relevant to the obvious M-H curve hysteresis loop observed for the N-TiO2 

sample. At this stage, it appears that oxygen vacancies may have played an important 

role in the origin of ferromagnetism of doped TiO2. 

 
Fig. 18 (a) XPS spectra of O 1s core level for pure TiO2, V0-TiO2, and N-TiO2 samples. 

(b) Fitting results of O 1s XPS spectra for (I) pure TiO2 and (II) N-TiO2 
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Fig. 19 HBEC peak and LBEC peak in pure TiO2 and N-TiO2 samples. 
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  In order to further clarify the role played by nitrogen, we have also investigated the 

XPS of Ti ions. From Fig. 20(a), the high-resolution Ti 2p XPS spectra evidently 

show that, pure TiO2 only has Ti4+ signal with characteristic 2p3/2 and 2p1/2 spin 

doublet at 459.3 eV and 465.2 eV, respectively, corresponding to a peak separation of 

5.9 eV. Ti4+ is non-magnetic in stoichometric TiO2, since it does not have any 

unpaired 3d electron. However, unpaired 3d electron in Ti3+ or Ti2+ can lead to some 

magnetic moment. It is known that oxygen vacancies may change the charge balance 

and therefore there is a possibility to generate Ti3+ or Ti2+. In Fig. 20(b) we can 

observe clearly the difference between N-doped TiO2 and pure TiO2. Therefore, we 

can fit the extra spectra appeared in N-TiO2 and try to understand these. From Fig. 

20(b), in addition to the above mention peaks, there are extra peaks labeled as peak 3 

and peak 4. These two peaks might correspond to 2p3/2 and 2p1/2 of Ti3+ or Ti2+. The 

slightly lower binding energy for peak 3 suggests that the removal of oxygen may 

lead to a higher electron cloud density than in the case of Ti4+. However, at present, 

we are unable to identify the exact valence of the Ti ions, albeit that a reduction is 

evident. In any case, the features for both the core level peaks of O 1s and Ti 2p 

strongly suggest the existence of oxygen vacancies. 



 

Fig. 20 (a) XPS spectra of Ti 2p core level for pure TiO2, V0-TiO2, and N-TiO2samples. 

(b) Fitting result of Ti 2p XPS spectra for N-TiO2samples. 

 

  Next, we turn to discuss the effect on N-doping on the density of states (DOS) near 

the Fermi-level. The XPS spectra of valence band for all samples are shown in Fig. 21. 

Curves are plotted by setting the Fermi-level to be equal to zero. For one thing, we 

can observe slight state appeared near the Fermi-level in sample V0-TiO2. On the 

other hands, it is clear that there exists marked difference in the DOS near the 

Fermi-level between N-doped TiO2 and the rest of the samples. Pure TiO2 has 

primarily a filled O 2p derived valence band separated from an empty Ti 3d, 4s and 4p 
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derived conduction band by a bulk band-gap of 3.2 eV [75]. The valence band spectra 

show the emission from O 2p band with its upper edge lying 3 eV away from the 

Fermi-level. It has been pointed out that the feature close to 0 eV in the reduced TiO2 

or anion-doped TiO2 can be attributed to the occupied defect states (or impurity state) 

corresponding to the partial population of Ti 3d band [76]. Thus, in our case, the 

doping of nitrogen into TiO2 must have somehow induced significant amount of 

oxygen vacancies, as reflected in the significant growth of the occupied-defect states 

related feature near the Fermi-level. This is also consistent with the first-principle 

calculation by Rumaiz [55], wherein it was shown that N doping in TiO2 leads to the 

formation of oxygen vacancies. It appears that the observed occupied states of Ti-3d 

near the Fermi-level and the modification of electronic structure are intimately related 

not only the doped N-impurities but also the oxygen vacancies.  

Furthermore, Fig. 21 also shows that the O 2p valence band is shifting to lower 

binding energy with nitrogen doping. It is suggestive that the incorporation of less 

tightly bound N 2p level with O 2p level further cause slight band-gap shrinkage. 

Alternatively, it may also relate to the p-p interaction between the impurity p states (N 

2p) and the host p states (O 2p) at the top of the valence band. Though this interaction, 

the Stoner splitting might be induced to promote the ferromagnetism given by the 

Stoner criterion. The simultaneous presence of the nitrogen dopants and oxygen 

vacancies, in addition to result in the formation of new states near the Fermi-level, 

may push the system all the way to surpass the Stoner criterion. If we denote the 

density of states at the Fermi-level as g(εf) and U as the Coulomb energy, the 

condition for spontaneous ferromagnetism given by the Stoner criterion is U g(εf)≧1. 

Thus, it should be interesting to see if our system is in the conditions of leading to 

Stoner splitting of the band and then induce ferromagnetism. 
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This exchange splitting of the conduction band can be observed in Fig. 22, where 

the binding energy shift is attributed to a chemical potential shift. Fig. 22 shows Ti 2p 

and O 1s core level spectra for pure TiO2, V0-TiO2 and N-TiO2. We can observe that 

the core peaks of both O 1s and Ti 2p are shifted to lower binding energy. The fact 

that the N-TiO2 sample has the most binding energy shift among all samples is most 

likely due to the Stoner splitting [77]. This also explains the marked enhancement of 

ferromagnetism displayed in the M-H hysteresis for the N-TiO2 sample. 

Fig. 21 Valence band 
XPS spectra for pure 
TiO2, V0-TiO2, and 
N-TiO2 samples. 
 

 

Fig. 22 O 1s and Ti 2p 
core level peaks for all 
samples showing the 
chemical potential shift 
 

  In short, in this section, we have shown that nitrogen doping in TiO2 generates 

oxygen vacancies and new states near the Fermi-level simultaneously, such that 

pushes the system all the way to surpass the Stoner criterion for inducing the Stoner 
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exchange splitting of the band and lead to ferromagnetism. 

(IV) EPR 

The next question to be asked is how the N-doping cope with the oxygen vacancies 

to give rise to the observed phenomena? To probe the exact electronic configuration 

and to gain more insight about the mechanism of the ferromagnetism in the N-TiO2 

sample, EPR measurements were carried out. It is an effective tool to investigate the 

origin and nature of observed ferromagnetism in a material, in particular, to extract 

information about the oxidation state of the dopant cation involved in the spin 

coupling. 

For the electron structure of N doped TiO2, Di Valentin et al. [78] have proposed 

two models in their DFT calculations. In substitutional model, nitrogen atom is 

assumed to replace oxygen in TiO2, so that nitrogen atom accepts the extra charge 

from oxygen atom and is in the state of negative oxidation. On the other hand, in the 

interstitial model, the nitrogen atom is assumed to bind with one lattice oxygen to 

form a NO species. These species, then, interact with the Ti atoms through their π 

bounding state in TiO2. In either case, however, the unpaired electrons are almost 

localized on the surrounding of nitrogen atoms. 

On the contrary, it was shown experimentally [78,79] that most of the unpaired 

electrons do not distribute in the vicinity of nitrogen atom based on the observations 

of the EPR signals which gave g values of 1.99-1.93 attributable to the Ti3+ species. 

Fig. 23 reveals the presence of active species trapped on Ti3+ site (1.94) in V0-TiO2 

sample, which appears to be consistent with the previous results. Nevertheless, on the 

right hand side of the Ti3+ signal for N-TiO2 sample, the position apparently shifts by 

0.02 to higher magnetic field. The line width (ΔHpp) of V0-TiO2 and N-TiO2 is 70G 

and 170 G, respectively. There are not any EPR signals in pure TiO2. It conforms that 



the removal of oxygen will lead to a higher electron cloud density than that of 

intrinsic Ti4+, so that the valence of Ti is effectively decreased. However, by 

comparing with the M-H loop results, the sample V0-TiO2 does not appear to possess 

obvious ferromagnetism even though the Ti3+ species are already existent. Hence, we 

speculate that Ti3+ alone may not be the primary factor for ferromagnetism. 

Thus, there must be something else involved in giving rise to the significant 

ferromagnetism seen in N-TiO2 sample. It is noted that the line width of N-TiO2 

extends to lower magnetic field and higher magnetic field for the left-hand side and 

the right-hand side EPR peak, respectively, as compare to that of the V0-TiO2 sample 

(Fig. 23). We believe that this is due to the supposition of other overlapping signals, 

presumably originated from the nitrogen impurities. Since the EPR signals for 

N-centers are having g-values between 2.003-2.005 [78, 79]. This broad signal is 

attributed to ferromagnetic resonance (FMR) arising from exchange interaction 

between BMPs. The fact that both V0-TiO2 and N-TiO2 exhibit the existence of the 

Ti3+ signal but only N-TiO2 showed ferromagnetism, further implies that the 

combination of nitrogen and the associated increasing in oxygen vacancies is the key 

to induce ferromagnetism. 
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Fig. 23 EPR spectra of 
V0-TiO2 and N-TiO2 samples. 
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(V) Summary 

In summary, standard DMSs usually dope transition elements which possess 

unpaired d or f electron in materials. However, the standard theories for explaining 

DMSs are found inapplicable to the newly discovered 2p-light elements doped 

materials. There are several important differences between the 2p and 3d orbital 

which determine the different magnetic properties exhibited in DMSs doped with 2p 

LE (anion) and 3d TM (cation). First, the anion 2p bands of the element are usually 

full in ionic states, leaving no room for unpaired spins compared to 3d bands for 

transition metal. Second, p states are inefficient in the spin-orbital interaction 

compared to d states. Third, valence electrons in p states are more delocalized than 

those in d- or f- states. It means that they have much larger spatial extension which 

can facilitate long-range exchange coupling interactions. Therefore, 2p light-element 

doped DMSs can have weak ferromagnetism even with low doping concentration. 

Consequently, 2p light elements are appropriate candidate for dopant in DMSs that 

are able to induce room temperature ferromagnetism. In our experiment, nitrogen 

doping promotes the formation of excessive oxygen vacancies, as indicated by the 

marked enhancement of HBEC component in the XPS results. From the valence band 

XPS spectra (Fig. 22), it is evident that the O 2p valence band moves to lower binding 

energy with nitrogen doping due to the engagement of p-p interaction. In other words, 

doping nitrogen into TiO2 not only induces the formation of oxygen vacancies but 

also activates the p-p interaction between the impurity state (N 2p) and valence band 

state (O 2p). This interaction pushes the minority states upward, crossing the 

Fermi-level and triggers the Stoner splitting to extend the tail of the valence-band 

maximum to lower binding energy and produces extra states below the maximum as 

compared to undoped TiO2. It not only satisfies the Stoner criterion but also creates 



unpaired electrons when charge transfer happens so as to promote spontaneous 

ferromagnetism. The unpaired electrons originated from the interaction between 

impurities and the lattice oxygen in TiO2 manifests itself by the broad signal 

associated with the ferromagnetic resonance in EPR spectra. It acts as spin-polarized 

carrier sources. 

Within the context of current scenario, the combined effects of the p-p coupling 

interaction and charge transfer near each impurity will tend to align spins and form 

moment carried by the impurity ion. The moment carrying impurities then couples 

strongly with carrier spin generated by oxygen vacancies to form long range BMPs. 

The primary reason is due to the spatially-extended p-states inherent to the impurities 

are able to facilitate long-range magnetic coupling. If the concentration of BMPs is 

sufficiently high, it is able to effectively mediate indirect ferromagnetic coupling 

among impurities by carriers. Finally, not only spin of impurities but also carrier spins 

are aligned to result in ferromagnetism (Fig. 24). This model gives a reasonable 

explanation to the experimentally observe ferromagnetism in TiO2 doped with small 

amount of nitrogen. 

 

Fig. 24 Schematic showing ferromagnetic coupling between impurities. (a) The 
magnetic moment of impurities polarizes carriers and aligns the spins of the carriers 
in the same direction as BMP. (b) If the carrier concentration is sufficiently high, it is 
able to effectively mediate indirect ferromagnetic coupling among nearly all BMP. 
Cation is not shown in the diagram. 
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4-2 Carbon-doped Titanium Dioxide 

(I) XRD 

The crystal phase of the pure TiO2 with carbon is identified by a conventional XRD 

shown in Fig. 25. The results in C-mixed TiO2 (no annealing) and C-doped TiO2 

(annealing) powders are transparent suggesting that both samples are of homogenous 

rutile phase. The only difference is the carbon signal. The signal of carbon of the 

C-doped TiO2 sample decreases significantly after annealing. We believe that most 

carbon reacted with TiO2, rather than just burned out, because the base pressure was 

kept under 6×10-4 torr during the entire process. Moreover, since there is no titanium 

carbide phase discernible from the XRD results, the carbon must have substituted 

oxygen or got into the interstitial sites of TiO2. In order to check the assertion 

described above, we utilize XPS to investigate the existence of carbon in TiO2. 
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Fig. 25 XRD patterns of samples C-mixed TiO2 and C-doped TiO2. 
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(II) XPS 

  Fig. 26 shows the C 1s XPS profiles. We can observe that the C 1s spectra stretch 

over a broad energy range from 280 to 291 eV, which can be well fitted to five peaks. 

The peak 1 (288.8 eV) and peak 2 (286.3 eV) are attributed to carbonate species, and 

peak 3 (285.3 eV) is assigned to contaminated hydrocarbons [81]. The peak 4 (284.5 

eV) is assigned to the active carbon from carbonic ink or adventitious carbon 

contamination adsorbed from the atmosphere. Hashimoto et al. [82] observed C 1s 

XPS peak at 282 eV (peak 5) and they assigned this C 1s XPS peak to Ti-C bond in 

carbon-doped TiO2. Since the peak at 282 eV was observed for the carbon-doped TiO2 

powder and the corresponding XRD results did not indicate the existence of a TiC 

phase, thus, it is natural to attribute the Ti-C bond related peak to the substitution of 

carbon on the oxygen sites. 
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Fig. 26 Fitting result of C 1s XPS spectra for C-doped TiO2 samples. 
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  On the other hand, the high-resolution Ti 2p XPS spectra shown in Fig. 27 indicate 

that C-doped TiO2 is similar to N-doped TiO2. Namely, it exhibits not only the 

signature of the Ti4+ species but also the peaks with slightly lower binding energies 

(peak 3, 4). Again, it suggests that C-doped TiO2 may also introduce excessive oxygen 

vacancies as that seen in N-doped TiO2. The primary difference between N-doped 

TiO2 and C-doped TiO2 is that there exists extra peak (peak 5) in Ti 2p XPS spectra of 

the latter. We conjecture that peak 5 is derived uniquely from the Ti-C bond [82]. Both 

features in the core level peaks of C 1s and Ti 2p strongly suggest that carbon 

substitutes some of the lattice oxygen atoms. Comparing the results for N-doped TiO2 

and C-doped TiO2, the latter appears to have more substitution for lattice oxygen 

atoms, because of the large signals detected. As a result, it might also introduce more 

oxygen vacancies in system. Fig. 28 shows the high-resolution O 1s XPS spectra. In 

that the relative area under the curve ((area of HBEC peak (peak 1) / area of LBEC 

peak (peak 2)) is determined to be 0.83 for C-doped TiO2, 0.680 for N-doped TiO2. It 

indicates that carbon substitution should be more favorable for the formation of 

oxygen vacancies in TiO2 system. It is consistent with the observation [83] that both 

substitutional and interstitial C doping induces a strong reduction of the oxygen 

vacancy formation energy. Furthermore, more substitution also enhances the amount 

of the occupied impurity states near the Fermi-level. The valence band spectra that 

compare the results of C-TiO2 and N-TiO2 are shown in Fig. 29. We can observe that 

more prominent occupied impurity states near the Fermi-level in C-TiO2 than in 

N-TiO2, with the O 2p valence band moving to the lowest binding energy in C-TiO2. 

Because more substitution of carbon for the lattice oxygen atoms can facilitate more 

incorporation with oxygen in the lattice by the p-p interaction, it might satisfy the 

Stoner criterion and induce the Stoner splitting and associated ferromagnetism. Indeed, 

as will be shown next, the magnetic properties probes by using SQUID evidently 



confirm the above assertions. 
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Fig. 27 Fitting result of Ti 2p XPS spectra for C-doped TiO2samples. 
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Fig. 28 Fitting result of O 1s XPS spectra for C-doped TiO2samples. 
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Fig. 29 Valence band XPS spectra for pure TiO2, N-TiO2, and C-TiO2 samples. 

 

 

(III) SQUID 

   The inset in Fig. 30 evidently demonstrates that pure TiO2 is completely 

paramagnetic and, on the contrary, pure carbon is diamagnetic. Comparing the 

magnitude of slope between pure TiO2 and carbon suggests that the diamagnetic 

moment of carbon is larger than the paramagnetic moment of pure TiO2. Therefore, 

the diamagnetic moment and paramagnetic moment competes each other in the 

mixture of TiO2 and carbon in magnetic field. Nevertheless, after the annealing 

process, something interesting has happened. First, if carbon and TiO2 remained as a 

mixture after annealing, one would expect a linear superposition of the diamagnetic 

moment from carbon and paramagnetic moment from TiO2 in the M-H curve. Second, 

if carbon had been burned out in vacuum without interacting with TiO2, the 

diamagnetic moment would decrease dramatically and one would see predominantly 

only paramagnetic signal. Instead, none of these scenarios occurred. As displayed 

clearly in Fig. 30, the M-H curve taken at 300 K evidently exhibits significant 
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room-temperature ferromagnetism in the current C-TiO2 samples. From the partial 

hysteresis loop, we can estimate a saturation magnetization (Ms) of 0.64×10-3 emu/g, 

a remnant magnetization (Mr) of 0.13×10-3 emu/g, and a coercive force of 403.3 Oe, 

respectively. The much more pronounced ferromagnetism seen in C-TiO2 than in 

N-TiO2 are believed to arise from the more substitution for the lattice oxygen atoms 

mentioned above.  

According to the features in XPS spectra and M-H curve, carbon atoms substitute 

oxygen atoms in carbon-doped TiO2 system. That induces not only the formation of 

oxygen vacancies but also p-p interaction between the impurity state (C 2p) and 

valence-band state (O 2p). So that to form new state near Fermi-level by Stoner 

splitting, and then to promote spontaneous ferromagnetism. It confirms that C-doped 

TiO2 may induce ferromagnetism where C atoms substitute O atoms, based on 

first-principle density function theory calculations [54]. 

 

   Fig. 30 Magnetization versus magnetic field at 300K for C-TiO2. The inset shows 

magnetization of pure TiO2 and carbon. 

47 
 



Chapter 5 
 

                                        Conclusion 
  In conclusion, we prepared nitrogen-doped TiO2 and carbon-doped TiO2 powders 

and investigated the ferromagnetic mechanism in qualitative. 

1. From XRD measurements, all samples are of homogenous rutile phase so that 

there are no possibility of the contribution of ferromagnetism from the secondary 

phase can be excluded. 

2. In the core level peaks of O 1s, the relatively large contribution of the HBEC 

peak for the case of 2p-light element doped TiO2 strongly suggests the presence 

of impurities may have introduced more oxygen vacancies. It is known that the 

removal of oxygen may lead to a higher electron cloud density and therefore the 

extra peaks with slightly lower binding energies in Ti 2p XPS spectra. However, 

both features in the core level peaks of O 1s and Ti 2p strongly suggest the 

existence of oxygen vacancies. 

3. The valence band can be able to evidence that the simultaneous presence of 

impurities and oxygen vacancies, in addition to result in the formation of new 

states near the Fermi level, may push the system all the way to surpass the Stoner 

criterion for inducing the Stoner exchange splitting of the band. 

4. It not only satisfies the Stoner criterion but also creates unpaired electrons when 

charge transfer happens so as to promote spontaneous ferromagnetism. The 

unpaired electrons originated from the interaction between impurities and the 

lattice oxygen in TiO2 manifests itself by the broad signal associated with the 

ferromagnetic resonance in EPR spectra. 

5. The combined effects of the p-p coupling interaction and BMP model will 
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promote spontaneous ferromagnetism observed in 2p-light element doped TiO2 

from M-H curve 

6. According to the features in XPS spectra strongly suggest that C-doped TiO2 

appears to have more substitution for lattice oxygen atoms. It might introduce 

more oxygen vacancies so as to enhance the amount of the occupied impurity 

states grown near the Fermi-level. Therefore, the much more pronounced 

ferromagnetism seen in C-TiO2 than in N-TiO2 are believed to arise from the 

more substitution for the lattice oxygen atoms mentioned above. 

Our work demonstrates that nitrogen and carbon are novel impurities in the class of 

doped TiO2 dilute magnetic semiconductor materials.  
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