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NMR study of Iron-based superconductor FeSe;_; and Cu-doped
(Fel_XCuX)Se1_5

Department of Electrophysics
National Chiao Tung University

Student: Chia-Chin Wu,Jack Advisors: Ben-Li Young

Abstract

The roles of Se deficiency and Fe atoms, for the superconductivity of
FeSe, have been respectively investigated in FeSe;; and (Fe;.xCuyx)Se;.s, by
our NMR experiments. The data, for nuclear spin-lattice relaxation rate
(1/T1), show that the spin fluctuations are weakened at a larger 0, and are
correlated with the superconductivity.in-FeSe. The superconducting volume
fraction, estimated by our ac susceptibility experiments, is found to vary
inversely with d. Our findings suggest that the Se-deficient FeSe has an
inhomogeneous phase, where the superconductivity is associated with the
regions having few or no Se vacancies. ‘As for (Fe; Cuy)Seis, T, is rapidly
suppressed by Cu doping and vanishes around x=0.03. The "’Se and “Cu
NMR linewidths suggest that a local moment is induced at the Fe sites, and
not at the Cu sites. However, 1/T; shows no obvious change with the Cu
doping. We suspect that other effects, such as disorder or change in the
density of states, have more influence on T, suppression, since a
metal-insulator transition, induced by Cu substitution, occurs in the

resistivity measurements.
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Chapter 1 Introduction

1.1 TIron-based superconductors

The first member of iron-based superconductor LaFeOP, containing the Fe
element, which was originally thought of against the formation of superconductivity,
was first found by Hideo Hosono's research group at the Tokyo Institute of
Technology in 2006[1]. Due to its low superconducting critical temperature, close to
boiling point of liquid helium, LaFeOP, did not attract much attention. Until 2008,
Hideo Hosono's research group found the second member of iron-based
superconductor family, La(O;xFx)FeAs,x=0.05~0.12[2]. This material has a relatively
high superconducting critical temperature, T,=26K. Then it has quickly drawn
considerable attention. The emerge of iron-based superconductors did lead to a
carnival-like atmosphere that scientists have tried synthesizing new members of

iron-based superconductors and characterizing their properties.

After Japanese research group had: successfully raised T, up to 26K by
replacing As with P, groups in ¢hina made similar compounds raised T. to 56K.
Although these T. are not high enough to challenge the records set over the past
twenty years by cuprate superconductors, scientists are still excited for several reasons.
First, the critical temperature of Fe-based superconductors is much higher than
conventional superconductors. Second, iron compounds have the potential for
technological applications compared to copper oxides, which are too brittle to make
wires for electric power transmission applications. Besides, superconducting iron is an
unexpected element to make a superconductor because of magnetism is not
compatible with superconductivity according to the conventional BCS theory. The
Meissner effect also states that superconductors will expel magnetic fields. Why can
the magnetism of the iron element coexist with the iron-based superconductors? There

is no consensus on the answer yet.

There are four major kinds of Fe-based superconductors up to date. The first
one is La(O;4Fx)FeAs, called the 1111 system. The second is (Ba;xKyx)Fe,As; [3],
called 122 system and having a higher T,= 38K. The third is LiFeAs [4], belonging to
the 111 system, and its T,= 18K. The last is the FeSe;s [5], belonging to 11 system
and its T.= 8K. Among the newly discovered iron-based superconductors, FeSe,.s is

the first binary compound to be found by Dr. Maw-Kuen Wu’s research group in the
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Institute of Physics in Academia Sinica, Taiwan. Though its superconducting
temperature is not as high as the other Fe-based superconductors, it has quickly
attracted much attention due to its structural simplicity and easier material handling.
Recently the high pressure experiments have raised its T, up to 36.7 K [6],

comparable to the FeAs-based superconductors.

Like the cuprate superconductors, some Fe-base superconductors need electron
or hole doping in order to show superconductivity. For example, LaOFeAs is not
superconducting, but La(O;4Fx)FeAs is after F doping. By ultrafast laser experiment,
pseudogap behavior is also found in some iron-based superconductors. Pseudogap

behavior is considered as an important feature in cuprate superconductors.

1.2 FeSe,; superconductor

FeSe resemble the FeAs-based superconductors in many ways. For example,
both of them have layered structures, electronic states, and even the lattice instabilities
[7-9]. However, whether FeSe is close to a spin-density wave (SDW) instability or

magnetic order like the FeAs-based superconductors is still unclear[6,10].

FeSe,.s has complex structure phases, as summarized in the original literature
where the superconductivity was reported in Se-deficient tetragonal -FeSe[5], i.e.,
FeSeps, and FeSepgs. And then it was 'soon followed by a similar finding for a
composition of less Se deficiency, FeSe o, [13]. However, recently McQueen’s group
claimed that superconductivity actually exists only in the nearly stoichiometric FeSe.
They further pointed out that very little Se deficiency (6=0.03) is enough to destroy
the Cooper pairing in this material [14]. Although they attributed this discrepancy to
the oxygen contamination in those Se-deficient FeSe samples, we would like to know
why o FeSeps, and FeSepgs are still superconducting. Clarifying the role of Se
deficiency in FeSe is essential to any theoretical treatments of pairing mechanism of
superconductivity because it determines whether it is essential to introduce charge
carriers in the two dimensional FeSe layer or not, as compared to the cuprate

superconductors.

Understanding the role of Fe®" spin is another important issue, which has
already been investigated by chemically substituting Fe for Cu, i.e.,
(Fe1xCuyx)Se;5[15,16]. Superconductivity in FeSe is rapidly suppressed by only 1.5%
copper substitution. The iron (Fe*") ion and the copper (Cu®") ion have the same

number of valence electrons but different spins and atomic radii. So the chemical
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substitution is generally expected to alter the lattice and electronic structures, to
introduce disorder and modify spin correlation. In this thesis, one of our works is also

to check what causes suppression of superconductivity in the Cu-doped FeSe.

We have conducted the 7’Se NMR experiments and nuclear spin-lattice
relaxation rates (1/T;) on FeSeqgs and Cu-doped (Fe;xCuy)Se,s in order to investigate
the roles of Se deficiency and magnetic correlation in FeSe. Our results suggest that
spin fluctuations are closely related to the superconductivity in FeSe, as the earlier
study reported by Imai’s group [11]. The nuclear spin-lattice relaxation rate (1/T,) and
superconducting volume fraction analyses in our study indicate that the Se-deficient
FeSe has an inhomogeneous electronic state, where the cooper pairing mechanism
occurs only in the regions with few or no Se vacancy, expanding upon similar results
from previously reported NMR experiments [11,12]. This is supported by the decrease

in spin fluctuation and superconducting volume fraction at larger Se deficiency.

As to Copper-doped FeSe, we have found that the NMR linewidth increases
drastically upon Cu doping and then saturates rapidly. The reason that rapid
suppression of superconducting critical temperature caused by copper-induced
disorder correlated has also been investigated. In addition, we found that there is an
interesting phenomenon that the spin-lattice relaxation rate (1/T)) is nearly unchanged
with copper-doping effect. So we suspect that the electronic band structure is altered
more significantly than the spin dynamics because a metal-insulator transition was

shown in the resistivity measurements [16]. This will be discussed later .

Figure 1-1. Schematic crystal structure (tetragonal)of [B-FeSe. Four unit cells are

shown to reveal the layered structure. [5]



Chapter 2

Principles of nuclear magnetic resonance

2.1 Hamiltonian and spectra

The general form of nuclear spin Hamiltonian can be written as the sum of four

Interactions:
H = :]-[Z + }[Q + j’[e_n + j{n_n,

The first term is the Zeeman Effect term of the nuclei, which can be written as:

H; = yhH, -1,

where v is called gyromagnetic ratio. With this equation we can determine the desired
NMR frequency we want to observe by changing the applied magnetic field, because
the magnitude of energy between the energy levels is YyAH,-T . If we apply a
electromagnetic wave to the sample with some appropriate conditions, the nuclei will
be excited to the higher energy level, where the frequency w is exactly equal to YH,.
Figure 2-1 is an illustration of the energy'levels of the 1/2 nuclear spin in the magnetic
field. If we excite the nucleus in the ground state to the excited by applying a EM
wave energy exactly equal to the energy gap between the two energy level, then the
excited nucleus will return back to the ground state and emit photons, which gives on
the NMR spectrum.



heo . H,

heo = 12 T

Figure 2-1. Illustration of spin 1/2 nucleus in magnetic field.

The third term is the interaction between e and nucleus, which can be written as:
He-n = Hp + Haip + Horb + Hirans
This interaction is also called hyperfine interaction. Hg is call Fermi contact
interaction, which happens between nucleus-and S-wave election . Hg;p, is dipolar
interaction, happening between nucleus and non S-wave election. H, .y, is orbital
interaction, happening between nucleusspin and orbital field. Hypaps 1S called
transferred interaction. It happens when the nucleus feels the magnetic field originated
from outside, where the field is transferred by other conductive electrons. As for the
remaining terms, Hq and H,_p,, are the quadrupolar interaction and dipolar
interaction between nuclear spins, respectively, where the quadrupolar interaction
occurs in the condition of the probing nuclear spin greater than 1/2 and with
non-symmetric crystalline environment simultaneously. By the interaction of electric
gradient and quadrupolar effect of nuclear spin, the NMR satellite lines will emerge.
In another word, we can know the symmetry of the crystal structure of the sample by
the NMR satellite frequency.

2.2 Bloch equations

The Bloch equations are listed below:

dM, _ Mo—M,
dt - Y(M X H)Z + T 9
WMy _ (M x H), — 2=

dt - y X TZ,
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My _ _My
dt _V(MXH)y T27

The Bloch equation is a semi-classical way to describe the macroscopic magnetization
which is the summation of the nuclear spins in condensed matter. By the
semi-classical theory, we can know how to control the macroscopic magnetization. If
we apply an appropriate radio frequency, technically called pulse in NMR, to the
sample for the time we determine, then the total magnetization will be rotated to a
designated orientation. With this we can easily have a physic picture of the NMR
theory in condensed matter. The total magnetization alters with two time constants, T,
and T,, where the T, is spin-lattice relaxation time and T is spin-spin relaxation time.
T, corresponds to a longitudinal relaxation of the magnetization along the z-axis. T
corresponds to a transverse relaxation in the xy-plane. Figure 2-2 is an illustration for
describing the dynamic process of the total magnetization of the nuclear spins. If we
excite the sample by applying a right radio frequency, the nuclear spin system will
enter a non-equilibrium state and return to the equilibrium state. The spending time

depends on the spin-lattice relaxation time constant.

lz=-1/2

—--0—o- P
i Y AN
‘“’“C: B l

Iz=1/2
H,=0 H, 20

thermal Resonance Relaxation:
equilibrium (absorption) energy
state emission

to lattice
(electron system)

Boltzmann Non-equilibrium ->Thermal
distribution state equilibrium
state

Figure 2-2. Spin-lattice relaxation process

2.3 Frequency shift and linewidth

The NMR frequency shift is a physical quantity to get the information of the
local susceptibility in the sample. From the NMR spectra, we can know the position
of the peak. By the equation of frequency shift, w = y(1 + K)H, we will further get
the local magnetic field information, from which we will know what interactions
cause the shift. The interactions were already described in chapter 2.1. Through a
NMR spectrum, we can obtain both the frequency shift and linewidth, where the shift
reflects the local magnetization (or susceptibility) and the linewidth reflects the

disorder in the material. Generally speaking, if the linewidth is bigger, the disorder in

6



the condensed matter is bigger.
2.4 Spin-lattice relaxation

The spin-lattice relaxation rate, 1/T; can provide information of dynamic
process, such as spin fluctuation. In order to explain T, briefly, we can introduce the
Fermi golden rule, given by
=
h

P = — |(i|7|f)|*6(w — E¢+E)),

which represents the rate of transitions between two states. H is the time-dependent
Hamiltonian giving rise to the spin-lattice relaxation. We can infer that the process of
spin-lattice relaxation is related to the fluctuation of hyperfine field, so the 1/T; can be

written as:
2 o .
it = = [ (Hnr()Hne(0))e ot dt,

where (Hys(t)Hpe(0))is the autocorrelation function. If the Hj¢(t)alters between
+Hpp, then  (Hye()H16(0)) = Hie YT, where T is the correlated time constant.
Through further calculation, we can get

L YRR

LT 1+ wit?
With the above equation, we can know that if the electrons are becoming more
correlated with neighboring electrons in'strong correlated electron system, such as
entering magnetic order or quantum critical point. The correlated time constant t will
become longer, which means the itinerant electrons in the material become more
correlated through certain exchange interaction. Figure 2-3 is a simulated plot of
1/T1 versus 1/wt. We consider there is a magnetic phase transition at T, where
T is temperature dependence. For a consideration of second order phase

transition, T(T)is given by,

™(T) = 1;(1 = T/Ty)"™, for T<Tm
T(T) = 12(T/Ty, — "2, for T>Tm

In this picture, we can show that there is a peak of 1/T1, which occurs when the
temperature is at Tm. From figure 2-3 we connect the spin-lattice relaxation with
the physic picture of the electric correlation, which can explain the phenomenon
of some critical phase transition, such as superconductivity, magnetic order, and
et al. For further approaching to the classically representative plot of 1/T1 versus

T, we plotted the 1/T; versus T/Tm and found a singularity at Tm, which is in

7



figure 2-4.
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Figure 2-3. 1/T1 versus 1/wt, where the peak is at phase transition temperature
T
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Figure 2-4.1/T1 versus T/ T.

For simple metal, we can use the Korringa relaxation, which is valid for
non-interacting systems. It is given by
T, TK? = n?hy? /u3

T, TK?

There is very few systems for which = 1,and we can measure the ratio of

T, TK?

to get the strength of quasiparticle interactions. In another form, Toru
Moriya rewrited the 1/T1, which is given by

X (q,v)

Tt = vk T lim " A2(q)
q

8



from which we can obtain the quantity of dynamic susceptibility. Usually the
dynamic susceptibility is dominated by fluctuations, such as spin fluctuations in
superconductivity. We can check that whether there are spin fluctuations in the
high-T. superconductors or other quantum critical phenomenon. Furthermore,

we can write 1/T1 by employing the superconducting density of states, given by
Tl_l x A? f C+(E, E’)NBCS(E)f(E)NBCS(E,) X (1 - f(E’))dE

For a BCS superconductor, its density of state is given by

E
Npcs(E) = N Nn(E)
and the coherence factoris C,(E, E’)=% + %

At E=A , Ngcs has a singularity and C,(E,E’) is non-zero. Then the T; ! has a
singularity at T=T.. In a s-wave superconductor, 1/T1 has a maximum value,
called Hibel-Slitcher coherence peak. For T<T./3, this equation can be reduced
to Ty 1~exp(— A/kgT). This behavior is only valid for s-wave. Different kinds of
wave superconductor have different gap symmetry and we can get different

power law relation of T; ! by introducing the density function.



Chapter 3

NMR experimental methods and instruments

3.1 Fourier transformation in NMR

Ermst R. R. and Anderson W. A. first using the Fourier transformation
technique in NMR experiment have greatly improved the sensitivity in NMR
measurement. Generally, when we conduct the NMR measurement, we will also
measurement the noise at the same time. Some of the noise is contributed by the
amplifiers and other electronics in the spectrometer, but the major contributor is the
thermal noise from the coil used to detect the signal. NMR is not a sensitive technique,
so we have to take any ways we can to improve the signal-to-noise ratio in the

spectrum. Nowadays, all the NMR experiments are F.T. NMR.

Figure 3-1 is an illustration of Fourier transformation in NMR. It is hard to
observe the information in the FID time domain spectrum directly, so we need to

transform the FID spectrum by Fourier transformation.

Figure 3-1. Illustration of Fourier transformation in NMR, which let us observe the
frequency domain helping us justify the major frequency contribution of NMR

spectrum directly.
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3.2 Hahn spin echo

In 1950, Erwin Hahn burst on the world of science with his remarkable
discovery or we can also say it’s an invention, spin echo method [1]. The spin echo
method provides an important way to the development of pulse methods in NMR, and

therefore be ranked among the most significant contributions to magnetic resonance.

Hahn made the remarkable discovery that if we apply a second 7/2 pulse a time
1 after the initial pulse, miraculously there will appear another free induction signal at
a time 2t after the initial pulse. He named the signal the “spin echo”. Figure 3-2 is a
illustration of the sequence and the time evolution diagram of the spin echo. The
physical basis of the spin echo method can be explained from the Bloch equations.
One advantage of spin echo is that the inhomogeneity of the applied magnetic field

causing a spread of spectrum can be gotten out.

Z
N
X
=0
i
> T
T
pulses —
Absorption
FWHM =2/T,
_..)&
signals er
=T, : ﬁ
. t f— Dispersion

Figure 3-2. Illustration of the sequence and the time evolution diagram of the spin

echo.
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3.3 T;measurement (Inversion recovery method)

In order to get the information of the sample’s spin-lattice relaxation time, the
inversion recovery method was developed to get the T, data. All pulse NMR
sequences for measuring the spin-lattice relaxation time T, either initialize the spin
system and monitor its evolution or achieve a steady state condition in which the
signal size depends on T;. The former scheme involves a pulse (or a group of pulses)
to prepare the nuclear spins in some non-equilibrium configuration and then, after
some waiting period during which the spins are allowed to relax, a pulse monitors the
state of the spins. The recovery of the nuclear spin population is monitored as a
function of the waiting time. Figure 3-3 is a typical pulse sequence of the inversion
recovery method. First we give a group of sequence, saturating the spin system, and
then we wait a series of time. Third, we give a spin echo to detect the signal intensity.
We will get a series of data as a function of time. Then we plot it as figure 3-4. The
signal intensity of the spin system becomes stronger with the time. We fit the peaks
and will get a magnetization curve (red dot line) as a function of time. The function of
the curve is a exponential function, M(t)=M(o)[1-exp(-t/T;)], where the T, is the

spin-lattice relaxation.

Saturation pulses Monitor pulses
4 b4 4 R
2 2 2 2 a
.
4
pulses | | ‘ ‘ | | | 7
— — e fe—

(IL<t, T

signals Ik A

Figure 3-3. Pulse sequence of a T; measurement
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Figure 3-4. Magnetization intensity as a function
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3.4 AC susceptibility measurement

The AC susceptibility experimental instrument is utilized our NMR probe
circuits and the network analyzer. By measuring the resonance frequency
of our LC circuit in the NMR probe, we obtain a rough data of
susceptibility of sample. Figure 3-5 is a scheme of our AC susceptibility
measurement. This data is a good tool to find whether there is a phase
transition (superconductor, magnetic, structure) reflecting to their
susceptibility. For example, if our sample enters antiferromagnetic order,
the data will have a turning point, which tells us the Neel temperature of
our sample. Besides, we can also determine the superconducting volume
fraction by AC susceptibility measurement.

NMR LC circuit

Network Analyzer

ﬂ S

Resonance freq. sample

(0(T)~; L(T)=L, [1+47TZ(71)]

JUTYC

Figure 3-5. Scheme of AC susceptibility measurement by NMR LC
circuit.
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3.5 Our instruments for NMR experiment

Our NMR system composes of a spectrometer, oscilloscope, magic T,
superconducting magnet power supply, temperature controller, home-made probe,
superconducting magnet Dewer, PC, pumping cooling system, and Helium recycling
system. All the operations can be controlled automatically and remotely. We have a

helium recycle system so that we can use the helium very efficiently.

6-500NMHz

LHe.I.iqueﬁér
12 lit./day

Helium
balloon

Figure 3-6. Picture of our NMR setup
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Chapter 4 Experimental Process and Results

4.0 Brief description

Our experiments have several parts. The following experimental contents will
be introduced in two parts based on the samples of Se-deficient FeSe;.s and Cu-doped
(Fe;xCuy)Seys, respectively. We have demonstrated our measurements of NMR, AC
susceptibility, X-ray diffraction, and resistivity, where the NMR measurements

include both of spectra and spin-lattice relaxation rate (1/T}).

4.1 Structure & Resistivity measurement & Phase diagram

Before the NMR measurement, we need to confirm that the Se-deficient FeSe;_s
and Cu-doped (Fe;xCuy)Se;s have the same tetragonal crystal phase where the
superconductivity occurs. We also need to know the phase diagram of Se-deficient
FeSe,s in different Se deficiency and Cu-doped (Fe;.xCuy)Se;s in different doping
level.

4.1.1 X-ray different patterns of FeSei_y and (Fe,;,Cu,)Se,_;

The samples of iron selenide " (FeSe) are polycrystalline, provided by
Maw-Kuen Wu’s research group in the Institute of Physics in Academia Sinica,
Taiwan. The detailed methods of sample preparation are in reference 1.
Polycrystalline samples of the Se-deficient FeSepss and the Cu-substituted
(Fe1xCuy)Se;s with (x,8)=(0,0.12), (0.01,0.15), (0.02,0.12), (0.03,0.12), and
(0.04,0.12) were used in our NMR and ac magnetic-susceptibility experiments. In
order to prove that the sample of (Fep.99Cug1)Seoss has similar features with other
samples, (Feo.9sCuo.02)Seoss, (Feo.97Cu0.03)Seoss, (Feo.96Cuoo4)Seo.ss, FeSeoss. Figure
4-1 is the powder x-ray diffraction patterns of these samples. Rietveld refinement was
analyzed by using GSAS software, to confirm the sample stoichiometry and quality.
The x-ray diffraction patterns reflect the detailed structures of our samples. Indeed,
through the data on figure 4-1, the (Fep.99Cug01)Seo s does have similar structure with

other different composition of samples.
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Figure 4-1. Powder x-ray diffraction patterns of (Feg99Cug1)Seoss,

(Feo.08Cug.02)Seoss, (Feo.97Cuo.03)Seo.s8, (Feo.06Cu0.04)Seo.s3, FeSeos .

axis is the moment transfer, M = 47'sin(0) /A .
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4.1.2 Resistivity measurements of FeSe,_; and (Fe;,Cu,)Se;_;

Figure 4-2 is the resistivity (normalized to 300K) of different Cu contents of
(Fe1xCux)Sei5. Note that a metal-insulator transition is observed in both of our
samples and A. J. Williams’s research group [2,3]. From figure 4-2, very few Cu
doping level as an amount of 0.01 have changed superconducting critical temperature
(~5K). By the way, we noted that Cu doping concentration at 0.03 is enough to
destroy the superconductivity in (Fe;«Cux)Se;.s. For more Cu doping concentration
greater than 0.03, resistivity is becoming bigger, which may be thought as a

metal-insulator transition.
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Figure 4-2. Resistivity (R) data for different copper content of (Fe;Cux)Seis
samples, where there is selenium content of 0.85°s sample proved having similar

structure with other samples. All data has been normalized to room temperature

values (R3oox). Inset shows the T, with different doping level.
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4.1.3 Phase diagram of FeSe,_;
Figure 4-3 gives the T, onset to the different Se deficiency of the FeSe;s. If

we ignore the FeSe 97 case, we can find that the structural disorder has little effect on
T.. The FeSe( 97 anomaly is due to the method of sample preparation, which Imai et al.
added a quench processing to the preparing method and caused an instability of

structure order, an undesired hexagonal structure phase (superconductivity exists in

tetragonal phase).
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Figure 4-3. T, onset for different Se-deficient FeSe;_s. Besides the FeSe( 97 case, the

Structural disorder has little effect on T..
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4.1.4 Phase diagram of (Fe; ,Cu,)Se,_; with different Cu doping level

Figure 4-4 shows the phase diagram of (Fe;.xCux)Se;.s with different Cu doping
level. We see that the superconducting critical temperature T, was suddenly
suppressed by very few Cu doping concentration of 0.03, and then the

superconductivity vanished.
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Figure 4-4. T, onset for different Cu doping level
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4.2  AC susceptibility measurements of FeSe;_; and (Fe;_,Cu,)Se,;

Experimental setup is described in chapter 3-4(p.14)

4.2.1 Theory of AC susceptibility measurements

We want to know why FeSeq 9, FeSe s, FeSess have similar onset T.? The
superconducting volume fraction estimated from our ac susceptibility may provide a
clue. Figure 4-5 shows our ac susceptibility measurements of Imai et al.’s FeSey g9,
our FeSey ss, (Feo.09Cug01)Seoss, and (FeposCug.02)Seoss . The method of measurement
is using the LC resonant circuit, originally made for NMR’s measurements, to detect
its relative frequency shift by using the Network analyzer [4]. This method utilizes the
resonance frequency ® (~1/+/LC) of the LC circuit changing with the inductance,
which in turn depends on the sample susceptibility x. That is, L=Lo[1+4my(T)], Lo:
inductance of the NMR coil. The rising of the frequency-shift ratio [defined as
relative size of change from the frequency at 15K, o(T)/w(15K)-1] in figure 4-5
represents the superconducting phase transition because the frequency o increases as
it enters the superconducting state, .x<0. The size of frequency-shift ratio gives a

rough estimate of the superconducting volume fraction.

4.2.2 Superconducting volume fraction of FeSe, ; & (Fe;,Cu,)Se;_;

We found that FeSepgs has a superconducting volume fraction significantly
smaller than FeSe( 99 since a small frequency-shift ratio. The dc bulk susceptibilities,
reported in reference 12, show the similar result of a weaker superconducting
diamagnetic response in FeSey g,, if the background sign from impurities is subtracted.
Note that the pressure experiment on FeSepg9 shows that T, and superconducting
volume fraction vary simultaneously with pressure [4], unlike in the Se-deficient case,
where only superconducting volume fraction varies with Se deficiency. We also did
the two-T; analysis for our FeSegs and found that the volume fraction, for the short
T, component, is about 50%, which is 10% less than that in FeSe 9, [6].
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Frequency shift (%)

(reproduced from reference 7), FeSeqss, (Feo90Cuo01)Seoss, and (Feo.9sCuo.02)Seo.ss.

The frequency shift, on the vertical axis, 1s defined as relative size of change from the

frequency at 15K, o(T)/o(15K)-1.
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4.3 NMR spectrum of FeSe,_;

To our knowledge, there are three papers of NMR measurements, to date,
reporting on superconductivity in FeSe;.s. Imai’s research group has measured the
nearly stoichiometric FeSe g9 and FeSep o7, with the samples claimed to be free of
oxygen contamination [4]. Kotegawa’s research group and Masaki’s research group
have also measured the Se-deficient FeSepo, but didn’t say whether there was any
oxygen contamination or not [5,6]. In order to resolve this discrepancy, concerning
the stoichiometry of the superconductivity in FeSe, the following discussions compare
to our FeSepgsgs data, with the data reproduced from the previous literature. The
standard Hahn-echo pulse sequences and saturation pulses were, respectively,
employed throughout our ”’Se NMR spectra and 1/T; experiments at 75 kilo Gauss
(kG).

4.3.1 NMR spectrum of FeSe;_;

Figure 4-6a is the "’Se NMR spectra with different Se deficiency of FeSe,.s,
FeSeo.99, FeSep o7, FeSep, FeSeg ss,-at 10 K. Note that the linewidth increases with
the Se deficiency, as expected because NMR linewidth generally reflects the amount
of lattice disorder in the sample. From the spectra of different Se deficiency of FeSe, s,
we can indirectly confirm the correct stoichiometry of these samples. We compare the
spectra of disordered FeSe(gs and ordered FeSejogo. Similar T,=8K suggests that

Cooper pairing is not vulnerable to the lattice disorder induced by the Se vacancy.

How can we be sure that the growing linewidth reflects the lattice structure
disorder caused by Se vacancy? Figure 4-6b is a simulating diagram which is assumed
that we consider different quantity of vacancy in a condensed matter. If the vacancy is
bigger, then the linewidth is getting bigger, too. Notice that the frequency shift
behavior is not so clear in our experimental data. We thought it is because of the

experimental error problem.
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Figure 4-6a. "'Se NMR spectra, at 10K, for different Se-deficient FeSe,.s. Data for
FeSe.9780.99 and FeSey g, are reproduced form references 7 and 13, respectively.
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Figure 4-6b. Simulating diagram assumed by structure disorder behavior
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4.3.2 Linewidth and frequency shift from NMR spectrum of FeSe,_;

Figure 4-7 is the frequency shift and spread of shift to the Se deficiency from
the NMR data of FeSe,.s in figure 4-6. We note that the frequency shift (K) doesn’t
change much with the Se deficiency (08), which means that the “local” spin
susceptibility y does not change much either because frequency shift is proportional to
the spin susceptibility (Koy). Note the local word with quotation marks because
NMR is a technique utilizing the nuclei as a local probe to detect the environment of
the material. The results of local susceptibilities with different Se deficiency differ
from the results of bulk susceptibility measurement, done by Williams’s research
group [3], where the bulk susceptibility increases significantly with Se deficiency (9).
We attribute this discrepancy to the impurity phases from excess iron or iron oxides
resulting from the oxygen contaminations. We didn’t observe magnetic broadening of
the linewidth at low temperature of our temperature-linewidth data, so we think there
was no or few magnetic impurities bonded to the FeSe samples. The linewidth for our
FeSey s is nearly temperature independent, from 70K down to T, as was the case for
FeSey 9, in reference 5. Therefore, based on NMR frequency shift and linewidth data,
there are no impurity phases entering the FeSejs with different Se deficiency, but we
cannot exclude the possibility of oxygen contamination in FeSe;; for FeSe .50y,

indicated by McQueen’s group [7]: We will leave this to later discussion.
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Figure 4-7. Frequency shift and the spread of shift, derived from the spectra on figure
4-6.
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4.4 Spin-lattice relaxation rate (1/T,) of FeSe,_;

Here we report our spin-lattice relaxation data of FeSe;s and discuss what we
have found in our sample. First, I will present a representative 1/T; data of FeSegs (at
16K) and explain why we use a stretched exponential curve fitting. Second, we

discuss the behavior of the distributed T, in our sample.

4.4.1 Spin lattice relaxation curve of FeSe gs

Figure 4-8 represents a nuclear spin-lattice relaxation curve for our FeSess
sample at 16K. Note that M(t) means the nuclear magnetization as a function of time.
The function of typical single exponent spin lattice relaxation curve is given by,

1-— M©® = e_Til
M(e0)
Note that the dashed line in the log plot of figure 4-8. It means if the curve is single
exponential, the curve will be a straight line following the trace of dashed line. If the
curve deviate the dashed line, it can’t be classified into the type of single exponential
curve, which means the curve is follow a single exponential behavior. So we should
fit the curve with another kind of curve fitting, such as the following stretched
exponential curve fitting.

Compare our FeSe(ss data with the Tmai’s group’s FeSe 99 and FeSep o7 data,
there were two different behaviors. For the Imai’s group’s FeSe 99 and FeSep97 data,
is single exponential, as to ours, FeSeogs, is stretched exponential. The observed
stretched exponential behavior means that the spin-lattice relaxation rate, Tj, is
distributed in our FeSess sample. This behavior may be caused by two reasons,
anisotropy or disorder in FeSepgs . To figure out what the real reason causing
distributed behavior in FeSepss, we note that the single exponential behavior,
observed in the nearly stoichiometric FeSe polycrystalline samples, implies that there
is only a nearly isotropic T}, although it has a two-dimensional layered structure. So a
stretched exponential behavior, caused by the anisotropic Ty, is then ruled out. So the
reason causing distributed behavior in FeSeygs is due to the disorder induced by

Se-vacancy.
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Figure 4-8. 7’Se nuclear spin-lattice relaxation curve for FeSeggs at 16K

[M(t):nuclear magnetization]. Dashed line is the single exponential curve.
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4.4.2 Behavior of distributed T¢(T) in FeSegsg

Figure 4-9 is the stretched exponent (o) obtained from a stretched exponential

curve fitting. From figure 4-9, we observed a temperature-dependent exponent

behavior implying that the different Se sites have the different temperature-dependent

spin-lattice relaxation rate (1/T;). We find that all the Se nuclear sites have similar

spin-lattice relaxation rate at high temperature, whereas there is distributed

spin-lattice relaxation rate (1/T;) at low temperature, where the stretched exponent a

is close to 0.6. Similar behavior was also reported by Kotegawa’s research group, for

FeSep 9, [5]. To summary, we found that there are different temperature dependent T;

due to the disorder induced by Se vacancy in FeSe,.s.
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Note that different Se sites have different temperature-dependent T;.
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4.4.3 1/T,T in FeSe,_;with different Se deficiency

Figure 4-10 shows the relaxation rate curve, with different Se deficiency, from
the stretched fit. Note that T, value is not directly obtained from the stretched
exponential curve fitting. The T; value of the stretched exponential curve fitting is the
most majority of T; in the sample. In order to catch the intrinsic feature from the
distributed T, we calculated the average 1/T;, directly from the initial slope of the
relaxation curve[8], instead of two-T, fit. The equation of average 1/T; in stretched

exponent curve fitting is given by

> jwlp(l)d(l) In10 x initial slope of log(1 — ~2
—) = P — — ] =1In Initial siope or 1o —
T, o I \Ty T, P 8 M(0)

The pink circles are our 1/T,T curve. From this curve, we saw the turning point
reflecting the T.. The Korringa-type behavior (T;T=constant), for temperatures
between superconducting temperature (T.) and 50 K, in FeSeoss and FeSepoqs, is
actually misleading because both 1/T; values of FeSepgs and FeSepq, are obtained
from the stretched exponential fit. These stretched data cannot reflect the real situation
of the average behavior for 1/(T;T) because the stretched exponent is proved to be
temperature dependent (see figure 4-9). Above 100 K, T is uniquely determined, and
1/(T|T) increases with increasing temperature.’ The behavior is common to some
Fe-Based superconductors, and likely originated from the effect of the band structure
in electron-doped system. The increasing 1/(T,T) with increasing temperature above
100K may be caused by pseudogap behavior in electron-doped system of Fe-Based

superconductors.

29



1 L1 1 I

_/"“\
M
‘w01 i
N’ J
~ © .
b o ® FeSe (Imaf, s?nglc T)
— O FeSe,,, (Imai, single 7))

® FeSe  (Kotegawa, stretched 7))

0.01 L . .. FeSe .. (stretchcdl T)
1 10 100
T (K)
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4.4.4 1/T{T by two-T; curve fitting of FeSe g3 & FeSe(q,

Compare with the stretched eponential fitting, Masaki et al. have fit their
FeSepoq, relaxation curves, using two-T; function, and found that the short T,
component displays an enhanced 1/ T similar to the nearly stoichiometric FeSe g9 [6].
The upward 1/( T,T), just above T, has been considerd as evidence for the connection
of spin fluctuations to superconductivity in FeSe [4]. We also used the two T| method
for fittng our T, data. Figure 4-11b is our plotting of 1/( T, T) of FeSey gs. Figure 4-11c
is Masaki et al.’s plotting of 1/( T\T) of FeSepoq, fit by two-T; and stretched
exponential functions, respectively. The function of two T fitting is given by

t ot
M(t) x Ae T1,short + (1 — A)e T1,10ng

From the two-T, fitting we obtained the volume fraction parameter of short T;(A),
where our volume fraction A 1s 0.5 for FeSe(gs and Masaki et al.’s is 0.6 for FeSe.o,.
The short T, is considered as the contributor to the superconductivity. This is a good
agreement with that the level of Se deficiency is proportional to disorder and
superconducting volume fraction in FeSe;, obtained from our AC susceptibility

measurements.

There is a problem with the two- T fitting. In Masaki et al’s plotting, the long
T, curve originally thought of non-superconducting part still has a turning point of
superconductivity. So the two-T; is not a good fitting method for the FeSe;.s ,
although the long T; curve of our plotting seems having no turning point of
superconductivity. One possible reason is that maybe there are both two kinds of
superconducting electrons, conventional and unconventional, in FeSe. So in low
temperature, long T, curve still has a turning point caused by the conventional

superconducting electrons
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Figure 4-11a. Fitting lines of two components method.(Masaki et al.)[6]
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temperature-independent. For comparison, 1/T;T deduced by fixing o = 0.6 is also
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spinfluctuations. In contrast,
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4.5 NMR Spectra of Cu-doped (Fe;,Cu,)Se;_;

We have measured the ”’Se and **Cu NMR spectra and compared the difference

between different Cu doping level of (Fe;xCuy)Se;.s.

4.5.17’Se NMR spectra of Cu-doped (Fe; (Cu,)Se;_;

Figure 4-12 shows the 7Se NMR spectra in the normal state of (Fe;.<Cux)Ses
at 15 K, where the linewidth increases rapidly upon Cu doping and then saturates.
This implies that Cu substitution induces a magnetic moment so that the line
broadening is dominated by magnetic disorder, rather than by structural disorder.
Judging by the rapid increase in ”’Se NMR linewidth, the disorder effects may or may
not correlate with the rapid suppression of T, by Cu doping.
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Figure 4-12. ”’Se NMR spectra, in the normal state of (Fe,.xCuy)Se_s , at 15 K and
60.99 MHz.
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4.5.2 %Cu NMR spectra of (Fe;,Cu,)Se;_;

Figure 4-13a is the plot of ®Cu NMR spectra. Compare with the ”’Se NMR
spectra of (Fe;xCuy)Se;s, the 8Cu linewidth in figure 4-13 gradually decreases with
the content of Cu doping suggesting that the induced moments are not at the Cu sites
but at Fe sites.

From ®Cu NMR spectra, we found that an important information that the
central peak of spectra sharpened at higher Cu doping level due to the weakened
transferred hyperfine field caused by the change in electric density of states in
(Fe1xCuyx)Se;s. This data can be examined the resistivity measurement.

Figure 4-13b is a different case where the growing linewidth caused by
structural disorder in TiFe; Cox. Compare the two different examples. Although their

linewidths both gradually growing bigger, the mechanisms behind are quiet different.
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Figure 4-13a&Db. a is %Cu NMR spectra, in the normal state of (Fe; xCuy)Se;s ,at 15
K and 60.99 MHz. Dashed Line is the reference field for the unshifted “*Cu nucleus.
The right (4-13b) is different doping in TiFe;«Cox. Unlike the reason causing
linewidth variation in the left (4-13a), the structural disorder effect causes different
linewidth in TiFe; \Coy. [12]
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4.5.3 Comparison of "'Se and ®Cu NMR spectra of (Fe,,Cu,)Se;_;

Why do “Cu and 77Se linewidths behave so differently? Normally the NMR
spectrum becomes wider and more asymmetric when the increase in doping level is
begun [9, 10]. But here, the **Cu linewidth can come from both the doping-induced
magnetic shift distribution, and the powder pattern due to the anisotropic shifts and
quadrupolar effects. The broad shoulders, on both sides of the central peak, are caused
by the quadrupolar broadening. Because these broad shoulders stay nearly unchanged,
unlike the central peak sharpening at higher Cu doping, the quadrupolar effects
probably do not cause the narrowing of the central peak. Note that the centroid of the
spectrum moves closer to the unshifted reference line at higher Cu doping, implying
that the Cu nuclei do not much feel the hyperfine fields, from the neighboring Fe/Cu
spins, at a higher doping levels. Since there is no direct chemical bonding between the
Cu and Fe atoms, part of the *Cu frequency shift at low Cu doping comes from the
transferred hyperfine coupling, mediated by the conduction electrons. For higher Cu
doping, we suspect that the metal-insulator transition reduces the number of
conductions so that the transferred hyperfine coupling becomes weaker. Therefore,
both the magnetic shift and linewidth decrease at higher Cu doping. This is different
from the "’Se spectra, where there-is direct wave-function overlap between the 4p and
Fe 3d electrons so that the ’'Se nucleus can always effectively probe the Fe spins, to

show a broader linewidth at higher doping.
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4.5.4 Linewidth and frequency shift of (Fe;,Cu,)Se;_;

Figure 4-14 is the phase diagram of Cu doping level to the linewidth and frequency
shift of ’Se NMR spectra. If we neglecting the zero doping point, we can see that the
frequency shift (pink circles) jumps suddenly and then slowly increases with
increasing Cu doping level. This infers that the line broadening is dominated by
magnetic disorder induced by Cu doping, instead of structural disorder. We can see
that the linewidth (blue circles) is nearly unchanged with Cu doping level. Similar line
broadening in the Cu-doped samples that show different T, suggests that disorder has

little effect on the suppression of Te.
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Figure 4-14. Linewidth and frequency shift of the "’Se NMR spectra.
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4.5.5 Relation between T, and disorder effect in (Fe;_,Cu,)Se;_;

Figure 4-15 is the Cu doping level to the superconducting transition temperature, a
superconducting phase diagram. We can see linewidth has no obviously direct
connection to the superconducting transition. Similar line broadening in the Cu-doped
samples that show different T, suggests that disorder has little effect on the

suppression of T..

| 2 T v T ! ' '
of o (Fel__\_Cu_\_)Se”_Hx ]
! _ 0.6— ; ! |
S < 15K i
X ; 0.4+ @-—f’oaof@ )
OF L] = 2 ]
o O 1
M 4 L \ E 0. (Fen,%cuu(n}Sen.sﬁ
e B ® = .
(3 — . s :
~ L 0.0 0.00 0.02 0.04
91 xin (Fe, Cu)Se . -
ok o o -
L (Fe(J,ULJCUU,[)I)Se(l,x.“-'ﬂ i

000 002 004 006
x, Cu

Figure 4-15. Superconducting phase diagram of the Cu-doped FeSe. Inset: '’Se NMR
linewidth, as a function of Cu doping, at 15 K.
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4.6 1/T T of (Fe;«Cu,)Se;_; by stretched exponential fitting

Figure 4-16 (blue circles) gives the average 1/(T,T) data for our FeSess.
Indeed, similar uprising behavior, at low temperature, is seen in our sample, in
contrast to the flat behavior in the non-superconducting FeSe 7. Note that the drop of
1/(T,T) below T, , expected from the opening of the superconducting gap, is smeared
out due to the broad 1/T, distribution. The theory of calculating the average T; is from

reference 8.
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Figure 4-16. The average (T T)", of "’Se in (Fe1..Cuy)Se..s, measured at 60.99 MHz

(~75 kG). Note that a similar uprising behavior due to spin fluctuations is observed.
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4.7 Conclusion & Summary

Combining the reduced superconducting volume fraction in the Se-deficient
FeSe with the findings from the previous discussions, i.e., the different
temperature-dependent 1/T, at different Se sites and the reduced spin fluctuations at a
larger 8, we infer that the Se-deficient FeSe has an inhomogeneous phase, where the
superconductivity comes from regions with few or no Se vacancies. The
Se-vacancy-free region has much stronger magnetic fluctuations than the Se-vacant
region. When greater vacancy is introduced in FeSe, both the overall spin fluctuations
and superconducting volume fraction will decrease. However, this picture cannot
explain why the superconductivity disappears in FeSepo7 [7]. Is this really due to the
oxygen contamination in those Se-deficient samples so that the superconductivity is
actually from FeSe;s0,, instead of FeSe;s? An oxygen-free FeSeps, has been
reported by Williams et al., with magnetic susceptibility clearly showing a
superconducting diamagnetic response, if the background signal from the impurities is
subtracted [3]. Therefore, we think it unlikely that occurrence of any oxygen
contamination is the cause. While preparing this paper, we noticed that a different
result was recently reported, where the superconductivity was claimed to exist in a
narrow range of 6=0.03, i.e., FeSep 97410005 [ 11]. These recent experiments, together
with our own, indicate that the superconductivity emerges from the nearly
stoichiometric FeSe. Figure 4-177is the neutron diffraction data of different Se
vacancy. From this, we know that the quantity of Se vacancy will only effect the
composition phase content. Why do Imai et al. have a different result with M. K. Wu
et al.? E. Pomjakushina says that Imai has an unnecessary quenching processing,

which makes the structure is unstable. And this result an non-superconducting FeSe.
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/ i Refined composition phase content
Sample name  Nominal composition (K) (molar %)

LT085a FeSeqgs FeSeqg94(11y) (P4/nmm) 71.75 = 1.75%
Fe (Im3m) 26.23 = 0.85%
FeSe (P63/mmc) 2.02 £0.38%
LTO85 FeSegss 8.28 FeSeqg63(5) (P4/nmm) 86.38 = 0.98%
Fe (Im3m) 12.46 = 0.33%
FeSe (P63/mmc) 1.16 £0.18%
LTO087 FeSeq g7 8.34  FeSeqg79(4) (P4/nmm) 91.53 £0.91%
Fe (Im3m) 7.70+0.23%
FeSe (P63/mmc) 0.77 £0.14%
LT092 FeSeg g, 8.44  FeSepg76(4) (P4/nmm) 94.50 = 0.89%
Fe (Im3m) 4.50+0.21%
FeSe (P63/mmc) 1.00£0.13%
HT094 FeSeqo4 8.21 FeSeq977(3) (P4/nmm) 92.91 = 0.70%
Fe (Im3m) 6.36 £0.16%
FeSe (P63/mmc) 0.73 £0.09%
LT096 FeSeq g6 8.43  FeSepgg(s) (P4/nmm) 96.02 = 1.07%
Fe (Im3m) 1.94+0.23%
FeSe (P65y/mmc) 2.04 £0.19%
LT098 FeSeq o5 8.21 FeSeqg75(3) (P4/nmm) 98.31 £0.59%
Fe (Im3m) 0.57 +0.05%
FeSe (P63/mmc) 1.12%=0.08%
LT100 FeSe, ~8 FeSeq g3y (P4/nmm) 83.03 £ 0.61%
Fe (Im3m) 0.46 =0.05%
Fe-See (P3.421) 16.51 +0.28%

Figure 4-17. Neutron diffraction of different Se vacancy of FeSe; «

As for Cu-doped (Fe;xCux)Se;-s, stretched exponential behavior is observed in
the spin-lattice relaxation curves for all Cu-doped (Fe; xCuy)Se;.s. The average (TlT)'1
curves are plotted in figure 4-16. Within experimental error, all of our samples show
similar average (T, T)" behavior, where the values increasing at lower temperature.
Interestingly, Cu substitution does not alter spin fluctuation in FeSey ss, though Cu**
possesses a spin different from Fe*". We note that both superconducting volume
fraction and T, rapidly decreases, upon Cu doping. This is different from the
Se-deficient samples, where only superconducting volume fraction reduces
significantly. The similar superconducting volume fraction found in
(Feo.99Cuo01)Seoss and (FeposCup02)Seoss could be an effect of compensation, due to
the different values of x and d. Recent transport experiments, on (Fe; xCux)Se;s, have
shown that increasing Cu doping migrates the metallic state to a Mott insulator[2,3].
Therefore, we suspect that the suppression of T, is mainly due to the change in the

electronic states rather than the spin dynamics.
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In summary, we conducted comprehensive studies of the 77Se NMR in the
Se-deficient and Cu-substituted FeSe. By comparing our data with previous literatures,
we infer that FeSe;.; has inhomogeneous phases, where the superconductivity
emerges from regions with little or no Se vacancy. As for the T, suppression in
(Fe;xCuy)Se;.5, magnetic fluctuations are not directly relevant. We suspect that it is
the electronic states changing by Cu substitution so that a metal-insulator transition

arises and soon T, is suppressed.
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Appendix:

Personal designs of apparatus and programs

In the days of graduate study, my primary work is dedicating to develop laboratory
automation. Our ultimate goal is to make all the NMR experimental measurements
automatic. As a matter of fact, we already have some achievements. I have made
several programs and apparatus for my master study. All of them are for NMR
experimental research and the experimental equipment operation, such as
experimental data acquisition, liquid helium compression, helium gas recovery and
recycling, etc. The following is the list of apparatus and related programs that I made

for our NMR experiments.
Apparatus

Homemade 5-Axis DC motor drive

The 5-Axis DC motor drive is computer-controlled by our Labview program. It
consists of a power module and a motor control module. I utilize SANYO’s LB1640N,
a motor drive IC, to control our DC motors. The -motor control module is a circuit
composed of 5 LB1640N ICs, so it'can-drive 5 DC motors. By the basic PWM (Pulse
Width Modulation) technique, we can even decide the motor’s rotational speed. Due
to technical difficulties, it’s hard to control the motor’s driving voltage directly in the
past, so the PWM technique emerges and solves this problem successfully. Nowadays,
PWM is a well-developed engineering technology and widely used in automatic
control system. LB1640N is an H-bridge circuit IC, and we can directly control it by
just two ports. By TTL signal, it can move and stop right away. With National
Instrument’s digital input/output controller, USB-6501, which converts the USB
signal to 24 digital high/low output, we can control our motor drive through a
corresponding program written with Labview. The motor drive controls lots of our

instruments, such as the needle valve, variable capacitors, vacuum Regulator, etc.
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Helium gas bag volume detector

We use a water level switch as the helium gas bag volume detector. The helium gas
recycle system is composed of several parts. One of them is the helium gas bag
volume detector. When the gas bag is full, the detector will close the electric valve.
Then we control the inlet and outlet of the gas bag. All the operation is done by
National Instrument’s Labview program on PC, and it controllable remotely (via

internet).

S
;-:ﬂ'fL
4
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NQR temperature control system

The temperature control system of the nuclear quadrupole resonance experiment is
composed of three parts, which are a liquid nitrogen Dewar, a temperature controller,
and a linear motion stage. The temperature controller is Lakeshore 336 containing
four temperature sensor ports and two heater output. Lakeshore 336 utilizes the PID
technique, which can accurately control the temperature. A proportional integral
derivative controller (PID controller) is a generic control loop feedback mechanism
(controller) widely used in industrial control systems — a PID is the most commonly
used feedback controller. A PID controller calculates an "error" value as the difference
between a measured process variable and a desired setpoint. The controller attempts to
minimize the error by adjusting the process control inputs. In the absence of
knowledge of the underlying process, PID controllers are the best controllers.
However, for best performance, the PID parameters used in the calculation must be
tuned according to the nature of the system — while the design is generic, the
parameters depend on the specific system. The length of the motion stage is 70 cm,
which can control the NQR probe’s position. The position of the probe decides the
cooling rate, and Lakeshore 336 controls the heating rate. The balance of heating and
cooling rate determines the final temperature. Both of them have corresponding

programs.
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Remotely control Evaporative cooling system

The evaporative cooling system is set up by Professor Ben-Li Young. What I did is
designing a DC motor and a connecting device on the vacuum regulator so that we
can control it remotely. Evaporative cooling is commonly used in cryogenic
experiments. The vapor above a reservoir of cryogenic liquid is pumped away, and the
liquid continuously evaporates as long as the liquid's vapor pressure is significant.
Evaporative cooling of ordinary helium can cool to at least 1.2K. This technique can
be used to make cryocoolers. As the temperature decreases, the vapor pressure of the
liquid also falls, and cooling becomes less effective. We utilize LJ-engineering model
329, vacuum regulator, as our pumping rate controller so that we can dominate the
temperature of our NMR experiment. With the temperature controller Lakeshore 332,
we can change the temperature through changing the vacuum regulator rotated by the
DC motor, which is controlled by the PC program. So we can do all the experiments

remotely.
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Labview Programs

DC motor controller

The DC motor controller utilizes the PWM technique, which controls the rotary speed
of the motor. The program can make the motor move forward and backward and
record its position at the same time. The program is written with National

Instrument’s Labview, a visual programming language.

15 Smotors contralvi =]
» [ [2]]
Power I
Speed (0 Is fastest) Motor timer (sec) Reset timer

Left j Tuning j Right Fu [peed=d0) 547909

Left ) Matching ) Right _;}.u (speed=d0) 29477 @
@ " @om oL Am @
Eme ;r::f;r; @cm S0 peed=1020) [0 @)
@ o & : <

47



Hewlett-Packard 8752C & 8712ET RF Network analyzer

The HP 8752¢ network analyzer can show the resonance frequency of the LC circuit.
A network analyzer is an instrument used to analyze the properties of electrical
networks, especially those properties associated with the reflection and transmission
of electrical signals known as scattering parameters (S-parameters). In NMR
experiment, the network analyzer is used to confirm that the resonance frequency of
LC circuit in the NMR probe is right. I write a program demonstrating the reflection
rate of LC circuit in the probe. With another tuning and matching program I wrote, the
resonance frequency can be any value we want. The program is written with National

Instrument’s Labview, a visual programming language.

'ﬂ output 8752 ihﬂ-ﬂm_.vi l;m-l Panel ;_Q @~
Fie Edit Yiew Proect Opente Jook Window Help ﬂ
[S]@] &[] [16st pptosson Font |+ ] B+ 5 |2+ | [€5+] '?l[. - ]
- Hop
8752¢ visa ST0P
¥% GP1B0. 9. INSTR |

B @71201.vi Front Panel
Ele Bt Yiw Duict Opense ook Wiskow Help

[%] [00] [ 129t hosteation Fout__ - ]2~ | -] = -] [25-] [P

Agilent 8712ET  pauva

min dby
{1

i St Valoe Siop Yo Do o
no'un frequency(mhz) A T T

500

wn
00
00
1o

g o
-100
00
300
400
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CS4 Superconducting Magnet Power Supply

The CS4 controller is a power supply controlling the applied magnetic field of the
NMR experiment. The program is has several security mechanism preventing it from
the operation error. If we turn on the heater with an unequal current between the
magnetic and the power supply, it will cause damage to the superconducting magnetic
coil. The CS4 controller can safely tune the power supply to the designated magnetic
field. It’s connected to the computer with the GPIB interface. All the operation is done
by the official command list. The program is written with National Instrument’s

Labview, a visual programming language.
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Liquid helium level monitor-LM500

Our NMR lab has two Liquid helium level monitor, one is for the superconducting
magnetic Dewar, Janis, and the other is for the Liquid Helium container. I wrote this
program so that I can read the level of liquid helium remotely. The liquid helium level
monitor LMS500 is connected to the computer with RS232 interface. All the operation
is done by the official command list. The program is written with National
Instrument’s Labview, a visual programming language. It has the function of saving

data and plotting the liquid helium level showing the trend of the consuming of liquid

helium.
13 LHe level recorder 0508.vi (=),
-~
Ianis VISA | Time LevelRecond |Log |
tgger
Clean data Trigger interval(s) @
- 14,']1300 LHe Level (cra)
i - |69
112 Fd U em 11UGCS ¢ 2UTUAISAUY ~
113719 om 11:36:37 20100509
114 71 8 em 12:06:38 20100509
115 71.7 em 12:36:38 201005109 =
116 716 cm 1306:39 20100509 80~
117 71 4 em 13:36:39 20100509 s
118 71.3 cm 14:06:40 20100509 702
119 71.2 ¢m 14:36:40 20100509 =
120 71.1 cm 15:06:41 20100509 602
121 71.0 cm 15:36:41 20100509 .
122709 cm 16:06:42 20100509 :
123 70.8 cm 16:36:42 20100509 402
124 70.7 cm 17.06:43 20100509 -
! L) I ] 1 ~2h -
00: 120000AM ' 120000AM = 12000040 |1 a0q i laoe s o oane :
5772010 5872010 58972010 5102010 1127903 e 18:36.45 20100509 202
' 128 70.2 om 19.06:45 20100509 10°
129 70.1 em 19:36:46 20100509 :
130 70.0 m 19:46:48 20100509 0=
1131 70.0 cm 20:16:48 201005109 v
v
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Liquid helium compressor, LHeP12

The NMR experiment consumes a large amount of liquid helium, so the evaporating
helium gas will be recycled to the recycling gas bag. Then the compressor will
compress the gaseous helium into liquid state. This program monitors the machine
status. By appropriate parameters, the compressor will work in the optimal way.
Additionally, it also has the saving data function, and it can record the time that starts

or stops compressing. The program is written with National Instrument’s Labview, a
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Temperature controller-Lakeshore 336

The temperature controller, Lakeshore 336, is available with four inputs and two

heater output. The program can choose the control input channel and heater output

channel, which are the necessary parameters for temperature. While selecting the right

channels, we still need to choose the PID mode. The intelligent auto-tuning feature of

Lakeshore 336 can be used to automatically collect PID parameters, which makes us

spend less time tuning your controller and more time conducting experiments. But we

can also use the manual mode, whether manual PID mode or purely manual mode.

Just like others, the program has the function of saving data and drawing the

temperature-time diagram showing the trend of the changing rate of the temperature.

This program is written with National Instrument’s Labview, a visual programming

language.
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Temperature controller-Lakeshore 332

Mostly same as Lakeshore 336, the program of Lakeshore 332 has same functions.
The difference between these two temperature controllers are that Lakeshore 332 only

has one heater out and they don’t use the same controlling commands. This program

is written with National Instrument’s Labview, a visual programming language.
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Motion stage controller

The program of the motion stage is to control the cool rate of the NQR experiment’s
temperature. The NQR probe is stuck to the stage, and the probe is in the liquid
nitrogen dewar. We change the depth of the NQR probe in the dewar so that we can
determine the cooling rate of the temperature controlling system. The program has
two modes, relative moving and absolute moving. Absolute moving can make the
probe go to a designed position, and relative moving can move the probe by the
direction we choose. This program is written with National Instrument’s Labview, a

visual programming language.

P motion control.vi Front Pane] *

File Edit View Project Operste Tools Window Help
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AC susceptibility experiment (magnetic field sweep)

The program records the magnetic field and the resonance frequency of the LC circuit
of the NQR probe, which reflects the susceptibility of the measured sample in the
probe. We can determine the field of magnetic phase transition (if the sample has it).
All the safety mechanism of the superconducting magnetic is considered. The
function of saving data for analyzing is included, and we can also read it from the
frequency-B diagram drawn by the program. By the data, we can plot a phase diagram.

This program is written with National Instrument’s Labview, a visual programming

language.
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AC susceptibility experiment (temperature sweep)

The program records the temperature and the resonance frequency of the LC circuit of
the NMR probe, which reflects the susceptibility of the measured sample in NMR
probe. By this experiment, we can determine the phase transition temperature, such as
structure and superconducting transition. By the way, we can further estimate the
superconducting volume fraction (if the sample is a superconductor), but the value is
not that accurate. We can only take it as a reference value. Same as the magnetic field
sweep’s program, the function of saving data for analyzing is included, and we can
also read it from the frequency-temperature diagram drawn by the program. By the
data, we can plot a phase diagram. This program is written with National Instrument’s

Labview, a visual programming language.
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Agilent 8648A signal generator

We want to control the signal generator remotely, so I wrote a labview program for

Agilent 8648. We can change the frequency and magnitude by the labview program.

#! Agilent 8648 Configure Device.vi Front Panel
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Tektronix TDS 2022B oscilloscope

We can see the waveform of the signal from the Tektronix TDS 2022B oscilloscope
via the National Instrument’s signal express program. We can also tune the parameters,
suchas ........

For the NMR experiment, we want to know the quality of the pulse exciting the
sample. The quality of pulse is very easy to be effected by the transmitting circuit
between the NMR probe and the spectrometer. We need to tune the pulse by the NMR

controlling program. Through the program, we can observe the signal quality

remotely and change the parameter of pulse immediately.

B C Docements aad Setting \TDEHIZIH wprmi - LVIEW SumalExperns
Ble Bl Yew Jook AMiDwy Qpena Wadoe fiep Teh TOSIO0G00

Tokironix
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Agilent 54642 oscilloscope

We can see the waveform of the signal from the Agilent 54642 oscilloscope. We also
want to see it remotely via computer, so [ write a Labview program for controlling the

scope remotely.

For the NMR experiment, we want to know the quality of the pulse exciting the
sample. The quality of pulse is very easy to be effected by the transmitting circuit
between the NMR probe and the spectrometer. We need to tune the pulse by the NMR
controlling program. Through the program, we can observe the signal quality

remotely and change the parameter of pulse immediately.
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