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摘要摘要摘要摘要    

 

     我們的研究目的是把一個複雜的運算，把它切割成較小的運算來做處理，

而較小的運算間再各自交給自己的處理器來做處理，如此可以免去單一運算所需

耗費的冗長的時間，而我們則是採取動態壓縮的演算法來面對我們傳輸所遇到的

問題，此種演算法有隨壓隨解的性質，可以先把解壓縮過後的資料來拿先做處理，

可以省去較多時間。 

而我們還採取了網路傳輸的一些觀念，模擬多核心的架構，我們運用了 3~5

台的電腦來實做我們的系統架構，來達到我們的實驗需求，已獲得合理且有效的

實驗數據。 
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                            Abstract 

 

     Our aim is to a complex operation, it cut less computation to do 

processing, and smaller operations in their respective rooms to deal with 

their own processor to do so without having a single operator can spend 

the necessary the long time, and we are taking the dynamic compression 

algorithms to transmit the face of our problems, this algorithm has 

properties of solutions with the pressure as can be first to come and 

collect the data after decompression do first processing, can save more 

time. 

   And we have also taken some ideas network transmission, analog 

multi-core architecture, we use the computer at 3 to 5 we implement our 

system architecture, to achieve our experimental needs, has been given a 

reasonable and effective experimental data . 
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                  ಃ΋ക  ᆣፕ 

1.1 ᙁϟ 

    ѳՉၮᆉࣁ྽ϞҞ߻΋ঁख़ाޑҔٰуזೲޑࡋБݤǴԶӧҁጇޑፕЎύǴ

Ѭႝတ྽serverځ4ѠډॺϩձҔ2 ѠךǴࡕ྽΋஭კᔞ᠐຾ٰࢂޑॺ௖૸ך

ᆄǴٰೀ౛ךॺ client ᆄޑ೭ᜐႝတ໺ᔞਢ܌ሡޑ೽ϩǶԶѳՉೀ౛ޑೀ౛

೽ϩǴךॺΨࢂ௦Ҕע΋ঁୢᚒϪപԋऩυҽޑБԄٰೀ౛ǴϐࡕӆעϪപࡕ

Αڗ௦ࢂ߾ॺך೽ϩǴޑගଯਏૈܭკᔞ೽ҽϩ๏Ӛঁೀ౛Ꮤѐ୺ՉǶԶӧޑ

୏ᄊᓸᕭޑᄽᆉٰݤ଺ቚ຾ਏૈޑ೽ϩǴ٬Ҕ୏ᄊᓸᕭᄽᆉޑݤӳೀࣁёаӧ

྽΋ঁᔞਢϪപԋऩυҽਔǴ྽ऩυᔞਢሡा଺೯ૻ໺๏Ӛঁೀ౛Ꮤѐೀ౛ਔǴ

ёаԖᒿᓸᒿှޑфૈӸӧǴջёӧ client ᆄᗋӧ଺ೀ౛໺ᒡਔǴserver ᆄ

ջёעӃௗԏޑၗ਑ٰ৾଺٣ӃޑၮᆉǴӵԜӧਔ໔΢ջё࿯࣪೚ӭӭᎩޑ฻

᏾ᡏਏૈ΢ޑॺךᔅշǴᡣޑݤ୏ᄊᄽᆉکॺॷҗѳՉၮᆉך઻຤Ǵޑਔ໔ࡑ

ૈԖჴ፦ޑගϲǶ 

1.2 ፕЎࢎᄬ 

     ҁጇፕЎϩࣁϖঁࢎᄬǴಃ΋കࣁᆣፕޑ೽ϩǴ೭೽ϩЬाٰࢂϟಏ࣬

ᜢࣴޑزว৖ᆶ୏ᐒǴޑزࣴکҞ኱کБӛǴಃΒകޑ೽ϩǴ߾཮ϟಏךॺޑ

୷ޑᜢ࣬ک౛ፕעЎ᝘ӣ៝Ǵޑ΋٤࣬ᜢکǴ৲ૻޑၗ਑کङඳޑᜢ࣬ޑزࣴ

ᘵᙁϟஒ཮ӧԜക࿯ϟಏǴಃΟകޑϣ৒Ǵ߾཮עҁጇፕЎޑჴᡍБԄǴکჴ



 

2 

 

ᡍࢬำǴஒӧҁക࿯଺ঁ၁ಒޑϟಏک಍᏾ǴᡣεৎёаΑှ᏾ঁፕЎޑჴբ

ಒ࿯ᆶБݤǴಃѤകࣁჴᡍޑ΋ޑ٤่݀კТکኧᏵޑϩ݋Ǵಃϖക่ࣁ߾ፕ

Ϸ҂ٰޑ৖ఈǶ 

ಃΒക ङඳ౛ፕᆶ୷ᘵ 

2.1  ق߻

ೀ౛ᔞਢεޑၗ਑ਔǴሡाॷҔϩණԄس಍ٰ଺ೀ౛, ךॺ೛ीΑ΋ঁ೭ኬ

ݤБޑ аҔ୏ᄊᓸᕭ܌ ,ԋҁޑΑफ़ե processors ϐ໔ྎ೯ࣁύځ ,಍سޑ

ٰफ़եਔ໔Ǵٰуזೲ౗Ƕ  

  FGK ᄽᆉݤǴচҁ΋૓தޑـ Huffman ᄽᆉݤǴࢂ௦Ҕ 2-pass ݤᓸᕭᄽᆉޑ

Ǵࡕӷϡ೿ԏ໣ֹԋϐޑ؂ঁᔞਢࢂǴ൩ࡕᔞਢӄ೽ԏ໣ֹޑӄ೽עำǴѸ໪ࢬޑ

Ԝࣁಃ΋໘ࢤǴωૈ຾ՉᄽᆉޑݤᓸᕭၸำǴԜࣁಃΒ໘ࢤǴӵԜޑᄽᆉݤሡ઻

຤ၨᚳεޑਔ໔ٰೀ౛ךॺ܌ሡाޑᔞਢǴӧ೭္ךॺЇҔΑ knuth ගрޑ FGK

ᄽᆉٰݤჴ଺ךॺޑჴᡍၸำǴFGK ᄽᆉݤёаගٮᒿᓸᒿှޑᄽᆉࢬݤำǴΨ

൩ࢂᓸᕭֹ΋ঁӷϡϐࡕǴᒿջёע၀ӷচٰ଺ှᓸᕭٰೀ౛ǴӵԜёаόሡ฻

 ਔ໔ǶޑӷϡᒿջᓸᕭрѐǴ࿯࣪೚ӭޑᓸᕭ߻Ҟډעӄ೽ᔞਢᓸᕭֹǴջёډ

ޑǴаচҁݤБޑཥ׳аҁጇፕЎӧගрΑ܌    FGK ୷ᘵǴٰೀ౛य़ࣁᄬࢎ

ჹၨεᔞਢޑೀ౛ୢᚒǴךॺӧу΢ӭঁ process ёаѳՉೀ౛ࢎޑᄬǴᡣᔞ
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ਢӃϪԋၨλޑ฻ҽࡕǴёааѳՉೀ౛ޑ໺ᒡрѐǴ೭ኬό໻ёаၲډᒿᓸ

ᒿှޑਏ݀ǴΨёауೲ໺ᒡޑೲࡋǴٰၲډቚуךॺ໺ᒡೲޑࡋҞޑᆶਏ

݀Ƕ 

ӧҁጇޑፕЎύǴගϷΑ೚ӭޑᄽᆉݤǴаΠஒ཮עҁጇፕЎ܌ගϷޑ΋٤

୷ᘵޑᄽᆉݤ΋ ΋ޑϟಏǴᡣεৎӃԖঁ୷ᘵۺཷޑǶ 

2.2 ѳՉीᆉ 

  ѳՉၮᆉࢂၗૻࣽᏢύޑ஑ԖӜຒǶΥзӭѠ՛ܺᏔǵӭѠႝတǵ΋Ѡႝတ

ύޑӭᗭ CPU ΋ډޔ CPU ύޑӭਡЈǴӕਔ຾Չӕ΋໨πբ൩ᆀࣁѳՉၮᆉǶၸ

۳೭໨ೌמᔈҔӧຬભႝတ΢Ǵ೯தҔ٣ैܭǵ਻ংǵނ౛฻ሡाᆒஏǵזೲޑ

ၮᆉҔ೼΢Ƕ 

 аΠӃٰ࣮࣮ӵ݀ѝ٬Ҕൂ΋ঁ CPU ำׇٰ୺ޑѝ٬Ҕൂ΋ࣁᄬკǴӢࢎޑ

ՉǴ܌аำׇѸሡ΋ࢬޑ؁؁ำֹوωૈඤΠ΋؁ᡯǴӵԜёૈ཮઻຤೚ӭεໆ

 ǶݤБޑਔ໔ٰ଺ೀ౛ǴӢԶԖΓගрΑќ΋ঁѳՉೀ౛ޑ
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    კ 1.ൂ΋ၮᆉࢎޑᄬس಍კ 

 ѳՉೀ౛ޑБݤӵΠკ܌ҢǴӃϪപԋऩυޑ฻ҽࡕǴӆע೭٤฻ҽϩණډ

БԄǴό཮ᡣѝԖޑၮᆉǴӵԜᜪ՟ѳՉϯфૈޑд൳Ѡೀ౛Ꮤٰ଺ӕኬ୏բځ

ൂ΋ѠႝတԾρҁيӆ଺ൂ΋ޑၮᆉǴԶࢂᡣӭ CPU ٰ଺ೀ౛ǴԜӧှ،εࠠୢ

ᚒ΢Ǵ࣬ࢂ྽ԖਏޑБݤǴԶЪќѦёջਔޑ܄ᕇ׳ڗӭᆛၡ΢ޑၗྍǴԶၲډ

ೲࡋБय़ޑගϲޑᓬᗺǴՠࢂ૶Ꮻᡏ৒ໆޑόޑى೽ϩǴ཮ࢂԜࢎᄬౢғޑ΋ঁ

લᗺǶ  

კ 2.ѳՉीᆉࢎޑᄬس಍კ 
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2.3 Huffman ᄽᆉݤϟಏ 

Huffman ᄽᆉࢂݤ MIT ޑ David Huffman วܴޑǶ೭ঁБࢂݤ྽߃дࣁΑό

གྷԵࣴޑ܌زය҃ԵԶ๱ЋࡷᏯޑᜤᚒǴԶдགྷрޑ೭ঁБݤΨԋࣁനቶࣁΓޕ

 ϐ΋Ƕݤᓸᕭޑ

    Huffman ᄽᆉࢂݤݤҗനۭቫޑယ೽໒ࡌۈᄬଆǶHuffman ᄽᆉݤӵΠǺ 

1.  ಍ी؂ঁ಄ဦޑр౜ᐒ౗Ǵࡌҥኧঁ࿯ᗺǴ؂ঁ࿯ᗺх֖΋ঁ಄ဦکѬޑр         

౜ᐒ౗Ƕ 

2.  ஒ࿯ᗺ٩ᐒ౗ελ௨ׇӳǶ 

3.  ஒᐒ౗നλঁٿޑ࿯ᗺܫӧ΋ଆǴ٠Ъౢғ΋ঁР࿯ᗺа଺ࣁ΋ᗭᐋǴР࿯

ᗺޑ៾ख़࣬྽ঁٿܭη࿯ᗺޑኧӷӝǶ 

4.  ஒР࿯ᗺຎࣁཥޑ࿯ᗺ௨Εচҁޑ࿯ᗺύԵቾǴচҁঁٿޑη࿯ᗺ߾όӆԵ

ቾǶ 

5.  চҁঁٿޑη࿯ᗺύ΋ঁۓࡰΒ຾Տ ۓࡰኧӷǴ΋ঁޑ1  ኧӷǶޑ0

6.  ख़ፄ ډ2 ᏾ᗭጓዸࢂѝഭΠ΋ঁ࿯ᗺёаԵቾǴ೭ঁ࿯ᗺ൩ډޔ؁ᡯǴޑ5

ᐋޑਥ࿯ᗺǶ 

ᙖҗа΢ޑำׇךॺёаࡌᄬ΋ᗭጓዸᐋǴځύ؂ঁᐋယ࿯ᗺ೿ךࢂॺၗ਑

ύр౜ޑ಄ဦǴԶவᐋਥوೖԿᐋယ܌཮࿶ၸޑ࿯ᗺύޑۓࡰኧӷ൩ঁٗࢂᐋယ

΢ޑ಄ဦ܌ҔޑጓዸǶךॺᙁൂޑीᆉ΋Π೭ঁᄽᆉૈݤᓸᕭၗ਑ޑำࡋǴଷ೛

Ԗ΋฽ၗ਑࿶಍ी֖ࡕԖ 15 ঁ Aǵ7 ঁ Bǵ6ঁ Cǵ6 ঁ Dک 5ঁ E࿶җ Huffman
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ᄽᆉݤጓዸࡕǴϖঁӷ҆ޑӷዸϩձᡂࣁ 0ǵ100ǵ101ǵ110ǵ111ǴԶᕴӅ޸܌

຤ޜޑ໔ࢂ 87bitsǶ 

2.4 FGK ᄽᆉݤϟಏ 

    ӵ݀ࢂচҁ໺ᒡޑ೯ૻ߾໺಍ޑᓅϻୗጓዸѸ೷ԋۯᒨ౜ຝǴԶЪௗԏዸԏ

ᆄΨሡाᚐѦޑᓯӸޜ໔Ǵጓှዸਔሡाჹ೭ঁௗԏᔞਢբཛྷ൨ޑ୏բǴԖਔং

Ψ཮ቹៜ᏾ঁᄽᆉޑݤਏ౗ǴӢԜ൩ԖΓගр΋ၰЋុ൩ૈֹԋޑᓅϻୗጓዸǴ

നԐගрࢂޑFaller аϷGallager ೭ঁٿΓǴัࡕҗKnuth уаؼׯǴ಍ᆀࣁ

FGKᄽᆉݤǴ೭ঁ໻ሡ΋ၰЋុޑᓅϻୗᄽᆉݤӧጓዸਔሡଌр t+1 ᅿ಄ဦ(ځ

ύtࣁటᓸᕭၗ਑ϣ೽܌ᏱԖޑ಄ဦᅿᜪኧҞ)ǴᚐѦޑ಄ဦࣁࢂΑाж߄ӧጓዸ

ਔջஒाଌрཥޑ಄ဦǴ܌ଌޑ௓ڋዸǶӧ໒ۈጓዸаϷ໺ଌዸӷޑӕਔǴ໺ଌ

ཥᓅϻୗᐋǴ྽໺ଌᆄᒡΕ׳ѐޑϯᓅϻୗᐋǴ٠Ъӕ؁ۈ߃ሡӃޣаϷௗԏޣ

΋ঁ಄ဦ٠Ъྗഢ໺ଌዸӷрѐਔǴሡעখখᒡΕޑ಄ဦҧΕᄽᆉݤϣ٠Ъѐঅ

ׯ໺ଌᆄ଺࣬ӕঅکዸӷ٠Ъှр಄ဦਔǴΨሡډᓅϻୗᐋǴӕਔ྽ௗԏᆄԏׯ

ᓅϻୗᐋ؁ޑᡯǴԶ܌ሡाޑ಄ဦࢂ߾খখှዸрٰޑ಄ဦǴ೭ኬ΋ٰ໺ଌᆄό

ሡଌ΋฽ᓅϻୗှዸ܌ሡޑዸᛛ๏ௗԏᆄǴΨӢԜ೭ঁཥޑᄽᆉૈݤ୼࿯࣪ዸᛛ

 :ݤᄽᆉޑ ॺஒϟಏ Knuthך໔ǴаΠޜᚐѦޑ՞܌

 

२ӃךॺӃۓက΋٤߯ኧ: 

n =಄ဦ܌ᏱԖޑኧໆ; 
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aj = ӧ಄ဦس಍ύಃj ঁ಄ဦ; 

t =ςೀ౛ၸޑӷ҆ኧໆ; 

ut = ai1   ai2ǾǾ aitж߄੃৲ྍύ߻t ঁӷ҆; 

k =ӧᓅϻୗጓዸύς࿶٬Ҕޑډ಄ဦޑኧໆ; 

wj =ж߄ςጓዸၸޑ಄ဦӵaj Ǵӧጓዸၸำύ೏ೀ౛ޑԛኧ; 

lj =ӧᓅϻୗᐋύaj࿯ᗺډਥ࿯ᗺޑຯᚆ; 

 ;ύ  1<=j ǵk>=n Ǵ 0<=wj<=tځ

୏ᄊᓅϻୗᐋᗋՔᒿ๱аΠޑ੝ቻ: 

ԋ঩੝܄: 

(1) ᓅϻୗᐋޑη࿯ᗺᏱԖԾρޑ៾ՏॶǴ w1,w2 ,.....wp ǴԶЪύ໔࿯ᗺޑ

៾Տॶঁٿࣁη࿯ᗺޑ៾ՏکǶ 

(2) ྽࿯ᗺவΠ۳΢୴ᑈԋᓅϻୗᐋਔǴ؂ঁ࿯ᗺሡ೏ጓဦ܌аಃ2j-1 ঁ࿯ᗺ

ᆶಃ2 j ঁ࿯ᗺԖ๱ԋ঩ᜢ߯(жޑޣٿ߄Р࿯ᗺࣁӕ΋ঁ)ǴԶځР࿯ᗺޑጓဦ

Ѹεঁٿܭη࿯ᗺǶ 

೭٤ςጓဦၸޑ࿯ᗺǴךॺѸ໪ճҔጓဦޑ໩ׇٰࡌᄬ᏾ঁᓅϻୗᐋǴٯӵ1 ဦ

࿯ᗺᆶ2 ဦ࿯ᗺӃ೏ӝٳӧ΋ଆǴௗ๱3 ဦᆶ4 ဦ࿯ᗺ߾ӧΠԛ೏ӝٳӧ΋ଆǴ

ௗ๱5ࢂ ဦ6ک ဦ࿯ᗺǾ Ǿ ӵԜ٩ׇӝٳӧ΋ଆǴջёаࡌᄬԋ΋ঁᓅϻୗ

ᐋǶ 

྽ࡌᄬ΋ঁ୏ᄊᓅϻୗᐋਔǴӵ݀Ԗ΋ঁ಄ဦᒡΕ٠Ъྗഢाׯᡂᓅϻୗᐋ
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ۭቫη࿯ᗺޑ៾ՏਔǴԶ೭ঁη࿯ᗺޑ៾ՏॶΨεܭКдᗋଯޑ࿯ᗺϐ៾Տॶਔ

(ຫଯж߄ຫௗ߈ਥ࿯ᗺ)ǴӵՖזೲׯޑᡂᓅϻୗᐋϣ೽࿯ᗺޑՏ࿼Ǵঁࢂॶள

 ӦБǶޑॺ૸ፕך

ᖐঁٯηٰᇥܴךॺӵՖזೲׯᡂᓅϻୗᐋ࿯ᗺޑՏ࿼Ǵӵკ2.2-5 ೭஭კখӳ

 Ǵ྽ಃ33(ኧ߯ޑကၸۓখখࣁ t=32ǴtࢂΨ൩)੃৲ྍς࿶೏ጓΑ32 ঁ಄ဦࢂ

ঁ಄ဦȷbȷவ੃৲ྍा຾ٰጓዸਔǴӵ݀ѝעࢂᓅϻୗᐋϣޑጓဦޑ 2ࣁη࿯

ᗺаϷ઒Ӄ࿯ᗺဂޑ៾Տӄ೽у1 ޑ၉Ǵ཮ว౜ጓဦޑ 4ࣁ࿯ᗺځ៾Տॶ6ࣁǴ

Զӕ΋ቫޑޑ࿯ᗺဂ3 ဦ5 ဦ6 ဦ࿯ᗺဂځ៾Տॶϩձ5,5,6ࣁǴՠࢂᓅϻୗᐋ

ጓዸޑচ౛עࢂ៾Տॶനեঁٿޑ࿯ᗺӝٳӧ΋ଆǴ٩ྣ೭ঁচ౛ޑ၉ᔈ၀3ࢂ 

ဦ5ک ဦ࿯ᗺӝٳӧ΋ଆǴ܌а೭ኬ଺٠่݀ޑό಄ӝᓅϻୗᐋޑচ౛Ǵှ،ޑ

Бݤ൩ࢂ྽ཥ຾࿯ᗺ຾ٰࡕǴҥջ൨פጓဦКдεЪ៾Տॶ࣬ӕޑ࿯ᗺǴ΋ՠפ

Π΋ঁటҬඤՏ߾ډόפǴ(Տ࿼ޑӧ܌࿯ᗺঁٿջҬඤ)୏բޑ൩ҥջբ௽ᙯډ

࿼࿯ᗺࣁԜ࿯ᗺ10Р࿯ᗺ(ӵ݀ԖҬඤࣁ߾ཥޑР࿯ᗺ)Ǵӆ଺΋ԛཛྷ൨ޑ୏բǴ

΋ՠว౜ԖКటҬඤՏ࿼࿯ᗺޑጓဦᗋεЪ៾Տॶ࣬฻ޑ࿯ᗺਔ൩ྗഢ௽ᙯǴՠ

࿯ޑёа௽ᙯډפࡕλᐋǴϐޑਥ࿯ᗺࣁ௽ᙯа೭ঁటҬඤՏ࿼࿯ᗺࢂ߾Ԝਔࢂ

ᗺӵ݀ࢂύ໔࿯ᗺΨࢂ௽ᙯа೭ঁύ໔࿯ᗺࣁਥ࿯ᗺޑλᐋǴख़ፄ൨פᆶҬඤޑ

؁ᡯډޔటҬඤՏ࿼࿯ᗺࣁਥ࿯ᗺǴӵკ 1.(a) ډკ 1.(b) ࣁҬඤ่݀ޑࡕǴ

നࡕӆעখখཥ຾࿯ᗺޑ៾Տॶу1 ٠Ъ٩ׇ۳΢౽୏៾ՏॶΨ٩ׇу1Ǵډޔ

ਥ࿯ᗺࣁЗӵკ1.(b) ډკ 1.(c) Ƕ 
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    ଺ֹᓅϻୗᐋ׳ཥޑ୏բࡕǴךॺёаว౜࿯ᗺ٩ᙑ಄ӝখখۓကޑԋ঩੝

а಄ӝԋ঩੝܌ӧ΋ଆǴٳဦ࿯ᗺ೏ӝ 2کǴவკ 1.(c) ёаว౜1 ဦ࿯ᗺ܄

 ጓဦǶޑη࿯ᗺځܭጓဦεޑచҹ1ǴΨ಄ӝచҹ2 ջР࿯ᗺޑ܄
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            კ 3.(a)(b)(c)   Οঁᐋޑᙯඤკ׎ 

 

 

     

ӧጓዸޑၸำว౜ k<n ਔǴж߄ᗋԖ҂ӧᓅϻୗᐋр౜ၸޑ಄ဦǴ܌аך

ॺѸ໪ाӭҔ΋ঁ៾Տॶޑ 0ࣁယη࿯ᗺٰж߄҂р౜ޑ಄ဦǴӧጓዸၸำਔӵ

݀ᒡΕ΋ঁཥޑ಄ဦਔǴ൩Ѹ໪ϩ຋খখ៾Տॶޑ 0ࣁ࿯ᗺǴ٠۳Πۯ՜рঁٿ

ယη࿯ᗺǴځύѰယη࿯ᗺ٩ᙑж߄៾Տॶޑ 0ࣁ࿯ᗺǴѓယη࿯ᗺ߾жࣁ߄খ

খᒡΕޑཥ಄ဦӵკ2Ǵ೭ਔךॺѸ໪໺ଌ҂ϩ຋߻៾Տॶޑ 0ࣁ࿯ᗺ܌жޑ߄
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ዸӷǴ֋ນௗԏᆄԖ΋ঁཥ಄ဦр౜ΑǴ٠ଌཥ಄ဦӧচҁۓကӳޑ಄ဦس಍ϣ

୏ᄊࣁ ব΋ঁཥ಄ဦाр౜Ǵკ3ࢂၰޕϐ઩ЇॶрѐǴ೭ኬௗԏᆄΨω߄ж܌

ᓅϻୗᐋ׳ཥޑ΋ࢤ຀ᔕዸǶ 

 

 

 

          კ4.ᒡΕཥޑsymbolϐࡕDynamic Huffman treeޑᙯඤၸำ 

 

ӧკ3 ޑ຀ᔕዸύёа࣮рǴ྽ཥޑ࿯ᗺq ຾ٰЪѸ໪ځکд࿯ᗺբҬඤਔǴ

୏բǴޑ଺۳ѓҬඤࡋ୏բǴӕ΋ଯޑ଺۳΢Ҭඤ߾࿯ᗺਔޑКq ࿯ᗺᗋଯډפ

ӵკ1 ޑa კډb კёаளޕ࿯ᗺ8 ک࿯ᗺ9 ࢂ଺۳΢Ҭඤޑ୏բǴ࿯ᗺ4 ک࿯

ᗺ5 ࢂ଺۳ѓඤޑ୏բǶ 
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2.5 Gaussian filter ϟಏ 

(1) 

(1)Ԅࣁ Gaussian ޑ ኧᏢڄኧԄηǴԶךॺၮҔΑ೭ঁԄηޑᙯඤϐࡕǴ

ளډΑ΋٤ Gaussian ޑ Mask ǴԶ೭٤ Mask ൩܌ࢂᆀޑ Gaussian filter Ǵ

Զ೭ԛჴᡍךॺ൩ࢂа Gaussian filter ٰ଺ჹკТޑೀ౛ǴаΠࣁ Gaussian 

filter  :ᙯඤҢཀკޑ

 

 

      კ 5.Gaussian filterҢཀკ ٰྍǺ [৪ԭ፵,2004] 
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           ಃΟക  ჴᡍჴբࢬำ 

3.1 ჴᡍᙁϟ 

    ӧҁകύǴךॺճҔΑಃΒക܌ගޑډ΋٤ङඳ୷ᘵࢎࣁᄬǴٰჴ଺ᓸᕭ

ᄽᆉޑݤѳՉೀ౛БݤǴ٬ளၗ਑ᔞਢǴёаӧၨอޑਔ໔ϣǴ࿶җ FGK ᄽᆉ

ਔ໔ϣᡣޑᔞਢှрǴό໻ёа࿯࣪ਔ໔ǴΨёᡣၗ਑ӧၨอעǴᒿջࡕೀ౛ݤ

ჹБ൩ёԏૻډ৲Ǵό཮ࢬѨǴၲډᒿᓸᒿှޑфૈǴךॺҔډΑ΋٤ᆛၡ໺ᒡ

ӭঁک process ӕਔ໺ᒡޑᢀۺǴᡣᔞਢӃ࿶ၸϪപࡕǴӃ෧Ͽ໺ᒡਔ໔Ǵӆע

Ѥঁᔞਢڥ܌ћޑำԄӕਔ create ଆٰǴᡣѤঁᔞਢёаӕਔٰ଺ѳՉೀ౛Ǵ

ϐࡕӆעᔞਢ࿶ၸଯථೀ౛Ǵᡣၗ਑ёаӧଌډԏᆄਔǴёаӧԏᆄޑਔংǴ଺

΋٤ၮᆉϐࡕǴӆӣ໺๏ଌᆄೀ౛ֹϐޑࡕᔞਢǴϐࡕӆעѤঁϪപೀ౛ޑࡕᔞ

ਢǴӕኬΨࢂаᒿᓸᒿှޑБԄவԏᆄ໺ӣ๏ଌᆄޑᔞਢǴനעࡕѤঁλޑϪപ

ࢬჴᡍޑॺךࣁკᔞǴԜջޑࡕ࿶ၸଯථೀ౛ۈচޑკᔞᗋচӝԋ΋ঁεޑࡕ

ำǶ 

3.2 FGK ᄽᆉݤ 

     FGK ᄽᆉࢂݤ Kunth ࢂ೽ϩǴ΋ঁঁٿࢂǴЬाݤᄽᆉޑගр܌ Encode

 :ำࢬ᏾ঁޑᓸᕭ೽ϩࣁ೽ϩǴаΠޑਔংᓸᕭޑᔞਢ໺຾ٰࣁ೽ϩǴջޑ
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Encode ёаϩٿࣁ೽ϩٰ૸ፕ: 

1. ӵ݀ᔞਢᓸᕭޑӷϡǴࣁಃ΋ԛр౜ޑᔞਢǴ൩ע၀ӷϡౢғჹᔈޑ NYT node

ጓዸޑ short code ጓрǴԶ NYT Զ໺ᒡޑၸำ(1)ࣁӃ໺வ leaf ډ root ޑ

ၡ৩Ǵջډࣁ NYT node ޑғౢ܌၀ӷϡעӆࡕၡ৩Ǵ(2)໺ֹϐޑ short code

໺рǴ(3)໺ֹӆ࿶ၸ update ᔞਢύ၀ӷϡಃ΋ԛࣁ୏բǴԜޑཥ׳ᐋ଺ע

р౜ਔ܌໺ᒡޑᔞਢ໩ׇࢬำǶ 

2. ӵ݀ᔞਢၶډᓸᕭޑӷϡς࿶р౜ၸޑਔংǴٯ:ӷϡ Aς࿶ӧϐ߻ᔞਢύς

࿶໺ᒡၸޑਔংǴѬ཮າаΠޑำׇࢬำǴ(1)ޔௗע၀ᗺ܌ӧ྽ਔޑࡕᐋޑ

ޑ code ໺р(2)ϐࡕ໺ֹϐࡕӆາ update z ډၶࣁ୏բǴԜջޑཥ׳ᐋ଺ע

ς࿶ᓸᕭၸޑࡕӷϡǴำԄೀ౛ࢬำޑ໩ׇǶ 
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3. Update ೽ϩࣁᐋ଺׳ཥޑ୏բǴаΠࣁѬޑำԄ೽ϩǴЬा൩עࢂᐋޑӷϡ

៾ख़р౜ၨӭޑǴעѬ౽ډᐋၨଯޑՏ࿼Ǵᡣ᏾ঁ໺ᒡޑ code ኧёаၨϿǴ

ԜࣁԜ FGK ᄽᆉݤЬाགྷݤǴԶ؂ᓸᕭ΋ঁ letter ኧǴᐋރ׎ޑ൩཮ၟ๱ׯ

ᡂ΋ԛ: 

ԶаΠࣁ Encode ᓸᕭᔞਢޑЬाำԄ೽ϩ:1.Encode=>வ leaf ۳ root ଺Ǵ

ӆ଺ updateǴ΋ঁ΋ঁၮᆉ຾ٰǴӃޕၰ short codeǴӧу΢ᐋ΢ޑጓዸǴ

ӆ᏾ঁᙌᙯ໺рǶ  
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ӆٰךॺஒϟಏ decode ำǴှࢬޑ ᓸᕭޑ೽ϩၟࣁᓸᕭޑ೽ϩࣁӕ؁ၸำǴ

Ѭॺϐ໔ᐋޑၸำࣁ΋΋ჹᔈǴаΠࣁ decode  :ำࢬޑ

 

    Decode=>வrootӃ᠐bitᐋ΋΋۳leafפǴӆঁٗޑډפעᗺdecodeǴ

Զךॺ܌ௗԏޑډ code ൩ࢂၡ৩Ǵ؂ Decode ΋ঁ letter ਔǴ ൩໪ӕਔ
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update а܌ᐋǴޑॺך decode ௗ௟ၸѐጓዸջёǴόҔӆᙌޔѬעॺ൩ך

ᙯǶ 

    аΠࣁ Decode  :ำԄЬा೽ϩޑ
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3.3 ำԄѳՉೀ౛೽ϩ 

    ӧךॺޑჴᡍำԄ྽ύǴךॺ܌עϪപрٰޑѤঁკТᔞਢǴ࿶җѤঁ

ӕڥ؁ћޑำԄǴᡣѤঁᔞਢёаޔௗҗ client ᆄ೭ᜐޑ port ډௗ໺ޔ

server ᆄޑ port ٗᜐǴԶѤঁёаӕਔڥћٰ໺ᒡǴӢࣁᆛၡٿᆄޑ port

Ѥঁӕਔ໺ᒡޑ୺ՉำԄࣣόӕǴӧԜࣁۓ 5001ǵ5002ǵ5003ǵ5004Ǵ٬

ቹៜǴԶӧډڙำԄёаӕਔ໺ᒡЪϕ࣬ό཮ޑѤঁ໺ᒡޑ server ᆄϩձ

ԏډѤঁำԄ໺ၸٰޑᔞਢϐࡕǴӆ໒ۈ଺ଯථೀ౛ࢬޑำǴаΠࣁѳՉೀ

౛کᆛၡ໺ᒡޑำԄ೽ϩ: 

(1)Ѥঁᔞਢ໺ᒡ೽ϩำԄ(client ᆄ): 
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(2)Ѥঁᔞਢ໺ᒡ೽ϩำԄ(server ᆄ): 
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3.4 ᔞਢ΋ϪѤکѤӝ΋೽ϩ 

    চҁޑᔞਢࣁၨεޑ΋஭চޑۈკᔞਢǴελࣁ 4.10MB ॺӢךკТǴޑ

ᔞਢޑۈচעаӃ܌ᚒǴୢޑߏᔞਢၸε཮೷ԋ໺ᒡਔ໔ၸޑচҁډԵໆࣁ

ӃϪപԋѤ஭ǴԶϪപޑਔংǴ཮೷ԋᔞਢόֹ᏾Ǵ܌аעќ΋ᜐޑკޑ 50

ঁ pixel ॶᙟᇂډќ΋ᆄޑӦБǴќѦᜐጔٿޑᜐ൩ံ 0ٰ଺ቹႽޑፓ᏾Ǵ

 :ӵΠ׎კޑԋ׎ӵٯ

 

 კ 6.ϪപֹࡕѰ΢БޑკТ 

 

೭ࢂ΋஭კТѰ΢فϪപޑკޑ׎೽ϩǴջעѓᜐکΠБޑ 50pixel ॶٰޑ

ံ߾΢БکӦБǴԶѰᜐޑϪപىံ  жǶڗ0ٰ
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    Զനࡕ྽ךॺԏډѤঁ࿶ၸଯථೀ౛ϐޑࡕკТӕਔ໺ଌӣٰϐࡕǴӆעϐ

߻ overlapp ךډѤ஭კТӝԋଆٰǴ೭ኬ൩ёаၲעӆࡕѬѐ௞Ǵϐע೽ϩޑ

ॺന܌ࡕሡा่݀ޑǴКൂᐱ΋஭໺ၸѐԏᆄǴ࿶ၸଯථೀ౛ࡕӆ໺ଌӣٰǴ࣪

ѐε೽ҽޑਔ໔Ƕ 

3.5 ᆛၡ໺ᒡ೽ϩ 

    ӧᆛၡ໺ᒡޑ೽ϩǴךॺࢂ௦ڗ TCP ࢂѬቪԋႽעॺך໺ᒡኳԄǴޑ FTP

໺ᒡޑфૈǴϩঁٿࣁ೽ҽǴ client ᆄջךࣁॺଌᆄ೭ᜐڥ܌ћޑำԄǴѬע

Raw data ӆ΋ঁ΋ঁࡕǴϐࡕᔞਢ᠐຾ٰϐޑ byte ቪрѐ networkǴԶќѦ΋

ᜐserverᆄࢂ߾ԏᆄ೭ᜐڥ܌ћޑำԄǴעѬჹᔈޑport܌໺ᒡၸٰޑdataǴ

வ network ໺ᒡၸٰޑ Raw data ၗ਑᠐຾ٰϐࡕǴӆע΋΋ჹᔈޑ byte Decode

ӣٰǴӵԜջࣁ୷ҁޑ໺ᒡޑচ౛ჴ଺೽ϩǴҞ߻ёаҔ΋ѠҁᐒႝတǴکѤѠ

дځѠٿکკТǴΨёа΋ѠҁᐒႝတǴޑሡ܌တٰ଺ჴ଺Ԝԛჴᡍႝޑдᆄځ

ᆄႝတٰ଺ෳ၂Ƕ 
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3.6 ջਔ୏ᄊᓸᕭቹႽس಍ᕴំ                                                                                                                             

ჴᡍࢬำᕴំ: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

一張原始的圖形

的檔案(.tif 檔) 

把一張原始的檔

案切割成四個圖

檔來傳輸 

經由 FGK 演算法

把四張圖先分別

做 Encode 且 client

端開始做 Decode 

之後再把四張壓縮過

後的 Raw data 檔案， 

傳到收端 

client 端等四個檔案同

時收齊之後，再接著做

處理 

四張圖檔再同時進

行高斯處理的動作 

之後四張經過高斯過

後的圖檔，經過 Encode

之後再傳送回來而

server 端開始 Decode 

等四個收到的檔收齊

Decode 回來，把四張圖

overlapp 的部分去掉 

最後再合成一張經

過高斯過後的圖檔 
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              ಃѤക  ჴᡍ่݀ϩ݋ 

 

4.1 ჴᡍᙁϟ 

ෳ၂ǴޑѬቪԋำԄٰ଺ჴሞעำǴٰࢬ᏾ঁำԄޑډග܌ಃΟകעॺך     

྽ύ཮ԖკᔞϪപ೽ϩǵFGK ᄽᆉޑݤჴբ೽ϩǵکᆛၡ໺ᒡޑ೽ϩǵаϷ࿶ၸ

ଯථೀ౛ޑ೽ϩǴനࡕӝԋࣁ΋஭ൂ஭ޑკТǶ 

     ӧҁക࿯ύޑၗ਑ࢂ߾௦Ҕ୯ৎӕ؁ᒟ৔ύЈ܌ගޑٮၗ਑(.tif)ᔞޑၗ

਑ǴᆶќѦٿ஭୯ৎӕ؁ᒟ৔ύЈ܌ќѦගྣޑٮТٿ஭(.tif)ǴԶԾρவᆛၡ

΢פ΋஭ၨεޑკٰ଺ෳ၂Ǵٰ଺ӭ஭კޑჴሞᔠෳᆶኳᔕǶ 

 

4.2 ჴᡍᕉნ 

Client ᆄႝတ: 

1.   CPU:Pentium 4 cpu 3.20 GHz 

2.   RAM:2.00 GB 

3.   OS  system：Microsoft Windows XP Professional Release mode 

4. .  Develoment environment:  DevC++  

 

Server ᆄႝတ: 

дځќѦޑ࠻ॺ٬Ҕჴᡍך     2~4 Ѡႝတ྽բ server ᆄǴٰჴ଺рךॺ܌ሡ

کto 2 Ǵ 1 ޑ 1 to 4   ӧ Windows ϟय़Πٰ଺ೀ౛ǶࢂфૈǴӕኬΨޑ
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4.3 ჴᡍ่݀ 

1. ୯ৎӕ؁ᒟ৔ύЈკ׎ᔞਢ໺ᒡ่݀:  

   ԜኳᔕޑচۈቹႽελࣁ 2349 * 1823 Ǵ4.10MB ελǴӵΠკޑ 7ǴѬࢂឦ

 Ƕ݋ϩޑ໺ᒡکಃ΋஭კჹԜკ଺ϪപޑॺךᄊǴԶ׎ᔞਢ਱Ԅޑ(tif.)ܭ

 

  

   კ 7.୯ৎӕ؁ᒟ৔ύЈ܌ගٮϐচۈၗ਑ 

 

 

฻εࣁѤ஭კТޑࡕ΋஭კТϪപԋѤ஭კТǴϪപޑۈচעӃۈॺ΋໒ך

λޑკТǴελѤ஭ࣣࣁ 3.49MB 

     

ϐࡕǴךॺӆ࿶җ FGK ᄽᆉݤᓸᕭǴ΋ঁ΋ঁ byte ע Raw data ޑၗ਑໺

ࡕᆛၡ΢Ǵϐډ server ᆄѤঁ port ཮עჹᔈޑ port ΋ঁ΋ঁ byte ٰௗԏ raw 

data ၗ਑΋ঁ΋ঁޑډԏעၗ਑Ǵӆޑ byte ှᓸᕭӣٰǴ฻ѤঁϪപޑᔞਢԏ
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ሸϐࡕǴӆϩձӕਔ຾Չଯථೀ౛Ǵ 

    

    Զӧೀ౛ֹଯථೀ౛ϐޑࡕკТࡕǴךॺӆעѤ஭࿶ၸଯථೀ౛ޑკТ΋ঁ

΋ঁ byte ᓸᕭԋѤҽ Raw data ᔞਢǴӆவޑ server ᆄޑ port ϸ໺ӣჹᔈޑ

client ᆄǴ΋ঁ΋ঁ byte ှᓸᕭӣٰǴԶ฻ԏሸѤҽ Raw data ǴǴࡕᔞਢϐޑ

ϐࡕӆעѤҽკᔞ࿶ၸע overlapp ೽ϩѐ௞ࡕǴѤ஭ӝٳԋ΋஭࿶ၸଯථೀ౛

ၸޑࡕკᔞǴკ  კᔞǶޑӣ໺ӣٰࡕനޑډଌᆄளࡕനࣁ8

 

  

 

 

   კ 8.നࡕ࿶ၸଯථೀ౛ӣ໺ӣٰޑკᔞ 
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ಃΒ฽চۈᔞਢޑკᔞǴᔞਢελ1823*2349 ࣁǴკ  ၗ਑ᔞਢǴޑۈচࣁ9

Զკ 10  :კᔞޑғౢ܌ࡕॺჴᡍၸךࣁ

 

 

 

     კ 9.ಃΒ฽চޑۈკᔞ 
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  კ 10.࿶ၸჴᡍၸౢࡕғޑკᔞ 

 

 

ಃΟ฽চۈᔞਢޑკᔞǴᔞਢελ1823*2349 ࣁǴკ 11  ၗ਑ᔞਢǴޑۈচࣁ

Զკ 12  :კᔞޑғౢ܌ࡕॺჴᡍၸךࣁ
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    კ 11.ಃΟ฽চޑۈკᔞ 

 

 

 

 

     კ 12.࿶ၸჴᡍၸౢࡕғޑკᔞ 
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ਔ໔଺΋ঁ᏾౛ǴᕴӅෳໆΑൂ΋Ѡႝတޑሡ܌ำԄޑ಍ਡЈسעࡕॺനך

کਔ໔Ǵޑሡ܌଺ଯථೀ౛܌ 1ჹ 2Ѡႝတ܌ሡޑਔ໔ǴаϷ 1ჹ 4Ѡႝတ܌ሡ

 :਱ӵΠ߄კТ଺ঁ᏾౛ޑෳ၂܌ӭ஭کਔ໔ǴΟঁਔ໔ޑ

კТελ 4MB 

 

49MB 110MB 196MB 306MB 

ൂ΋ၮᆉ(s) 180 808 2113 3670 5793 

Computer1 

Gaussian(s) 

11 42 117 162 254 

Computer2 

Gaussian(s) 

38 123 233 392 609 

Computer3 

Gaussian(s) 

20 103 112 208 317 
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Computer4 

Gaussian(s) 

13 97 167 371 471 

Total time 

(s) 

264 773 2650 3670 5793 

 

଺کεკТܫॺךࣁፕǴӢ่ޑΑаΠډॺளך GaussianǴӧᆛၡޑ໺ᒡ

kernelǴޑ GaussianࣁǴKߏԋޑO(nk)ࢂჴΨځ໺ᒡǴԶ଺Gaussianޑໆۓڰࣁ

n ޑკТࣁ pixel ኧǴ܌аךॺளډΑӵ݀ܫεკТ٠ό཮ளډၨӳޑ speedup

 ፕǶ่ޑ

ॺ଺ךӧࣁǴಃ΋ᅿݤБޑݩᅿှ،Ԝᅿ௃ٿॺགྷрΑך operation ୏բޑ

ਔ(ջ଺ Guassian ਔ)ǴуεѬޑ delay ॺ၂ၸ൳ঁךਔ໔ǴԶޑ delay  Ǵࡕॶޑ

Ǵуε Delay ॶࡕፓ᏾ޑډऊёаၲډаΠޑऊ 4७Ѱѓޑ speedupǶ 

 ಃ΋஭კ ಃΒ஭კ ಃΟ஭კ ಃѤ஭კ 

კТελ 3104*4672 

41.5MB 

2349*1823 

4.1MB 

2349*1823 

4.1MB 

2349*1823 

4.1MB 
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ൂ΋ၮᆉ(s) 5921 1439 1278 1393 

1 to 2 ၮᆉ(s)  1650 373 352 329 

1 to 2 

ޑ speedup 

3.58 3.86 3.63 4.23 

1 to 4 ၮᆉ(s) 1296 326 242 267 

1 to 4 

ޑ speedup 

4.57 4.41 5.28 5.22 

 

   კ 13.΢Б߄਱Οᅿ୺Չਔ໔ϐკ߄᏾౛ 

0

1000

2000

3000

4000

5000

6000

7000

圖片 1 圖片 2 圖片 3 圖片 4

單一運算

1 to 2 運算

1 to 4 運算

所需花的時間統計所需花的時間統計所需花的時間統計所需花的時間統計(S)
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     კ 14.΢Б߄਱Οᅿၮᆉޑ speedup ϐკ߄᏾౛ 

 

ࢂǴόᆅݤБޑගр܌ॺךჴᡍύёว౜җޑॺҗа΢ך 1 to 2 ࢎ಍سޑ

ᄬǴࢂ܈ 1 to 4 ॺচҁൂ΋ၮᆉӧൂ΋ႝတךගϲޑᄬǴࣣૈԖਏ౗ࢎ಍سޑ

ޑזෳ၂ύǴനϿቚޑਔ໔ǴԶ଺рٰޑሡ܌ 1 to 2 speedup Ψёၲډ 3.58

७ǴԶന1 ޑז to 4 speedup ډ೽ϩёаၲޑ 5.28 ७Ǵ೭ኬޑ଺߄ݤҢΑޑ

ዴԖჴ፦΢ೲޑࡋᔅշǴᡣךॺӧೀ౛εᔞਢޑਔংёа଺ז׳ೲޑೀ౛Ƕ 

   

     ಃΒᅿෳ၂ޑБࣁݤ΋ԛ໺ଌ΋ঁᔞਢٰ଺ਔ໔ޑᔠᡍǴךॺӃעᔞਢ᏾

ঁӃᓸᕭֹࡕǴӆϩץ໺ଌрѐǴӵԜෳ၂ΨԖ࣬྽ޑਏ݀ǴаΠࣁෳ၂࣬ޑᜢ

ኧᏵ: 

 

0

1

2

3

4

5

6

圖片 1 圖片 2 圖片 3 圖片 4

單一運算

1 to 2運算

1 to 4運算



 

35 

 

კТελ 4MB 49MB 110MB 196MB 306MB 

Computer1 

Gaussian(s) 

11 42 93 162 253 

Computer2 

Gaussian(s) 

20 108 230 407 712 

Computer3 

Gaussian(s) 

13 50 113 198 308 

Computer4 

Gaussian(s) 

20 76 169 299 464 

Total time 

(s) 

47 180 422 843 1399 

ൂ΋ၮᆉ(s) 180 808 2113 3670 5793 

ቚуޑ

speedup 

3.83 4.49 5.00 4.35 4.14 
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კ 15.΢Б߄਱Ѥঁ Recv ᆄ Gaussian ک Total ୺Չਔ໔ϐკ߄᏾౛ 

    

კ 16.΢Б߄਱᏾ץᔞਢ໺ᒡၮᆉޑ speedup ϐკ߄᏾౛ 

 

0

200

400

600

800

1000

1200

1400

1600

4MB 49MB 110MB 196MB 306MB

G1

G2

G 3

G 4

Total

0

1

2

3

4

5

6

4M 49M 110M 196M 306M

speedup

speedup

所需花的時間統計所需花的時間統計所需花的時間統計所需花的時間統計(S) 
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ೀ౛ำׇύǴаޑӆ໺ଌࡕॺҗа΢᏾஭ᔞਢᓸᕭך 1 to 4  ᄬΠǴёࢎޑ

аளډаΠ࣬ޑᜢޑၗૻǴӧೀ౛வλᔞਢ 4MB  კТύޑεᔞਢډޔკТ΋ޑ

306MBǴךॺ֡ёаᕇள 3~5 ७໔Ѱѓޑ speedup ჹൂܭ΋ၮᆉԶقǴ೭ኬޑ଺ 

 ߻ਔংёа଺ᆶϐޑॺӧೀ౛εᔞਢךᔅշǴᡣޑࡋዴԖჴ፦΢ೲޑҢΑ߄ݤ

FGK ୏ᄊᓸᕭᄽᆉݤ଺ਔ໔΢ޑೀ౛ޑჹКǶ 

    

    

    

    

    

    

    

    

    

    



 

38 

 

ಃϖകಃϖകಃϖകಃϖക            ่ፕᆶ҂ٰ৖ఈ่ፕᆶ҂ٰ৖ఈ่ፕᆶ҂ٰ৖ఈ่ፕᆶ҂ٰ৖ఈ 

   ӧҁጇፕЎύǴךॺၮҔΑ΋٤࣬ᜢޑᄽᆉکݤᆛၡ໺ᒡೌמޑǴᔈҔӧ 

ѳՉೀ౛ႝတᘐቫ௟ᅲ࣬ޑᜢკТ΢Ǵךॺа FGKᄽᆉࣁݤ୷ᘵޑਡЈࢎᄬǴ 

٬Ҕӭঁ processӕਔ໺ᒡٰуೲቹႽϪപکӝ܌ٳሡ઻຤ޑਔ໔Ǵ࿯࣪চҁ٬ 

Ҕ Huffman ᄽᆉکݤѝ᎞ൂ΋ process ၮᆉߏΦਔ໔΢฻ࡑǶ 

 

     ٬Ҕձޑᄽᆉٰݤжඹ FGKࢂցࣁёૈуೲਔ໔΢ޑਏ౗Ǵ೭ࢂҁጇፕЎ 

҂଺٣ޑډ௃Ǵࢂ܈Ϫപ׳ӭ༧Ǵᡣ׳ӭ processٰ ӕਔ୺Չ໺ᒡǴࢂցёૈу 

ೲਔ໔΢ޑਏ౗ǴҞ߻೭Бय़Ԗ࣬྽ӭزࣴޑЎ᝘ࣣӧ૸ፕ၀Бय़ୢޑᚒǴࢂ҂ 

ٰёаॶளᝩុ࣬ᜢࣴޑز᝼ᚒǶ 
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