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Abstract: Efficient timing macromodels for
CMOS static NAND-type and NOR-type latches
are developed, to compute analytically their signal
timing under different input state transitions. The
timing equations in the macromodels are derived
from the effective dominant pole of the linearised
large-signal equivalent circuit of a latch under the
characteristic-waveform consideration. Through
extensive comparisons with SPICE simulations, it
is found that the macromodels have a maximum
error of 22% for the total propagation delay times
of the latches, with different device sizes, capac-
itive loads, device parameter variations,
noncharacteristic-waveform input excitations and
input-state transitions. When incorporated with
the timing models of CMOS combinational logic
gates, the macromodels can also be applied to
characterise the signal timing of static sequential
integrated circuits. Application examples on two
CMOS clocked flip-flops and experimental verifi-
cations on a fabricated CMOS master-slave T flip-
flop are successfully made to confirm the accuracy
and applicability of the developed macromodels.
Reasonable accuracy, wide applicable ranges and
CPU-time, and memory efficiency have made the
macromodels very attractive in many CAD appli-
cations.

List of principal symbols

Chaps) = bulk-c}rain (bulk-source) pn junction
capacitance of a MOSFET

Cpps) = linearised bulk-drain (bulk-source) pn
junction capacitance of a MOSFET

Cp = gate-bulk capacitance of a MOSFET

Coigs = gate-drain (gate-source) capacitance of a
MOSFET

Cégov = gate-bulk overlap capacitance per unit

channel width (SPICE device parameter)
Cspovgsov) = gate-drain (gate-source) overlap capac-
itance per unit channel width (SPICE
device parameter)
= fixed load capacitance of a logic gate
= channel width factor (SPICE device
parameter)
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GAMMA = bulk threshold parameter in SPICE,
which represents the proportionality
factor relating the change in threshold
voltage to backgate bias

I, = drain current of a MOSFET

L = effective or electrical channel length of a
MOSFET

Lok = mask channel length of a MOSFET

N = fan-out number

NSUB = substrate doping concentration (SPICE
device parameter)

Py = effective dominant pole in the fall (rise)
characteristic waveform case

q = magnitude of electronic charge

tisara) = initial fall delay times of the voltage wave-
form V;,(V;3)

T.. = channel oxide thickness

UCRIT = critical field for mobility degradation
(SPICE device parameter)

UEXP = critical field exponent in mobility degrada-

tion (SPICE device parameter)
Uuo = surface mobility (SPICE device parameter)

UTRA = horizontal field factor in mobility degra-
dation (SPICE device parameter)

Vas = bulk-source reverse bias of a MOSFET

Vbss) = drain-source (gate-source) voltage of a
MOSFET

Vig = flat-band voltage

Vro = zero-bias threshold voltage of a MOSFET
(SPICE device parameter)

w = effective or electrical channel width of a
MOSFET

XJ = metallurgical junction depth of a
MOSFET (SPICE device parameter)

E51(510,) = permittivity of Si semiconductor (silicon
dioxide)

Hs = linearised carrier mobility

bF = Fermi potential

1 Introduction

It is known that the set/reset (S/R) latch is one of the
commonly-used building blocks in static sequential cir-
cuits; it serves as a basic core in a static flip-flop. Gener-
ally an S/R latch can be formed by cross-coupling two
NOR gates or NAND gates. Both types of S/R latches
have complex regenerative feedback paths which may
cause difficulty in numerical convergence, or lead to too
much CPU-time consumption in transient simulations
using SPICE or other circuit simulators. This problem
becomes worse for complex VLSI circuits which may
contain more latches.
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It is the aim of this paper to solve this problem by
developing a general timing macromodel for CMOS S/R
latches. In this modelling approach, the large-signal
equivalent circuit of a CMOS latch is first constructed
according to the characteristic waveform [1, 2] consider-
ation. Then the circuit is linearised by using a similar
technique as in the case of CMOS combinational logic
gates [2]. From the linearised circuit, the effective domin-
ant pole can be found by using the dominant-pole-
dominant-zero (DPDZ) technique [2]. Then the signal
timing of the latch can be explicitly expressed in terms of
various device and circuit parameters, These expressions
form the timing macromodels of CMOS S/R latches.

Applying the general timing macromodels, the signal
timing of various CMOS S/R latches with different MOS
channel dimensions, capacitive loads, device parameters
and input excitation waveforms can be quickly calculated
with satisfactory accuracy. Moreover, the developed
macromodels can be applied to analyse the speed charac-
teristics of the latches, calculate the signal timing of
various static CMOS flip-flops, and determine suitable
device channel dimensions from a given set of timing
specifications.

2 Macromodel construction

Since the actual chip internal voltage waveforms are
some sorts of characteristic waveforms [1-2], the timing
macromodels to be developed for CMOS static S/R
latches are based on the characteristic-waveform con-
siderations [2]. The resultant macromodels, however, can
be applied to the noncharacteristic waveform case. This
makes the macromodels more practical and versatile in
analysing the actual chip timing.

As an illustrative example, a CMOS NAND-type S/R
latch will be modelled in this Section. The characteristic
waveform of the latch can be generated from SPICE
transient simulations on a chain of identical latches with
the same capacitive loads, as shown in Fig. 1. Generally,
the desired characteristic waveform, which is independent
of any input excitations and nearly the same in each
intermediate stage, can be obtained after three or four
stages from the excited input port. Typical characteristic
waveforms are shown in Fig. 2, where the voltage wave-
form at each node of the driving stage or its load stage is
denoted by the corresponding node number indicated in
the circuit of Fig. 1.

As may be seen from Figs. 1 and 2, the rising voltage
Vi1, which is the input voltage to the right NAND gate
of the driving stage, has negligible effect on the output
voltage V,, because the voltage V,, at that time is kept at
a low voltage, to turn off the NMOS M, and to main-
tain the voltage V,, at Vp,. The only effective triggering
input voltage to the driving stage, therefore, is the falling
voltage V. Due to the excitation of the voltage V,, at
the left NAND gate, its output voltage V,, has a charac-
teristic rising waveform, with the characteristic rise time
T, defined as the true interval from V,, = 0.1V, to
V2o =09 Vpp. This rise time T, will be characterised.
Since the characteristic waveforms appear among those
stages, the waveform of the voltage V,, is the same as
that of the voltage V,,.

In the load stage shown in Fig. 1, the voltage V,, turns
on the NMOS My, and thus discharges the voltage V¢
to 0 V. However, it has negligible effect on the voltage
V4, just as the voltage V,, does on the voltage V;,. In
the driving stage, the voltage V,, drives the right NAND
gate to lower the voltage V,,. This falling voltage V,, is
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then fed back to the gate of the NMOS My;,. Since the
voltage V¢ has already been lowered toward 0 V, when
the voltage V,, starts to decrease from V,, the voltage
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Fig. 1 A driving stage and a load stage within a string of identical
CMOS static NAND-type latches

Vo is nearly independent of the feedback signal V,;. The
corresponding rise time T, therefore, can be modelled by
considering the left NAND gate, with the driving signal
V,¢ but with the feedback signal V,, set to a constant
level.

Based on similar considerations, the characteristics fall
time T,, defined as the time interval from V,, =09 V;p
to ¥,; = 0.1 V,p, can be characterised by considering the
right NAND gate with the input voltage V,, and with
another input voltage ¥, set to V. Note that both V;,
and V|, have the same characteristic fall waveforms.

To find the equivalent circuit for the rise-time calcu-
lation, the transient behaviour of each node voltage
during the rise time must first be investigated. It is found
that during this interval the voltages V,,, V,, and V,, are
either kept at constant levels or changed slowly. The
voltage V,, is set to a constant voltage as mentioned
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above. Since these slowly-changing or constant voltages,
together with the power supply voltage, have negligible
effect or no effect on the transient behaviour [2], they are
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Fig. 2

latch

Typical characteristic waveforms of a CMOS NAND-type

shorted to ground. The resultant circuit is shown in Fig.

3, which will be used to generate the equivalent circuit.
The operating regions of all the MOSFETs in Fig. 3

can be determined by comparing the drain-source voltage

CL==

= = linear

Fig. 3 The MOS circuit used to characterise the characteristic rise
time of a NAN D-type latch

Vps with the simulated drain-source saturation voltage
Vpsar during the whole interval 7,. In some MOSFETs
two operating regions are involved during the interval T,.
To simplify the calculation, only one region is considered.
It is found that such a simplification is a good compro-
mise between calculation complexity and calculation
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error. The determined operating regions are indicated in
the circuit in Fig. 3.
By using the large-signal equivalent circuit of a
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Fig. 4  Large-signal equivalent circuit of a MOSFET

MOSFET in different operation regions (Fig. 4 and
Table 1) [4], the overall equivalent circuit of the circuit in
Fig. 3 is generated, and is shown in Fig. 5a. In this
circuit, the capacitances C,, C,, C; and C, can be
expressed in terms of device capacitances and load capac-
itance. The expressions are given in Table 2.

Table 1: Expressions of various gate capacitances in differ-
ent operating regions

Capacitances Linear region Saturation region Off region
Cos CosonW + CoWL/2 Coso, W +2C,WL/3 Cosoy W
Cos CopoyW + CoWL/2 CoporW Ceoov
9b GBOVW GBOV CGBOVW+COWL
I
17
C,
o {¢ 2 Va0
Vig C; Uﬁ
I \\
A4 dN1 1
C2 2 TO C/ lap
. =
lanz
V.
o I Va TN 23
V20 Cy \_/
TCr Igns TC2
b

Fig. 5 Linearised large-signal equivalent circuit used to characterise
characteristic times

a Rise time
b Fall time

That the characteristic waveforms are nearly indepen-
dent of the input excitations implies that the output
voltage V,, strongly depends on the poles or zeros of the

153



d

Table 2: Expressions of itances and cc

case

tance factors in the rise time case and the fall time

Rise time case:

c‘ = CBDP1 + CBDP2 + CGDOVPWFZ + CBDN‘ + CONWN1 LN1/2 + CGDOVNWN1 + CGSOVF WP3 + CGDOVPWPS

+C +C

0pWes Lea

GSOVN WN3 + CGDOVN WN3 + 2CON WNS LN3/2 + CL + NC1 L

CIL = CGSOVPWP3L + CGDOVFWPJL + CDP WP3L LPSL + CGSOVNWN4L + CGDOVNWN4L + CONWNAL LNdL

C2=Casn *Caonz * CosovwWn1 + ConWar Ly1/2
C3=CspovnWn2
Ca=CopoveWer + CopWe1Lp1/2

&y = Bp1 7121V 00/8 = Vainses = (Mey = 1Vop = 275y (206p1 + Vpp/8) 123 = Vpp 4" exp (=P, 1,,)]
%3 = Buni Voo = Vainswi =~ 711w V0o/8 = 275m1 (206n1 + 3V,0/8)13/3]
3 = Bui{Voo = Vainsnt = T(Vop = Venedin /8 = 295p1 (206w +3(Vpp = Vrne)[41'2/3}

Fall time case:

CII = CBDPS + CBDP4 + CGDOVPWF4 + CBDN3 + CON WNI LN'I + CGDOVN WN1 + COPWPZ LP2/2 + CGSOVPWF2 + CL + NC’ZL
C'ZL = CGSOVNWNZL + CGDDVNWNZL + CON WNZL LN2L + CGSOVPWPIL + CGDOVPWF2L + ZCOPWPZAL LP2L/3
C’2 = CEDN‘ + CGDOVNWN4 + CON WN4 LN4/2 + CHSNQ + CGSOVN WN:! + CON WN3 LNJ/Z

C3=CspoveWes + CopovnWia + ConWns Lys/2

@ = BualVop — Voo d "7 exp (P, t,) —Viainsna ~ MwaVoo/8 — 2¥sn3(2@ens + Vipo/8) '2/3]
%, = BralVoo = Voo 47" exp (=P, ty) = Vainsna ~ Mna¥00/20 — 275n3(20kns + Vpp/10)'2/3]
% = BnalVioo = Vainswa = MnaV50/20 = 275na(2@pna + Vo5/10)'2/3]

circuit in Fig. 5a. To characterise analytically the signal
timing of the output signal V,,, through the poles and
zeros, the nonlinear circuit in Fig. Sa must be linearised.
A linearisation technique previously proposed [2] is
adopted here to linearise the pn junction capacitance and
the drain current.

After the linearisation point at ¢ =1¢, is chosen, the
corresponding gate-source, bulk-source and drain-source
voltages Vs, Vs and Vs for each MOSFET can be
determined. The pn junction capacitances Cpj, and Cpgg at
the linearisation point can be calculated by using the
formula in SPICE2 [3]. Setting those voltage-dependent
capacitances in C,; and C, expressions to their corre-
sponding calculated constant values, all the nonlinear
capacitances become linear and have fixed values.

In the drain current linearisation, the linear-region
drain-current equation in SPICE2 [3] is modified by
linearising the square-root terms [2], discarding constant
terms and replacing the voltage-dependent mobility by its
fixed value at the linearisation point. The resultant
expressions are given in Table 3. By applying the equa-
tions in Table 3, I,;p, and Iy, in Fig. 5a can be written as

Iipy = Berl—Varnses — (Mer — DVop
— 2y5p1Q2®rp1 + Vop — V20)'*/31V20
— Br1Vi6Vao + Bpittp1V30/2 + Bpr VopVis (1)
Iiny = ByalVop — Vainswi k
—2ysn12bpn1 + V'20)'/31V20
— BrafinaV30/2 = Bui[Vop — Varnsns
— 2ysn1Q2bpns + V32)'2/31V2,

— Buifn1V32/2 @
In the Iy, expression, V,, is set to Vp, and Vesyy = Vg
— Vay = Vpp— Va3

To further linearise the product terms and the square
terms in I;p, and I,y,, the functions of V4 and V,, in the
time domain must be determined. According to the
dominant-pole approximation, the output voltage in each
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stage is a single-pole response. Thus V¢, V5 and ¥,, can
be written as

Vis(t) = Vpp exp (— P thu(t) 3)
Vaolt) = Vop{l — exp [ =Pyt — t,)1}ult — ta) @
Vas(t) = (Vop — Venpl{1 — exp [ — Pt — ta))]}

X u(t — t4;) 8)

where t4(t,,) is the initial rise time [2] between the
voltage waveforms V¢ and V,, (V,,). The voltage Vpyp is
the threshold voltage of My, with substrate bias V)
— Vinr- It can be expressed as

Venr = —{2[7s820e0)"? — Vinl + ¥3n}/2

+ {[2'?SN(2¢FN)”2 —2Vpy + ')’sz'N]z
+ 4[2ysnVen20en) ' + ysxVop — Vin1}?/2 (60)

where

Ven = Varww + Vsn(20en)'? (6b)

Generally, the linearisation point can be adjusted to
minimise the calculation error. It is found that the
optimal position for the linearisation point is the centre
point of the linear region of the MOSFET under con-
sideration. In this case, the linearisation point is chosen
to be at V,o =3Vpp/4. Thus the time t=t, can be
expressed as

te =t +(In 4/P, ™

Once ¢, is determined, the Vs, Vs and Vg in each
MOSFET can be determined accordingly to calculate the
pn junction capacitances, the mobilities and the drain
currents.

By using the same technique [2], the terms V3,
Vi6Vao and V3, in eqns. 1 and 2 can be linearised. The
resultant linearised currents I 5, and Iy, are

Iypy =, Vo ®)
Iiny = a3V30 — 03V, )]
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Table 3: Linearised MOSFET drain current equation

n
ly= B[(‘/GS ~Ven— 2 Vos) Vs

= 375(20, + Vs = Vias) (Vo5 = Vigs)

+ %VS(Z‘pF - V/Bs)wzvss]

where
w
A= #Co

Co=E510,/Tox
M, =UO{UCRIT
" €5,/{Co[Viss = Vs = UTRA - min (Vips, 2¢05)133VEXF
Veain=Va + (= 1)(20, = Vis)
Veins=Ve +(n—1)20;

Ve =Via+ 20, =V, - GAMMA - /20,
n=1+(n- DELTA ' g4)/(4C, W)
¥.=GAMMA - (1 —ag—ap)
as = FXJ/L)[(1 +2Wg/X) 2 - 1]

o= JXU/L)[(1 +2W /XJ) "2 = 1]

Ws=XD - (29, ~ Vigg)'?

Wp=XD - 2, ~ Vs + Vip5)'2

XD = (2e4,/q - NSUB)'/2

Viw=Vaint 7 (20~ Vas)'?

Vips = Vpsl(t)

t=1t,

Vas = Vas(t)

t=t,

Vies = Vesl(t)

t=1t,

t, = time at the linearisation point

where the conductance factors a,, o, and a5 are expressed
in Table 2. The factor P t, in «, is nearly constant in
different cases. It is, therefore, set to a fixed value of 0.7.

The linearisations of both capacitances and currents
make the large-signal equivalent circuit in Fig. 5 a linear
one. Its dominant pole P, and dominant zero Z, can
thus be analytically expressed as [2]

1/Pp = C,/oy + [Cylaz + ap Cyloga3]/2 (10)
1/Z), = C, Co/2[a3(C5 + C,)] (1)

According to the dominant-pole-dominant-zero (DPDZ)
method [2], one can determine the effective characteristic
rise pole P,. Its expression is

1/P, = 1/P, — 1/Z, (12)

To calculate the characteristic fall pole of the voltage
V,., the right NAND gate in the driving stage with the
input voltage V,, and the suitable loading is considered.
The large-signal equivalent circuit can be similarly
obtained as shown in Fig. 5b. Although the waveform of
the voltage V,, is different for the circuits with different
device dimensions, it is a falling waveform around the
linearisation point at V,, = Vpp/4 and can be approx-
imately characterised by the fall pole P, and the initial
--delay t;,, - The expression is

Vas(t) = (Vpp — Vewp)lu(t) — u(t — t455)]
+ (Vpp — Vrwp) €Xp [— Pt — t4y2)]
X u(t — tys,) (13)

Since the voltage V,; is nearly equal to V,,/10 at the
linearisation point, the linearisation of V3, can be done
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as
V%s(‘) = VopV23(8)/10

Based upon the DPDZ method, the characteristic fall
pole P, can be expressed as
Py = {Ci/d; + o, Cif(ois)
+ [C/e; + 5 Cy/(esa3) + C3/ot
— Cilley + a3)]/2} (14)
where the expressions of the capacitances C), C, and C;
and the conductance factors «}, a, and oj are listed in
Table 2. The factor P, t,, in o) and o} is set to a constant
of 1.1. Because «, in the expression of P, is a function of
P, whereas «; and «) in P, is a function P,, eqns. 12 and
14 must be solved together by using the numerical
iteration.
The rise time 7, and the fall time T, can be computed
by using the solved P, and P, in the formula

T, = (In 9)/P, 15
T, = (in 9)/P, (16)

The rise delay time Tp 4, defined as the time interval
between V,¢ = Vpp/2 and V,o = Vpp/2 can be empirically
determined as

Toow = X1 T, + X, T, = 0.66T, — 0.117T; (17)

where X, and X, are universal constants for different
CMOS NAND-type S/R latches. They were determined
to be 0.66 and —0.11, respectively. Note that Tp,  is the
delay time, between S and Q, of the latch.

Similarly, Tpy,, the delay time between Q and @, can
be expressed as

Tpgy = 0.73T, — 0.05T, (18)

The pair delay T, defined as the sum of Tpyy and Tpg,
can be written as

T, = 0.61T, + 0.62T, (19)

The pair delay T, is the delay between the input S and
the output @, or equivalently between R and Q. It is the
propagation delay of the latch.

In the NAND-type S/R latch, the ambiguous input
state is 00 and the effective input excitation is a falling
voltage. Thus only the following three input state tran-
sitions must be considered in characterising the delay
time of the latches:

SR:10-01 (20a)
11-01 (20b)
11510 (20¢)

For the transition in eqn. 20a, both the two inputs § and
R are excited. This case was modelled as described above.
For the other two transitions which are identical to each
other because of the symmetric structure of the latch, the
signal timing was similarly modelled with one input of
the latch kept in the logic 1 state and the other excited by
a falling voltage.

Based on the derived timing equations, a complete

--timing --macromodel -for--the- CMOS- NAND-type -S/R

latch can be formed. Given the device dimensions, the
rise/fall time of the input waveforms and the output loads
of the latch, the rise, fall and delay times of the latch
under all the possible excitations can be computed. On
the other hand, the desired device sizes can be synthe-
sised through the macromodel with the given timing
specifications.
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For the CMOS NOR-type S/R latch, the effective
input excitation is a rising voltage, and the ambiguous
input state is 11. The timing macromode! for the latch
was similarly developed. Generally, the developed macro-
models for both NAND-type and NOR-type latches have
a reasonable accuracy and a wide applicable range, as
will be verified in the following Section.

3 Macromodel verification

To check the accuracy and the generality of the timing
macromodels, comparisons with SPICE simulation
results were extensively made for the latches, with differ-
ent device sizes, device parameters, capacitive loads and
input excitations. Fig. 6a shows the comparisons on the

"

time,ns _
oo—-mwx\mmqmwo

width ratio Wp/Wn
a

time, ns

[ wp=4u<+>wn=3.5u

%305 1 2 N
width ratio Wp/Wn
b
Fig. 6 Calculated and simulated times and delays of characteristic

waveforms in a CMOS NAND-type latch with C; = 0 and under the two-
input excitation

a Rise and fall times b Rise and fall delays, pair delays

[ @ rise (theory) ® L ] rise (theory)
x—-—~—x time (ESPICE) O----0  delay (ESPICE)
O——0O fall (theory) Oo——0O fall (theory)
A-—--A time (ESPICE) B----H  delay (ESPICE)
+ + pair (theory)
A-—---A delay (ESPICE)

rise/fall time of the NAND-type latches under the two-
input excitation of eqn. 20a and with L_,, = 3.5 um,
C,.=0pF and different width ratios whereas Fig. 6b
shows the corresponding comparisons on the rise/fall
delay and the pair delay. The maximum error is 30% in
the rise/fall time and 22% in the pair delay. Better accu-
racy is shown in the timing of the latches with commonly
used device dimensions. For a large fixed capacitive load
C,. up to 5 pF, the error decreases as shown in Figs. 7a
and b.

For the NOR-type latches under the two-input excita-
tion, the calculated timing has a similar error character-
istic when compared with SPICE simulation results. Part
of the comparisons are shown in Figs. 8a and b for C; =
0 pF.
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The calculated signal timing of various NAND-type
latches under the single-input excitation of eqns. 20b and
¢ was compared with SPICE simulation results. Gener-

40 wp=z.u<+>wn=3.5u

MR

0 i
0.33 05 1 2 5
width ratio Wp/Wn

a

wp=4u<+>wn=3,5u
033 05 1 2 5
width ratio Wp/Wn
b

Fig. 7 Calculated and simulated times and delays of characteristic
waveforms for a CMOS NAND-type latch with C, = 5 pF and under the
two-input excitation

a Rise and fall times

b Rise and fall delays, pair delays

@———@ rise (theory) ® L ] rise (theory)
x—-——x time (ESPICE) Oo----0 delay (ESPICE)
O——-0O fall (theory) Oo——=oO0 fall (theory)
A-~~--A time (ESPICE) u----8 delay (ESPICE)
+ + pair (theory}
A--—-A  delay (ESPICE)

ally, the signal timing under the single-input excitation is
close to that under the two-input excitation. Their error
characteristics are also similar. Part of the comparison is
listed in Table 4 where the comparisons on NOR-table
latches are also made. All the latches considered in Table
4 have a minimum load of only one fanout gate and no
C,. This case generally shows a maximum error in the
timing calculation.

To investigate the accuracy of the macromodels under
device parameter variations, comparisons for the latches
with different values of the zero-bias long-channel thresh-
old voltage Vy, and mobility parameter UO were made.
It is found that the error characteristics remain the same
under large parameter variations. Part of the compari-
sons are shown in Fig. 9a for the NAND-type latches
with V;o down to 0.3 V. The corresponding comparisons
for NOR-type latches are shown in Fig. 9b.

Although the macromodels are developed from the
characteristic-waveform consideration, it can also be
applied to the noncharacteristic-waveform case. Exten-
sive comparisons between the calculated and the simu-
lated timing data were performed for the NAND-type
(NOR-type) latches under the input excitations, with the
fall times (rise times) from 1 to 100 ns. For the CMOS
latches with commonly used device dimensions the error
of the timing macromodels is similar to that in the
characteristic-waveform case, even when the input excita-
tion waveforms greatly deviate from the characteristic
waveforms. For the latches with W,/W, = 0.33 or 5, the
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same error can be kept for the input waveforms not devi-
ating much from the characteristic waveforms. Part of the
comparisons are shown in Fig. 10a, (Fig. 10b) for the

time,ns

2
Wp=4 Wn=3.5
ob o MetuepWeedss
0.33 05 1 2 5
width ratio Wp/Wn
a
12
1
10

time, ns

oo—-r\:wbmmqm

.33 0.5 1 2 5
width ratio Wp/Wn

b

Fig. 8 Calculated and simulated times and delays of characteristic
waveforms for a CMOS NOR-type latch with C; = 0 and under the two-
input excitation

a Rise and fall times b Rise and fall delays, pair delays

[ @ rise (theory) ® @ rise (theory)
x-—--=x time (ESPICE) O--—--0 delay (ESPICE)
O——O fall (theory) O——CQ fall (theory)
A----A time (ESPICE) - - - -8 delay (ESPICE)
+ + pair (theory)
A————-A delay (ESPICE)

NAND-type (NOR-type) latches under the input excita-
tions with fall times (rise times) from 1 to 20 ns.

Through extensive verifications, it is seen that the
developed macromodels can be applied to compute the
total propagation delay times of different static CMOS
latches with a maximum error of 22%. The same accu-
racy can be maintained for the CMOS latches with the
effective channel length down to 1.5 um, width ratios
W,/W, from 0.3 to 5 and the capacitive lead C, up to
SpF. It also can be maintained under large device
parameter variations and noncharacteristic-waveform
input excitations. As to the CPU-time consumption, the
macromodel calculation is about 100 times as fast as the
SPICE simulation. Reasonable accuracy, wide applicable
range and little computation time make the developed
macromodels practical, useful and efficient in computing
the CMOS latch delay.

4 Application and experimental verification

By incorporating the timing models for CMOS com-
binational logic gates [2] into the developed timing
macromodels of CMOS latches, the signal timing of
CMOS static sequential logic circuits can be efficiently
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computed. Two different types of CMOS static flip-flops

were characterised to demonstrate such an application.
The first flip-flop is a CMOS clocked S/R flip-flop

shown in Fig. 11A where the device dimensions are given.

110

Wp:= 4u <>Wn=3 50
0.33 0.5 1 2 5
width ratio Wp /W

a

Wp=4U <t 5>Wn=3 5u

%03 o5 1 2 5

width ratio Wp/Wn
b
Fig. 9 Calculated and simulated rise time, fall time and pair delay of
characteristic waveforms for a CMOS latch
Vior = Vaon =03V;C, =0
a NAND-type latch
b NOR-type latch

@ ——@ rise (theory)
O- - - -0 delay (ESPICE)
O———0O fall (theory)

- - - -A delay (ESPICE)
+ + pair (theory)
A- - —— A delay (ESPICE)

To show the worst-case error, the load stage connected
to the output nodes Q@ or @ is a CMOS inverter which
represents a minimum load to the flip-flop. The flip-flop
is driven by a rising clock with a rise time of 2 ns, while
the inputs § and R are kept in the logic 1 and 0 states,
respectively. The calculated and the simulated propaga-
tion delay of the flip-flop, defined as the total delay from
the clock input to the output @, and the propagation
delay of the latch are listed in Table 5. The maximum
error is 22%.

The second flip-flop is a CMOS clocked master-slave
JK flip-flop as shown in Fig. 11B. The computed and the
simulated latch delay times and total delay times in both
master and slave stages, with J = 1 and K = 0, are listed
in Table 5. In the master stage the error in the total delay
is higher than that in the latch delay, owing to the higher
error in the calculated delay of the three-input NAND
gate. Except the total delay of the master stage, all other
delay times have a maximum error below 22%.

To verify experimentally part of the developed macro-
models, the signal timing of the CMOS clocked master-
slave T flip-flop, designed and implemented through a
CMOS 5 um gate array, was measured and calculated.
The logic diagram of the fabricated flip-flop is shown in
Fig. 12. Consider the slave stage of the flip-flop with its
input node A in the logic 1 state. The negative edge of the
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Table 4: Timing data obtained from macromodels and SPICE
for the NAND-type and NOR-type latches under different input

excitations
Latch W,W, Input Data type Rise Fall Pair
type um/um  excitation time, time, delay,
ns ns ns
NAND 4.0/35 (5R) SPICE 439 329 5.06
(11) - (01) macromodel 431 3.80 4.46
(11) - (10) error, % -19 1565 11.8
(3R) SPICE 633 347 5.7
(01) - (10) macromodel 505 3.93 4.95
error, % -563 134 -133
7.0/3.5 (3R) SPICE 3.74 414 4.97
(11) - (01) macromodel 375 476 462
(11) - (10) error, % 03 151 -7.0
(SR) SPICE 456 419 5.64
(01) - (10) macromodel 4.44 493 511
error, % -27 178 -94
NOR 4.0/35 (SR) SPICE 817 3.53 6.22
(00) «>(01) macromodel 9.05 3.92 6.60
(00) = (10) error, % 108 114 6.10
(SR) SPICE 825 4.00 6.66
(10) = (01) macromodel 9.05 4.39 7.07
error, % 980 9.80 6.10
17.5/3.5 (SR) SPICE 467 4.36 6.24
(00) - (01) macromodel 537 4.80 6.37
(00) — (10) error, % 161  10.2 210
(SR) SPICE 492 551 7.00
(10) ~» (01) macromodel 538 5.75 7.31
error, % 930 440 4.50

clock CLK drives the NAND 2 gate to generate a falling
voltage at the node B, which triggers the NAND-type
latch. The total delay time for the output Q to reach the
logic threshold point of the NAND 3 gate is nearly equal
to the sum of the delay times of the inverter 1, the
NAND 2 gate and the latch, ie. T;; + T;; + T,. At that
time, if the positive edge of the clock CLK has reached
the node B after the total delay time T, + T;, of the
inverter 1 and the NAND 2 gate, the output state of the
latch will become ambiguous. The minimum required
negative (CLK = 0) clock width T;, therefore, can be
related to the various delay times by

L+ Ty +T=Ty+Tp+T 21
Eqn. 21 can be reduced to
=T (22)

This means that the minimum negative clock width in the
flip-flop must be equal to the pair delay of the slave latch.
If T, is smaller than T}, ambiguous states can be detected
at the output nodes OUT1 and OUT2.

The minimum required negative clock width T, can be
experimentally determined by keeping the input T at
Vop, and applying a voltage pulse with a large positive

width and a short adjustable negative pulse width to the
clock input. The negative pulse width is then reduced
until ambiguous voltage states are observed. This pulse
width is the measured Ty .

Fig. 13a shows the measured waveforms of the applied
voltage pulse and the output voltage at the output node
OUT?2. The negative pulse width is about 32 ns, and a
normal output rising waveform is detected. Reducing the
negative pulse width to 19.3 ns, the ambiguous output
voltage state can be observed as shown in Fig. 13b. Thus
the measured slave latch delay is 19.3 ns. The calculated
pair delay of the slave latch is 17.31 ns, which has an
error of 10.3%. This reasonable accuracy is consistent
with that obtained from the comparison between theo-
retical calculations and SPICE simulations in Section 3.

5 Discussion and conclusion

The timing macromodels for CMOS NAND- and NOR-
type S/R latches have been developed to compute ana-
lytically their signal timing. The timing equations in the
macromodels are derived from the effective dominant
pole of the linearised large-signal equivalent circuit of the
latch under the characteristic waveform consideration.

Table 5: Timing data obtained from SPICE and the combined models for two

clocked CMOS flip-flops

Flip-flop type Clock Output load Delay type Model SPICE Error,
timing atQand @ calculation, simulation, %
ns ns
Clocked S/R 2ns 1 CMOS latch delay  4.34 5.563 -21.6
(rise) inverter total delay 6.28 7.45 16.7
Clocked master 2ns slave latch delay  4.51 5.74 -214
stage (rise) stage total delay 7.0 9.21 -24.0
JK slave 2ns 1 CMOS latch delay  6.91 7.79 -113
stage (fall) inverter total delay 10.36 11.46 -9.6
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Through extensive comparisons with SPICE simulation
results, it is found that the developed macromodels have
a maximum error of 22% in the total propagation delay
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Fig. 10  Calculated and simulated rise time, fall time and pair delay for

a CMOS latch driven by different input voltages with different fall or rise
times

a NAND-type: W, = 4.0 um; W, = 12.0 ym

b NOR-type: W, = 4.0 um; W, = 3.5 um

@ rise (theory)
[0----0O delay (ESPICE)
O——0O fall (theory)

B- - - - delay (ESPICE)
+ +  pair (theory)
A----A delay (ESPICE)

Fig. 11A  Logic diagram of a CMOS clocked S/R flip-flop
Loa = 3.5 um; W, = 4.0 ym; W, = 3.5 ym

Ly =5 pm

NAND: W, = 13 um; W, = 40 um

INV: W, = 40 um; W, = 15 um

o

Fig. 11B  Logic diagram of a CMOS clocked master-slave JK flip-flop
Lopgs =35 pm; W, = 4.0 ym; W, = 3.5 ym

Ly = 5 pm

NAND: W, = 13 pm; W, = 40 ym

INV: W, =40 ym; W, = 15 ym
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of the CMOS NAND- and NOR-type latches, with dif-
ferent device effective channel length down to 1.5 um, dif-
ferent channel width ratios and different capacitive loads.

- N —
Q 1 slave latch
—— out1
clock CLI
o— =
+ out2
Q CLIJ_

Fig. 12 Logic diagram of a CMOS clocked master-slave T flip-flop
fabricated in a 5 um CMOS gate array

32ns

clock 5V

out2 5V

#1838

19.3ns

clock

out 2

Fig. 13 Measured clock and output waveforms in a fabricated CMOS
T flip-flop driven by a clock with a negative pulse width

a Negative pulse width = 32 ns
b Negative pulse width = 19.3 ns

The same accuracy is kept for the latches under device
parameter variations, noncharacteristic-waveform input
excitations and single- and two-input excitation. More-
over, the computation time of the macromodels is about
100 times as fast as that of the SPICE simulations. Thus
the difficulties of intolerably long CPU time and possible
numerical divergence in the full transient simulations can
be avoided. The features of reasonable accuracy, wide
applicable ranges and less CPU-time and memory con-
sumption make the developed macromodels practical
and efficient in timing analysis of CMOS latches.

By combining the timing models of CMOS com-
bination logic gates [2] with the developed latch macro-
models, the signal timing of CMOS static sequential logic
circuits can be efficiently computed. As an application
example, the signal timing of a CMOS clocked S/R flip-
flop and a CMOS clocked master-slave JK flip-flop were
characterised. It is shown that the accuracy of the com-
bined model is quite satisfactory. Experimental verifica-
tion of the macromodels on the delay of the NAND-type
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latch is also successfully performed, through the fabri-
cated CMOS clocked master-slave T flip-flop.

Besides timing analysis, timing synthesis [2] and speed
optimisation are the expected applications of the devel-
oped macromodels. They will be investigated in detail
when the macromodels are incorporated into the CAD
program TISA [2].
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