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Genetic Algorithm Based Fuzzy ID3 Method for Data

Learning with Mixed-Mode Attributes

STUDENT: SU-HWANG HSIEH ADVISOR: Dr. JYH-YEONG CHANG

Institute of Electrical and Control Engineering
National Chiao-Tung University
ABSTRACT

Many learning approaches to knowledge acquisition have been promisingly
developed recently. A popular and efficient method for decision tree induction from
discrete data is ID3 algorithm. Howeéver, most knowledge associated with human’s
thinking and perception has some imprecision and uncertainty. For the purpose of
handling imprecise and uncertain knowledge, the decision tree induction has been
improved so that it is suitable for the fuzzy case: Several fuzzy ID3 schemes were
proposed, but they can only deal with continuous data and are often criticized to result
in poor learning accuracy.

In this thesis, we propose a method to generate a fuzzy decision tree, which can
accept continuous, discrete, or mixed-mode data and it is designed based on genetic
algorithm. Next, we formulated a pruning method for our algorithm to obtain a more
compact rule-base. We have tested our method on ten data sets from the UCI
Repository, and the results of a two-fold cross validation are compared to those by
C5.0. The experiments show that our method works better in practice. Finally, we
analysis a web log-file data set using our fuzzy ID3 method, the rule-base extracted
from the fuzzy ID3 decision tree can provide important directions to web master for

improve the contents of the website.

il



ACKNOWLEDGEMENTS

I would like to express my sincere appreciation to my advisor, Dr. Jyh-Yeong
Chang. Without his patient guidance and inspiration during the two years, it is
impossible for me to complete the thesis. In addition, I am thankful to all my Lab
members for their discussion and suggestion.

Finally, I would like to express my deepest gratitude to my family, particularly
my girlfriend, Lai-Ya Fang. Without their strong support, I could not go through the

two years.

il



Content

2 i
ABSTRACT . .cuiiiiiiiiiiiiiiiiitiiiiitsticssessstscssssssscssssssssssssssssssans ii
ACKNOWLEDGEMENTS...ccitiiiiiiiitiiiintiiinsicisnscssmmscscnssonns iii
Chapter 1. Introduction.......cccoeeeviiiiiiniiiiiiinriieiiinnreceiennsrcccnne 1
1.1. Research Background...............oooiiiiii i, 1
1.2, MOtIVALION. L.ttt e 3
1.3, Thesis OULING. .....ouintin i e e ettt ettt et ettt et eaeeeans 4
Chapter 2. Genetic Algorithm Based Fuzzy ID3 Method................ 6
2.1. Mixed-Mode AttributeS Learning - . iir . oo 6
2.2. Feature Ranking.......... .. 0 7
2.3. Tree ConStrUCTION. .....uuiut ittt 11
2.4. Reasoning Mechanism of Fuzzy Decision Tree.................ccooviiina.nn. 14
2.5 Genetic Algorithm for Fuzzy ID3 Method..............c..oooiiiiiiint. 16
2.6. RUle Pruning........oooiiii i 22
Chapter 3. Website Log-File Classification...........ccccevvieiiirinnnnns 25
3.1. Introduction to Web-Mining.............ccoeiiiiiiiiiiiiiiiie e eieeeeeennss 25
3.2. Data Preparation..........oouiiuiiiiii e 25
3.3, Data ANalYSiS. .. outitiitt e 30

v



Chapter 4. Simulation and Experiment.........cccccciveiieiiiniinnnnnn. 34

4.1, The Data Sets.......eeneen it e 34
i 0] 43 1 8 1)  H 37
4.3. Classification of the Web Log-File...............ooc 41
Chapter 5. ConcluSiOn.....cceviiiiiinniiiiiiineiiiiisssnticssssssscssensssns 47
References.....ooiveeiiiiiiiiiiiiiiiiiiiiiiiiiiiiiietiiiieeciieeecieccssnncens 49



Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.
Fig.

Fig.

List of Figures

1.1. The machine learning ProCesS. ........ovueeuterirrtenteieeireeeeiraaneaneanans 2
2.1, Generated SUD-IEC. ... ..ottt e 13
2.2. Fuzzy decision tree for Table IT..............cooiiiiiiiiiiiie, 14
2.3. Fuzzy reasoning in fuzzy deciSion tree.............ccovvviiiiniiniiniinnennnnn. 15
PR T €15 1 1< (o0 1S 21 () 4 S 18
2.5(a). The membership functions of temperature.................................. 20
2.5(b). The membership functions of humidity.................cccoeeeviiiiiinn... 20
2.6. The basic steps Of GA... ..ottt 21
2.7. The total credit of each rule..............cooiiiiiii 23
2.8. Pruned fuzzy decision tree............oilim.ciiiiiiiiiiii e 23
2.9. Steps in GA based fuzzy ID3 methed..o..cs....ooooiiiiii 24
3.1. The log-file table....oi. .. B immmrrmrmms - ookt 27
3.2. The consumer table. . ... i et e 27
3.3. The metadata table.............oooiiiiiiii i 29
3.4. The web log-file data............ccooiiiiiiiiii e 29
3.5. The class distribution of the web log-file data.............................. 31
3.6. Statistical analysis of the data repeated................ccoovveiiiiiiiiiiiin.ns 31
3.7. The probability of each class.............cooiiiiiiiiiii 32
4.1, Program interface.........oouiiuiiniiiiiit e 42
4.2. The result of classifying...........coooiiiiiiiiii 43
4.3, The rule credits. .. ..ouiuini i 43
4.4, Therule table...... .o 44
4.5. The membership functions of Age.........c.ooviiiiiiiiiiiiiiiiiiiiiieenn.. 46
4.6. The membership functions of Spend time.............c..cccoooiiiiiiiiii... 46

vi



Table

Table

Table

Table

Table

Table

Table

Table

Table

!—1

< BE 5= 5 = 2 B =

List of Tables

A small training Set........ooeiiiiii e 9
A small training set with fuzzy representation..........................ee... 10
Details of the attributes..............ooiiiiiiiiiiiiiie, 30
Summary of the databases employed...............ccoiviiiiiiiiiinn... 36
Performance of the rule-base on different data sets.......................... 37
Comparison of the accuracy rates.............cooeviiiiiiiiiniiiiienennnnn.. 39
Comparison of the number of the rules..................coc 40
The best performance COmMPAariSON...........c.evvivriiiiiniiniiinianeennannn, 41
Linguistic values of the attributes..itu. ........ccooiiiii i 45

vii



Chapter 1. Introduction

1.1. Research Background

Learning is an essential component of any intelligent system, whether human,
animal, or machine. Without learning, systems are unable to profit from their
experience or to adapt to changing conditions. Simply recording experiences is
usually not sufficient, as subsequent experiences may differ slightly and so any direct

association between the experience and the effect may not be of any use.

Machine learning is an area  of, attificial intelligence involving developing
techniques to allow computers-to““learn.” More specifically, machine learning is a
method for creating computer programs by-the analysis of data sets, rather than the
intuition of engineers. These systems' often generate knowledge in the form of
decision trees [1], [2] which are able to solve difficult problems of practical

importance.

Machine learning is a two-step process, which finds the common properties
among a set of examples in a database and classifies them into different classes,
according to a classification model as shown in Fig. 1.1. In the first step, training data
are analyzed by classification algorithm then it is represented in the form of
classification rules, decision tree, or mathematical formulae. In the second step,
testing data are used to estimate the accuracy of the classification rules. If the

accuracy is considered acceptable, the rules can be applied to the classification of new



data examples for which the class label is not known.

_ S
=V e
ES '
% |:> Classification Classification
algori Classification | — ™ accuracy
Training data algorithm o

Fig. 1.1. The machine learning process.

Machine learning algorithms can be categorized in several ways. Most
importantly they are divided into supervised and unsupervised algorithms [3]. The
supervised learning algorithm is told«to which ¢lass each training example belongs. In
case where there is no a priori knowledge of classes, supervised learning can be still
applied if the data has a natural cluster structure. Then a clustering algorithm [3] has
to be run first to reveal these nattiral groupings. In unsupervised learning, the system
learns the classes on its own. This type of learning learns the classification by

searching trough common properties of the data.

There are many ways to acquire automatically knowledge. Decision tree
induction has been widely used in extracting knowledge from feature-based examples
for classification. A decision tree based classification method is a supervised learning
method that constructs decision trees from a set of examples. The quality of a tree
depends on both the classification accuracy and the size of the tree. One of the most
significant developments in the fundamental decision three algorithms is the 1D3
algorithm, which is a popular and efficient method of making a decision tree for

classification from discrete data without much computation.



ID3 stands for “Iterative Dichotomizer (version) 3,” and is a decision tree
induction algorithm, developed by Quinlan [4], and later versions include C4.5 [5]
and C5.0 [6]. In the ID3 approach, we make use of the labeled examples and
determine how features might be examined in sequence until all the labeled examples

have been classified correctly. But, there exist two major difficulties in ID3 algorithm.

1) 1ID3 requires features to have discrete values, so it is not able to deal with
continuous data, which serious limits the range of its applications.
2) ID3 algorithm is suitable for crisp partition. In order to obtain fuzzy

partition, the result needs to be fuzzified.

ID3 algorithm does not directly deal with continuous data. If the attributes are
continuous, the algorithms must be.integrated with a discretization algorithm [7], [8]
that transforms them into several intervals,-but these decision trees are not easy to
understand. Furthermore, most knowledge associated with human’s thinking and
perception has imprecision and uncertainty. On the basis of the above description, the
fuzzy version of ID3 based on minimum fuzzy entropy was proposed. Investigations

to fuzzy ID3 could be found in [1] and [9]-[17].

1.2. Motivation

Umano [9] and Janikow [1] have proposed Fuzzy ID3 algorithm which is tightly
connected with characteristic features of the ID3 algorithm and is extended to apply to
fuzzy sets of attributes and generates a fuzzy decision tree using fuzzy sets defined by
a user for continuous attributes. For feature ranking, ID3 algorithm selects the feature

based on the maximum information gain, which is computed by the probability of
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training data, but Fuzzy ID3 by the probability of membership values for the training

data.

Fuzzy ID3 is a typical algorithm of fuzzy decision tree induction, and from
Fuzzy ID3, one can extract a set of fuzzy rules, which possess many advantage such
as simplicity of the rules, moderate computational effort, and easy manipulation of
fuzzy reasoning. But Fuzzy ID3 algorithm can only deal with continuous data and it is

often criticized to result in poor learning accuracy.

In this thesis, we propose an algorithm to generate a fuzzy decision tree, which
can accept continuous, discrete, or mixed-mode data sets [7], [8] using fuzzy sets and
it is tuned by genetic algorithm [18]. Furthermore; we propose a method to prune the
rule-base and re-tune the fuzzy sets again to improve the accuracy still by genetic
algorithm. We can directly classify:mixed-mode data by our proposed fuzzy ID3
schemes and achieves high accuracy tate due to the genetic tuning algorithm. For
many famous data sets, we use the two-fold cross-validation procedure to estimate the
classification accuracy. Finally, we analyze a website log-file data set using our
algorithm to acquire effective rule that helps web master maintain and improve the

website.

1.3. Thesis Outline

The organization of this thesis is structured as follows. Chapter 1 introduces the
role of machine learning and the motivation of this research is explained. In Chapter 2,
the attribute types will first be described. Then we introduce genetic algorithm based

fuzzy ID3 method for mixed-mode attributes learning problem, and give an example

4



for comprehensibility. Chapter 3 describes the web log-file mining system, which
consists of data-preparation engine, classification algorithm, and data analysis. The
data preparation engine is designed for data clearing and removes all of redundancy in
log-file database. Then genetic algorithm based fuzzy ID3 method is used to classify
the web log-file. The data analysis is to summarize the database via a set of fuzzy
rules found. For Chapter 4, the experiment of computer simulations on some famous
data sets and web-log file are conducted and compared to C5.0. Finally, conclusion is

presented in Chapter 5.



Chapter 2. Genetic Algorithm Based Fuzzy ID3 Method

2.1. Mixed-Mode Attributes Learning

An example is characterized by a set of attributes. The values of these attributes

can be categorized roughly in two types:

1) Continuous attribute: Continuous attributes have a proximity relation
between them. For example, a man with height 7 feet is closely related to
another person whose height,is 6 feet 11 inches. So for continuous
attributes, we can extract some selationship between the examples by
analyzing their distances.

2) Discrete attributes: Discrete ‘attributes are nonnumeric and are unsuitable
for proximity distance based analysis. For example, a man’s occupation is
teacher, public servant or engineer that cannot be instead of ordinal

number here.

All operands are considered continuous in our implementation. There are two
ways to perform numerization of discrete attributes [19]. One method is to map the
values of a discrete attribute to integers, so that the attribute can be considered as
continuous inside our method. For example, if an attribute can take three possible
values, then these discrete values are mapped into a set of integers, i.e., {0, 1, 2}. The
disadvantage of this approach, however, lies in the fact that it imposes an order that

does not exist in the original data. Another method is to divide a discrete attribute into



n binary attributes, which is called “binarization,” if there are n possible values
(here, n > 2), with 0/1 representing the absence/presence of each value. This method
overcomes the shortcomings of the first-integer approach, but will generate a large set

of derived attributes if n is large. In this thesis, we use the binarization approach.

Our algorithm is designed to handle both continuous and discrete attributes. It
combines the methods of ID3 [4] and fuzzy ID3 [9]. In other words, we can say that
ID3 is a special case of our proposed Fuzzy ID3. In the traditional fuzzy ID3
algorithm, the fuzzy sets of all continuous attributes and the threshold values of leaf
condition are user defined. But we cannot easily obtain the best solution of these
parameters. Choosing these parameters is a decisive factor for good classification
performance. In this thesis, we introduce genetie algorithm [18] to find out an optimal
solution of the parameters of fuzzy ID3 algerithm-that would greatly improve the
learning accuracy of the decision tree. But.the-discrete attributes are divided into crisp
sets, thus they have no membership-functions:When deal with discrete attributes, our

method is similarly to ID3. The details are described in the following sections.

2.2. Feature Ranking

The order of features to construct the decision tree is an important issue to be
investigated. The process to decide the order of features is called the Feature Ranking
problem [9], [20], [21]. The feature ranking step is optional as we can use any
arbitrary order of the features, but it is an important step because it will determine the
size of the tree. With a good feature ranking, important features will be considered in
the higher levels of the tree and can construct the decision tree in an efficient and

accurate manners.



In fuzzy ID3 algorithm, we assign each example a unit membership value.
Assume that we have a training set D, where each example has [ continuous
features A;, A,, ..., A; and n decision classes C;, Cs,..., C, and m fuzzy
sets Fiy, Fly,..., F}, for the feature A;. Let D to be a fuzzy subset in D
whose decision class is O} and |D| the sum of the membership values in a fuzzy

set of data D.

The information gain G(A;, D) for the attribute A; by a fuzzy set of data D is

defined by

G(A;, D) =1(D) — E(Ai, D) 2.1)
For the training set, class membership is known for all the examples. Therefore, the
initial entropy for the system consisting of membership values of D labeled

examples can be expressed as

m

I(D) = = 3~ (px=loghpi)

= : (2.2)
where
D%
Pk :W- (2.3)
Weighting the entropy of each branch by its population can be written as
E(Ai, D) = Zl(Pij -I(Dr)) (2.4)
J:
where
Dy
Pij == (2.5)
> |Dy |
=1

We will calculate the information gains G(Ai, D) and decide the order of features

from the top to the bottom by decreasing G(Ai, D) gradually.



Now, we will make use of a small training set to illustrate our learning process.
The small training set is shown in Table 1. The data set is a mixed-mode data [7], [8],
and there are four attributes, namely outlook, temperature, humidity, and wind. The
decision classes are don't play golf and play golf. In this example, the fuzzy sets of the
continuous attributes are defined by genetic algorithm [18] that we will describe in the

following section. The small training set with fuzzy representation is shown in Table

I1.
TABLE I
A SMALL TRAINING SET

ID class outlook |temperature| humidity windy H

1 don't play |  sunny (13 95 false 1

2 play sunny 69 70 false 1

3 play rain 13 80 false 1

4 play SUnny 75 70 true 1

5 play overcdast 12 90 true 1

6 play overcast 81 75 false 1

7 don't play rain 71 80 true 1

TABLE 1I
A SMALL TRAINING SET WITH FUZZY REPRESENTATION
outlook temperature | humidity windy
ID | class H
sunny |overcast| rain | low | high | low | high | false | true

1 |don't play| 1 0 0 10.545/0.962(0.068|0.975| 1 0 1
2| play 1 0 0 10.159]0.270{0.959| 0 1 0 1
3| play 0 0 1 0 ]0.567[0.752|0.034| 1 0 1
4 | play 1 0 0 0 ]0.567{0.959| O 0 1 1
5| play 0 1 0 ]0.545[0.962(0.198|0.774| 0 1 1
6 | play 0 1 0 0 0 10.973(0.002| 1 0 1
7 |don't play| 0 0 1 10.995(0.769(0.75210.034| 0 1 1




=2 and |D%w| =5, we have

Since we have |D| =7, D%t siay

2. 2 5 5
I(D)=-21og, 2 —21og, >
(D) - log, =~ = log,

=0.8631.

For outlook, we have

— don't play play .
|Doutlook,sunny| —39 | (mtlook,sunny| =1, | m1,tlook,sunny| _2’
and I(Doutlook,sunny> =0.91 83,
_ don't play . play _
|D0utlook,overcast ’ =2 ’ outlook,overcast! 0, | outlook,overcast! 2,

and I(Doutloohovercast) :O;

_ don't play | __ play -
|D0utlook,ra7,n| =2, |Doutlook,r(ujn| =1, |D0utlook77’a7jn| =1,

and I(Doutlook,r(zin) =1.

Now we can calculate the expected information.after testing by the outlook as

E(outlook, D) :%x0.9183+%x0+%x1

=0.6793.
For temperature, we have

|Dtempera,tu7*e,lmu| :22449 |Dd0n/t play | :1545 |Dplay | :07043

temperature,low temperature,low

and I(Dtmnpemture,low) = 08974,

_ don't play . play _
| Dicmperature nign] =4.097, | Dient 2t | =1T31, [DESY ] =236,
and I(Dtemperature,high) =0.9826;

E(temperature, D) =0.9524.
For humidity, we have
_ don't play . play _
|Dhumidity,low| =4.661, |Dhumid7ﬁty,low| =0.82, |Dhumidity,low| =3.841,

and I(Dhumidz’ty,lmu) :06711,

_ don't play . play .
|Dhumzdzty7hzgh| —1819, ’Dhumidity,hz'gh’ —1009, |Dhumidz’ty,high| —081,

10



and I(Dhumidity,high) = 09913,
E(humidity, D) =0.7610.
For windy, we have

. don't play | __ play .
|Dwmdy,false| =4, | windy,fa,lse| =1, |Dwmdy.,falsc| =3,

and I(Dwz'ndy,fa,lse) =0.81 13,

3, ’ don't play,zl’ ‘ play

|Dwindy,true| = windy,true wi71dy,true| =%

and I(Dindy true) =0.9183;
E(windy, D) =0.8572.
Thus we have the information gain for the attribute outlook as
G (outlook, D) = I(D) — E(outlook, D)
=0.8631—0.6793
=0.1838.
By similar analysis for temperature, humidity and windy, we have
G(temperature, D) =—0.0893, G(humidity, D) =0.1021,

and G(windy, D) =0.0059.

Now we assign the order of features from the top to bottom by decreasing G(A;, D)

gradually. Then the order of features is {outlook, humidity, windy, temperature}.

2.3. Tree Construction

Here the algorithm to generate a fuzzy decision tree [1], [2] is shown in the

following:

11



1)

2)

3)

4)

Generate the root node and select the most important feature by the result
of feature ranking. Let all examples with the membership value 1.

Ifanode ¢t with a fuzzy set of data D satisfies the following conditions:
(1) The proportion of a data set of a class ('}, is greater than or equal to

a threshold 6., that is,

%,

D] ~ r, (2.6)
(2) The number of a data set is less than a threshold 6, that is,

D| < 6,, 2.7)

(3 ) There are no attributes for more classifications,

DN
then it is a leaf node, and wée recotdithe certainties ——=— of the node.

D]

If it does not satisfy the above conditions, it is not a leaf node, and the

branch node is generated as-follows:

3.1) Divide D into fuzzy subsets “D;, D,,..., D,, according to the
feature A; that will generate son nodes, where the membership
value of example in D; is the product of the membership value in
D and the value of F;; of the value of A; in D.

3.2) Generate new node ty, t9,..., t,, for fuzzy subsets
Dy, D,,..., D,, and label the fuzzy sets Fj; to edges that connect
between the nodes t; and ¢.

3.3) Select the next feature for generating the son nodes by the result of
feature ranking.

Replace D by D; (j=1, 2,..., m) and repeat from step 2 ) recursively

until the destination of all path are leaf nodes.

12



In general, for continuous attributes, the number of linguistic terms is equal the

number of the classes. To improve the accuracy, we can increase the number of

linguistic terms for attributes and tuning the membership functions of these terms, but

that will result in the increase of the number of extracted fuzzy rules. Now we have a

part of decision tree as shown in Fig. 2.1. We apply the same process to construct

decision tree until it hold the leaf conditions (1), (2), and (3) in the step 2 ) of the

algorithm. For this data, we have the fuzzy decision tree as shown in Fig. 2.2.

ID class  O. T. H W

don't sunny 72 95 false
play sunny 69 70 false
play  rain 75 80 false
play sunny 75 70 true
play_overcast 72 90 true
play ‘oveicast 81 75 false

D - R i R SR )

don't ‘rain 71 80 true

—_ e = o e o m

outlook: sunny: overcast rain
ID class  O. T. H W u ID-class” O. T H W u ID class  O. T H W. u
1 don't sunny 72 95 false "1 1 don't sunny 72 95 false 0 1 don't sunny 72 95 false 0
2 play sunny 69 70 false 1 2 play sunny 69 70 false 0 2 play sunny 69 70 false 0
3 play rain 75 80 false 0 3 play rain 75 80 false O 3 play rain 75 80 false 1
4 play sunny 75 70 true 1 4 play sunny 75 70 true 0 4 play sunny 75 70 true 0
5 play overcast 72 90 true 0 5 play overcast 72 90 true 1 5 play overcast 72 90 true 0
6 play overcast 81 75 false 0 6 play overcast 81 75 false 1 6 play overcast 81 75 false 0
7 don't rain 71 80 true O 7 don't rain 71 80 true 0 7 don't rain 71 80 true 1

C s - ~
humidity: low high lDlell I =1>60, - ~

ID class  O. T H W

u

ID class  O. T H W u

don't sunny 72 95 false 0.068
play sunny 69 70 faise 0.959

play  rain 75 80 faise

play overcast 72 90 true

play overcast 81 75 false

1
2
3
4 play sunny 75 70 true 0.959
5
6
7

don't rain 71 80 true

0

0
0
0

don't sunny 72 95 false 0.975
play sunny 69 70 false 0
play  rain 75 80 false

play overcast 72 90 true

1
2
3
4 play sunny 75 70 true
5
6 play overcast 81 75 false
7

o o © o o

don't rain 71 80 true

‘DCPWI/‘ _

= 0.966 > 0,

C s
| D don't play|
T_1>9r

Fig. 2.1. Generated sub-tree.
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outlook:

humidity:

windy:

2.4. Reasoning Mechanism of Fuzzy Decision Tree

low

sunny

leaf node

don’t play=0.034
play=0.966

Fig. 2.2. Fuzzy decision tree for Table II.

high

leaf node

don’t play=1
play=0

root

overcast

leaf node

rain

don’t play=0
play=1
low high
false true false true
leaf node leaf node leaf node leaf node
don’t play=0 don’t play=1 don’t play=0 don’t play=1
play=1 play=0 play=1 play=0

After generating the fuzzy decision tree, we need a mechanism to test the

classification of training examples or to predict the classification of novel examples.

At all the leaf nodes, we have recorded the certainties of each class

|D

—|, then the

D]

reasoning by fuzzy decision tree can be converted into that by a set of fuzzy rules. For

example, the fuzzy rule extracted from this node can be describe as

IF outlook is sunny AND humidity is low

THEN don’t play with certainty 0.034 and play with certainty 0.966.

For a generated fuzzy decision tree, each connection from root to leaf is called a

path. There are one or more membership values on a path, because a continuous

14




attribute value has a membership value according to the corresponding membership

function. Assume that the generated fuzzy decision tree contains r leaf nodes, and n

decision class. A mechanism commonly used for determining the example e is

described as follows:

1) For each ¢ (1 <i<r), the certainty of class j of the leaf node i

multiplied by the membership values which are on the path ¢. Sum the r

terms to get P(j) which is the possibility of the class j.

2) Repeat from step 1) for each j (1 < j <n) such that all the P(j) have
been computed.
3) The example e is assigned to the class which has the maximum value in
step 2).
outlook: 0 sunny 0" overcast rain 1
leaf node
don’t play=0
play=1
humidity: 0.752 low high 0.034 0.752 low high 0.034
leaf node leaf node
don’t play=0.034 don’t play=1
play=0.966 play=0
windy: 0 false true 1 0 false true 1
leaf node leaf node leaf node leaf node
don’t play=0 don’t play=1 don’t play=0 don’t play=1
play=1 play=0 play=1 play=0
Fig. 2.3. Fuzzy reasoning in fuzzy decision tree.

An illustration is shown in Fig. 2.3, where the 7-th example of Table I been

tested by the rule-base. Thus we can use these 7 rules to classify the 7-th example of

Table I as follows:
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P(don't play)
= 0x0.752x0.034 + 0x0.034x1 + 0x0 + 1x0.752x0x0 + 1x0.752x1x1 + 1x0.034x
0x0 + 1x0.034x1x]1
=10.7860,
Pplay)
= 0x0.752%0.966 + 0x0.034x0 + 0x1 + 1x0.752x0x1 + 1x0.752x1x0 + 1x0.034x
Ox1 + 1x0.034x1x0

=0.

The 7-th example is assigned to class don’t play because P(don't play) is the
maximum. Note that we use all rules to classify an example but not just depend on a

single rule.

2.5. Genetic Algorithm for Fuzzy ID3 -Method

From the description above, 6,, 6,,, and the membership functions of all the
continuous features of Fuzzy ID3 algorithm are defined by a user. A good selection of
fuzzy rule-base, 6,, 60,, and the membership functions are best matched to the
database to be processed, would greatly improve the accuracy of the decision tree. To
this end, any optimization algorithms seem appropriate for this purpose. In particular,
genetic algorithm (GA) based scheme is highly recommended since a gradient
computation for conventional optimization approach is usually not feasible for a
decision tree. This is because condition-based decision path is nonlinear in nature, and
hence its gradient is not defined. Now we will introduce GA to search best 6,, 6,
and the membership functions of all the continuous features for the design of Fuzzy

ID3.
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GA is adaptive heuristic search method that may be used to solve all kinds of
complex search and optimization problems. GA is based on the evolutionary ideas of
natural selection and genetic processes of biological organisms. As the natural
populations evolve according to the principles of natural selection and “survival of the
fittest,” first laid down by Darwin, so by simulating this process, GA is able to evolve
solutions to real-world problems, if it has been suitably encoded. GA is often capable
of finding optimal solutions even in the most complex of search spaces or at least it
offers significant benefits over other search and optimization techniques. A typical GA
operates on a population of solutions within the search space. The search space
represents all the possible solutions that can be obtained for the given problem and is
usually very complex or even infinite. Every point of the search space is one of the
possible solutions and therefore the aim of the GA is to find an optimal point or at

least come as close to it as possible.

GA is typically implemented as a.computer simulation in which a population of
chromosomes of individuals to an optimization problem evolves toward better
solutions. Traditionally, solutions are represented in binary as strings of Os and 1s, but
different encodings are also possible. In this thesis, we use 6-bits to represent a
parameter. The membership function of each sub-attribute is assumed to be

Gaussian-type and given by

(x—M)Q)

m(x) = exp (— 552

(2.8)
where x is the corresponding feature value of the example with mean p and

standard deviation o. Thus for each membership function, we have two parameters

u and o to tune.
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For example, assume we have a data set, which has 4 continuous attributes and 3
classes such that there are 12 membership functions. Each membership function has 2
parameters and there are 2 thresholds of leaf condition in addition. Thus we have 26
parameters to be tuned, and the length of a binary chromosome is 156. The GA
consists of three genetic operators: reproduction, crossover, and mutation as shown in

Fig. 2.4.

000000000000 = 000000000000 —
A

001011101000

|
Reproduction i Crossover » 000111111111
|
101100011110 i
I
|

Mutation

i
v |
111111111111 = 111111111111 — i

v
011111101011 000111111101

New individual
Population

Fig. 2.4. Genetic operators.

Reproduction is a process in which potential chromosomes (chromosomes with
higher fitness value) of the population are copied into a mating pool depending on
their fitness function values. To minimize the rule number and maximize the accuracy,
let the fitness function

f = 100((100(A; — Ayorsr))2/100 + (Rur/ R2)), 2.9)
where A; is the learning accuracy of the individual i, and Ayorst is the worst
learning accuracy of all individuals. R,,, is the average number of the rules of all

individuals, and R; is the number of the rules of the individual <.
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Crossover operation produces offspring by exchanging information between two
potential chromosomes selected randomly from the mating pool generated by the
reproduction process. For example, consider two chromosomes a = 000000000000
and b = 111111111111 of length 12 selected randomly from the mating pool. A
random position 3 is selected for crossing over. After crossover, the two chromosomes

area= 000111111111 and b = 111000000000.

Mutation is an occasional alteration of a random bit. A random bit of a randomly
selected chromosome in the population is selected and the bit value is reversed. For
example, consider a chromosome a = 000111111111 of length 12 generated by
crossover process. A random bit 11 is selected for mutating. After mutation, the
chromosome is a = 000111111101:Mutation that'helps to find an optimal solution to
the given problem more reliably,'as it prevents -GA from finishing the search

prematurely with a sub-optimal solution.

After GA, the system will generate Gaussian-type membership functions base
on i and o, which represent mean and variance respectively. The membership
functions of each attribute for the small training set as shown in Table I are illustrated
in Fig. 2.5, and we get 0, = 7.4286 x 10!, and 6,, = 1.0000 x 10~3. Note that the
discrete attributes have no membership functions. Fig. 2.6 gives a schematic

description of the basic structure of GA.
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Fig. 2.5.

(b)

The membership functions of each attribute for the small training set. (a)

The membership functions of temperature. (b) The membership functions of Aumidity.
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Fig. 2.6. The basic steps of GA.
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2.6. Rule Pruning

We have used GA to improve the accuracy of the classification task and decrease
the rule number as well. But it is possible that there are still some redundant rules in
our rule-base. Thus, a simple but effective scheme for rule minimization is described

as follows:

1) When an example is classified, we maintain the production value of the
membership values and the certainty of each class. For example, P;(j) is
represented that the possibility of the class j estimated by the rule <.

2) For each j (1 <j<mn), Pi(j) corresponding to the correct class label of
the example gets positive'sign and others get negative sign. For example, if
the example is class l-such as P;(1) is,positive and others (F5(2), ...) are
negative.

3) Sum the possibilities of all:the classes estimated by the rule i (P;(1),
P,(2), ...) then we get the credit of the rule ¢ for classifying this example.

4) Consider the next test example and repeat from step 1 ) until all the test
examples are estimated by rule i and we will get the total credit of rule <.

5) Repeat from step 1) for each ¢ (1 <7 <r) such that the total credit of all
the rules have been computed.

6 ) Remove the redundant rules whose total credit is less than a threshold.

For example, after we getting the total credit of each rule of the small training set
as shown in Table I, we sort and plot the total credit of all rules as shown in Fig. 2.7.
We find that after about the 5-th rule, the slope takes a sudden turn and slides down

rapidly. It means that the 6-th and 7-th rules may be bad or redundant rules. Hence we
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can select a threshold between 0.034 and 0.752 then the redundant rules would be

removed. The Pruned fuzzy decision tree of the small training set as shown in Table I

is shown in Fig. 2.8, and the entire process of our method is schematized in Fig. 2.9.

0054 0.034
1 2 3 4 5 B rule id
root
outlook: sunny overcast rain
leaf node
don’t play=0
play=1
humidity: low high low
leaf node leaf node
don’t play=0.034 don’t play=1
play=0.966 play=0
windy: false true
leaf node leaf node
don’t play=0 don’t play=1
play=1 play=0

Fig. 2.8. Pruned fuzzy decision tree.
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GA terminate?
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y

Prune the rule-base -

y
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original rule-base

l
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acceptable?

Fig. 2.9. Steps in GA based fuzzy ID3 method.
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Chapter 3. Web Log-File Classification

3.1. Introduction to Web-Mining

In the past ten years, the internet has changed a lot, and becomes close related to
our daily life. According to the need of human being, the model of internet is more
and more completed. Through the internet, people can get any information from the
website, and exchange mutual information via internet. Because of convenience and
unlimited cyberspace properties, the internet create a new business model
“e-commerce” that changed the traditional .business model. If people want to buy or
sell something through internet, they can‘get.information on virtual website and need
not any actual store. It is an initiative to change the traditional business world. When
people connect to website, the web serverwould record IP of the user, the background
of the user, visited web pages, visited time, etc. in its log-file. The format of log-file is
detailed specification of W3C referred in [22] and [23]. The web server kept of all
consumers’ transactions and records. Hence, the log-file becomes very large through
day’s recording day in day out. How to extract important regularity or domain
knowledge hidden behind the log-file is important to the enterprise for improving

their content services to the potential users.

3.2. Data Preparation

The data mining system [3] is to extract efficient information form web log-file.

We have to transfer the original log-file to some special format suitable for the
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database in this system. We selected the Microsoft Access 2000, a relational database,
to be the log-file database format. When converted the log-file from text file to Access
database file, the attributes (fields) of log-file must be defined. The definition of fields

are shown as follows:

e from ip: where the consumer came from.

e date: the date that consumer login website.

e time: the time that consumer login website.

e status: the HTTP status code returned to the client.

e dest: the hyperlinks that consumer clicked.

After the converting above, Fig. 3.1 is the log-file table. The consumer table is
the basic characteristics of members of the website: The definition of fields in the

consumer table are shown as follows:

e fromip: the IP of the consumer.

e name: the consumer’s name.

e sex: the sex of the consumer.

e age: the age of the consumer.

e cducation: the education level of the consumer.
e occupation: the occupation of the consumer.

e income: the total income in a year.

Fig. 3.2 is the table of consumers. The log-file table and the consumer table are
two important elements of web log-file mining system. The consumer table provides

the basic personal information about a consumer. The log-file table registers the in
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and out of website’s pages, whose records will be utilized for analysis later.

Microsoft Access - [logfilel - FH&]

BEO #HE BRD BAD BRO BHE TED ®REW HHO
E-Haelv ELEL TR X B a0,

primarykey |  fromip | date | time | hostame| hastip | statusl | statis? | status? | statust | statnsS | method| dest
[ b | 1401226542 | 2000414 b 12.06:11 BAS® (140112110237 | 1016) 401 35014) 200 0/GET |/oldbookAefanltasp
[ 21401226542 | 200044 H4F 120612 BASS 140112110237 04 507 37007 200 0 GET |/Aldbookimagesthead jpg
[ 31401226542 | 200014 b4F 120612 BASS  140.112.110.237 16 508 4516 200 0/GET |/ildbookfimagestnews] . gif
[ 41401226542 | 2000/14) F9F 1206:12 BASS  140.112.110.237 0 511 3780 300 0/ GET |/oMbooksimagesipuestion. gif
[ 51401326542 | 200014 F4F 1206:12 BASS  140.112.110.237 15 506 3083 200 0 GET |/nldbooksimagesthuy gif
[ 61401226542 | 200014 F9F 120612 BASS  140.112.110.237 16 510/ 3834 200 0/ GET |/ldbooksimagesimessage. gif
[ 71401226542 | 200014 F4F 120613 BASS  140.112.110.227 0 507 3052 200 0 GET |/oldbooksimagesisell gif
[ 31401226542 | 200014 F9F 120613 BASS  140.112.110.237 78 506 2108 200 0 GET |/oldbookfimagesidat gif
[ 9140.122.6542 | 200014 L4F 120616 BASS 140112110227 141 508 18523 200 0/ GET |/oldbooksimagesimainl jpg
[ 101401226542 | 200014 EF 120622 BASS  140.112.110.227 15 500/ 1773 200 0/ GET | /olbooksback gif
[ 111401226542 | 2000414 EF 120622 BASS  140.112.110.227 16 509 14762 200 0/ GET |/ldbooksimagestbotiom gif
[ 12/16338.1.130 | 2000/14) b4 120652 BASS  |140.112.110.337 16 507 875 200 0/ GET |/Defaultasp
N 12/16238.1.130 | 2000/14 b4 120652 BASS  |140.112.110.337 0 151 1375 3200 0 GET | Mefaultl.asp
[ 14/16338.1.130 | 2000/14 b9 1206:52 BASS | 140.112.110.337 0 454 141 304 0/GET | /bannerhtm
[ 1516228.1.130 | 2000/14 b4 120652 BASS | 140.112.110.337 D 406 1303 200 0 GET | Mefaultl.asp
[ 16/16228.1.130 | 2000/14 b4 120653 BASS | 140.112.110.337 16 464 141 304 0 GET | /banmer gif
[ 17/16228.1.130 | 2000/14 b4 120653 BASS | 140.112.110.237 D 468 141 304 0 GET | /gethlman gif
[ 18/16228.1.130 | 2000/14 b4F 120653 BASS | 140.112.110.337 D 454 141 304 0/GET |/home.jpg
[ 19163281130 | 200044 b4 120653 BASS 140113110237 0 4563 141 304 0 GET |fica JPCH
[ 20163381130 2000/14 b4 12.06:53 BASS  140.112.110237 D 454 141 304 0 GET |Aemp.JPG
[ 21163381130 2000/14 b4F 120700 BAZS  140.112.110237 D 575 783 200 0/GET | /mobileMefaultasp
[ 72 16338.1.130 | 3000/14 B 120700 BARS  140.112.110237 0 160 1323 200 0 GET |/mobile/defaulttnp asp
[ 23163381130 2000/14 b4 120700 BASS 140112110237 | 141 162 8520 200 0 GET |/mobile/defaultright asp
[ 24 16338.1.130 | 200014 F4F 120700 BASS  140.112.110.237 15 433 1255 200 0 GET |/mobile/defaultinp asp
[ 25 16338.1.130 | 200014 F4F 120700 BASS  140.112.110237 31 435 8462 200 0 GET |/mobile/defaultright asp
[ 26 16328.1.130 | 2000/14 b4 120700 BASS  140.112.110.237 0 487 141 304 0 GET | /mobilefimagesthack. gif
[ 27163381130 200014 F4F 120701 BASS  140.112.110.237 0 488 141 304 0 GET |/mobilefmages/phone gif
[ 26163281130 | 2000414 E4F 120701 BASS 140112110227 15 482 141 304 0 GET | /mobile/back gif
[ 79/163.38.1.130 | 200014 bF 120701 BASS  140.112.110.237 0 489 140 304 0/ GET |/mobileimagesbuy. gif

30/163.38.1.130  2000/14 F<F 120701 BASS  140.112.110.237 0 483 141 304 0 GET | /mobile/buyl gif

Figs3:1. The log-file table.

Microsoft Access - [users : ErElEk]

BEE &EE R0 BAD B0 NHE TAD S0 S

27

E-HSky &8 5 2LEL TR R Bl ).
prikey | fromip | name | wx | am | education | occupation | income | age_no

- 1120223192248 W oman 22 University Stodent Below 20K 0.536585365054
] 2139.175.102.11 W omsan 23 Undversity Stodent Below 20K 0.56097 56097560
- 3130175107 235 Man 24 Zendor high school | Bervice fndustor 20E-40KE 0.585365853059
- 413017510752 Man 20 Mndversity Stodent Below 20K 0.437204873040
- 5130175117156 W omsn 19 University Stodent Below 20K 0.463414634 146
- 613017513515 Man 16 Bendor high school | Stodent Below 20K 0.39024 30024 30
] 713917515011 Man 15 Bendor high school | Stodent Below 20K 0.365353053537
- 9130175155163 W omsn 20 Bendor high school | Bervice fndustor 20E-40KE 0.437304873049
- 0130175150253 W oman 22 Bendor high school | Service industry 20E-40KE 0.536585365054
- 10139175 164 53 W omsn 24 Mndversity Stodent Below 20K 0.585365853659
- 11 139.175.166.15 Man 20 M3THD Stodent Below 20K 0707317073171
] 12 138.175.192.152 W omsan 30 Undversity Public official AOE-30K 0731707317072
- 13139.175.192.193 Man 32 Undversity Tnformetion industry S0E-100E 0.7304537304873
- 14 130175192231 Man 25 Tniversity Infommetion industry  S0K-100K 0.600756007561
- 15139175194 216 W omsan 26 Bendor high school | Bervice fndustor A0E-60KE 0.634146341463
- 16 1301752026 Man 35 Bendor high school | Finance indvstry 40E-60K 0.853658536585
] 17 138.175 220,190 W omsan 37 Undversity Tnformetion industry | S0E-100E 0.902433024 350
- 18139175232 5 W omsn 17 Bendor high school | Stodent Below 20K 0414634146341
- 19130175223 190 W oman 23 University Stodent Below 20K 0.56007 5600756
- 2013917523220 W omsan 19 Undversity Stodent Below 20K 0.463414634146
- 21 130175225323 W oman 25 Bendor high school | Service industry 40E-60K 0.600756007561
] 2213007523570 Man 21 Undversity Stodent Below 20K 0.512195121951
- 23139075508 W omsn 23 University Stodent Below 20K 0.56007 5600756
- 241301755485 W oman 25 Tniversity Public official AO0E-30K 0.600756007561
- 251381756872 W omsan 34 Undversity Bervice fndustor AOE-30K 0.5292632026383
- 261301757197 Man 32 University Public official AO0E-30K 0.7304537204878
] 27138075833 Man 26 M3THD Stodent Below 20K 0634146341463
- 28 13917582245 W omsn 33 Bendor high school | Finance tdvstry A0E-60KE 0.804873043730
- 20130175017 W oman 25 M3TFHD Stodent Below 20K 0.600756007561

30/139.17583.129 W omsan 23 Undversity Stodent Below 20K 0.536585365504

Fig. 3.2. The consumer table.




Web server will record the hyperlink pages that a consumer clicked. According to
the hyperlink pages we get six categories of products that include books, compact disk
(CD), computer, mobile, PDA, and electric commerce (EC). The metadata table as

shown in Fig. 3.3 provided the numeric of hyperlink pages.

Because the log-file data may be in a mess with useful and non-useful data, we
cannot use them in data mining algorithm directly. We will take out useful data by
transferring it to particular format according to database setting beforehand, and clean
out non-useful data. The major purpose of data cleaning is to reduce the redundancy
of log-file and to convert the text file into Access database type. Therefore, the
standard query language (SQL) can be applied to maintain the log-file database, such

as query, insert, update, and delete.

Compare the log-file table-withithe consumer table and find out the consumer’s
personal data such as sex, age,..., et¢:-Then.2604 examples of the web log-file data
will be generated, and as shown in Fig. 3.4. The web log-file data stores records
consisted of the log-file, consumer, and metadata tables, and the internal data may be
discrete or continuous data. To analyze the web log-file, the training sample table is
very important. It provides the information about the consumers’ sex, age, education
level, occupation, and total income in one year. It also provides consumers’ spending
time and favorite pages. The training samples table also helps us to explain the
behavior of consumers. Through the fuzzy sets of values of linguistic variable, GA

based fuzzy ID3 method will generate fuzzy inference rules.
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Microsoft Access - [metadata -

HHE]

BWEE F|EE RO HAD S0

ILERE) TR #Esdd R

B EH & & v i) 2l 2l | " ¥ R S e I
prikey | path | meno
- 100 fectimageslabelbf-7000 gif ec_swsteimn
- 101 fectimagesTlabeldsc1 100 gif ec_swsteimn
- 102 fectimagesTlabeldscB00 . zif ec_swsteimn
- 103 fecimageslabellw-725 sf ec_swsteimn
- 104 fecimagesTlabelweboam. gif ec_swsteimn
- 105 fecimageslogo. gif ec_swetemn
- 106 fectimagesfold book. gif oldbool_ by
- 107 fecfimagesphone gif mobile buar
- 108 fecfimnagesphonel . zif mobile b
- 109 fectirnagesfreconmend . gif ec_swstern
- 110 feciimagesizpace . zif ec_swstern
- 111 lecfimagesftemnp.ips ec_swatern
- 112 lecfimagesfistor. gif ec_swatern
- 113 Hawicon.dco swrztein
- 114 /zetklnan. zif swrztern
e 115 /home jpg mretern
- 116 #Heco JPG vetem
- 117 Amageso GIF system
] 118 Amgber. gif systemn
- 119 fmanager MANAZET
- 120 fmanagerDefanlt.asp TANSZET
- 121 | fmanagerfindex.asp TANSZET
- 122 fmanagerfmanage] asp TANSZEr
- 122 fmanagerfrecord asp TANSZEr
- 124 | fmanagerfrecord htm TANSZEr
- 125 ‘messagefaddreply.asp others
- 126 fmessgeffonum.asp others
- 127 fmesageffonim. htm others
- 128 ‘mesmgefindexasp others
- 129 ‘messagefreply.asp others
1320 fmobiledad dreplyr asp mobile info
Fig:3.3. |The metadata table.
Microsoft Access - [Training_all - %]
wRE REE HRE BAD #5 EER TR REW SHAH
- 3 &8kY glEl YR 4 K BE ).
ID | Class | =X | age | education | occupation | income | spend time
| 1 FDA Man 24 Zendor high school | Service dndustey 20K-40K 1
| 2 Computer Man 24 Senior high school Service dnd st 20K-40K 1
| 3 Mobile Man 32 METFHD Stodent Below 20K 0.17
| 4 Computer W oiman 22 University Stodent Below 20K 0.32
| S FDA Man 24| Benior high school | Service indvstry 20K-40K 1
L 6 PDA Man 25 METHD Stodent Below 20K 0.36
| 7 PDA Wioman 200 Undversity Student Below 20K 01z
L 8 Computer Man 20 University Stodent Below 20K 0.39
| 9 Book Man 24 Sendor high school | Service dnd sty 20K-40K 1
| 10/CD Man 22 University Stodent Below 20K 07
| 11 Book Man 24 Senior high school Service dnd st 20K-40K 1
| 12 Book Man 22 Undversity Student Below 20K 07
| 13 Book W orman 29 ME/FHD Information industry | B0K-100K 0.17
| 14/ FDA Man 25 ME/FHD Stodent Below 20K 0.3
L 15 Mobile T oan 30 University Finance industoy 40K-60K 007
| 16 Book Man 22 Undversity Student Below 20K 0.7
| 17 Book Man 25 MEFHD Stodent Below 20K 015
| 18/ Book Wormnan 29 ME/FHD Information industry | S0K-100K 017
| 19 Maobile WizmEn 22 Undversity Student Below 20K 0.06
| 20/ Book Man 22 University Student Below 20K 07
| 21| Book Man 24 ZBendor high school Service indunstoy 20K-40K 1
| 22 PDA Man 22 University Stodent Below 20K 07
| 22| Computer Wormnan 29 ME/FHD Finance tndustry A0K-60K 0.18
L 24 Book Wiomean 22 Undversity Student Below 20K 0.32
| 25/PD4 Man 22| University Stodent Below 20K 0.7
| 26| Book T oan 29 MEFHD Information industry | B0K-100K 0.17
| 27| Mabile Man 27 University Information industry | S0K-100K 0.08
| 28 PDA Man 24 ZBendor high school Service indunstoy 20K-40K 1
| 29| Computer Man 22 Tniversity Stodent Below 20E 07
30 PDA T ovan 23 University Stodent Below 20K 0.13

Fig. 3.4. The web log-file data.
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3.3. Data Analysis

The web log-file data with 2604 examples has six attributes and six classes
named books (class 1), CD (class 2), computer (class 3), mobile (class 4), PDA (class
5), and EC (class 6). There are two continuous attributes, and four discrete attributes,

as shown in Table III.

The class distribution of the web log-file data is shown in Fig. 3.5. The highest
proportion of the classes is “Books” (44%), and the lowest is “EC” (nearly 0%). Now,
we make the statistics of the repeated numbers of each example and the class
distribution of the examples as shown in Fig. 3.6. For example, the 14-th example is
the same with the 6-th example, and there are nihe examples in the training data the
same with this example. Among the nine examples, there are three class 1, three class
3, and three class 5. The probability-0f.class.1 of the nine examples is 0.33. The

probability of each class is shown in Fig. 3.7.

TABLE III

DETAILS OF THE ATTRIBUTES

Type Attribute Attribute range

Age (years old)|{15 - 41}

Continuous
Spend time {0.002227 - 1}

Sex {Man, Woman}

Education {Below junior, Junior, Senior, University, MS/PHD}
Discrete

Occupation {Student, Public, Finance, Service, Information}

Income {Below 20K, 20K-40K, 40K-60K, 60K-80K, 80K-100K}

30



0w 3 BC

593
23%
PDA
03 44% 1141
4%
Mohile Books
1%
446
Computer 13% 328
CD

Fig. 3.5. The class distribution of the web log-file data.

Mictosoft Access - [Table : B HEI%]

BEE REE WRO BAD BR0 BEER IROD REE) HEW

E-d &V BLZ %8 (4K BE- 0.
SRS | the same with # | repeat | classl | class? | class3 | classd | classS classh

L 1 1 15 3 3 3 1] 3 3
L 2 1 15 3 3 3 1} 3 3
L 3 3 3 1] 1] 1] 3 1] 0
L 4 4 9 3 3 3 1] 1] 0
L 5 1 15 3 3 3 1] 3 3
L 1] 1] 9 3 1] 3 1] 3 0
L 7 7 3 1] 1] 1] 1] 3 0
L a a 12 3 3 3 1] 3 0
L 9 1 15 3 3 3 1] 3 3
L 10 10 15 3 3 3 3 3 0
L 11 1 15 3 3 3 1] 3 3
| 12 10 15 3 3 3 3 3 0
L 13 13 3 3 1] 1] 1] 1] 0
L 14 1] 9 3 1] 3 1] 3 0
L 15 15 3 1] 1] 1] 3 1] 0
L 16 10 15 3 3 3 3 3 0
L 17 17 3 3 1] 1] 1] 1] 0
L 18 13 3 3 1] 1] 1] 1] 0
L 19 19 20 5 1] 1] 3 1] 0
L 20 10 15 3 3 3 3 3 0
L 21 1 15 3 3 3 1] 3 3
L 22 10 15 3 3 3 3 3 0
L 23 23 12 3 3 3 1] 3 0
L 24 4 9 3 3 3 1] 1] 0
L 25 10 15 3 3 3 3 3 0
L 26 13 3 3 1] 1] 1] 1] 0
L 27 27 3 1] 1] 1] 3 1] 0
L 28 1 15 3 3 3 1] 3 3
L 29 10 15 3 3 3 3 3 0

30 30 3 a a a a 3 I

Fig. 3.6. Statistical analysis of the data repeated.
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Microsoft Access - [Class : ¥HE]

BEE REE WmREO HBAD B0 EFE IO R A
BE-EH &LV 2l i T NS = R T
RIS | classl | class? | class? | classd | classS | classh
| 1 0z 02 02 0 0z 0z
N 2 0.2 0.2 02 0 02 02
| 3 ] 0 0 1 i i
| 4 0.3333333 0.3333333 0.3333333 0 0 0
N 5 0.2 0.2 02 0 02 02
| 6 0.3333333 0 0.3333333 0 03333333 i
B 7 ] 0 0 0 1 0
N g 0.25 0.25 0.25 0 0.25 ]
| ] 0z 0.2 02 0 0z 0z
B 10 0z 0.2 02 032 0z 0
N 11 0.z 0.2 0.2 0 0z 0z
| 12 0z 0.2 02 02 0z i
B 13 1 0 0 0 0 0
N 14 0.3333333 0 03333333 0 03333333 0
|| 15 i 0 0 1 0 0
B 16 0z 0.2 02 032 0z 0
N 17 1 0 0 0 0 0
|| 18 1 0 0 0 0 0
B 19 0.25 0 0.3 0.15 0.3 0
N 20 0.z 0.2 02 02 0z 0
|| 21 0z 0.2 02 0 0z 0z
B 22 0z 0.2 02 032 0z 0
N 23 0.35 0.25 0.25 0 0.25 0
|| 24 0.3333333 0.3333333 0.3333333 0 0 0
B 25 0z 0.2 02 02 02 0
N 6 1 0 0 0 0 0
|| 27 ] 0 0 1 0 0
N 28 0.2 0.2 02 0 02 02
N 20 0.z 0.2 02 02 0z 0
30 0 0 0 0 1 0

Fig. 3.7.2 The probability of €ach class.

The web log-file data is not in good order because that there exist some people
with all the same attributes but their favorites are different. This case always exists in
the real world. In the testing process, we can predict only one class for each input
example. In this data set, we always have some examples that will not be correctly
classified, assume a classification of majority class. If we want to distinguish the
repeated example clearly, we will need to add another attributes if possible. But it is
limited in source acquired of the data. For example, there are ten examples with all
the same attributes, that seven examples are in class 1 and three examples are in class
2. If the classified results of the ten examples are class 1, the accuracy will be 70%.
Inevitably there are three examples classified wrongly. Thus our purpose is to find the

regularity of the most important ones, i.e., fist choice. We will provide information
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about the behavior of the user through the fuzzy ID3 method, and the rule-base

obtained has to be simple and efficient.
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Chapter 4. Simulation and Experiment

As mentioned in Chapter 2, we introduce fuzzy ID3 algorithm, whose
membership functions and leaf condition are tuned by GA. In this chapter, we apply
the algorithm to classify some data sets, which include continuous, discrete, and
mixed-mode data sets [7], [8]. Finally, we used a daily log-file to analysis and
generated the rule-base about consumer behavior to web master to maintain and

promote the website content.

4.1. The Data Sets

The ten data sets employed for experiments are-obtained from the University of
California, Irvine, Repository ‘of Machine-Learning databases (UCI) [24]. Their

characters are briefly described below and summarized in Table I'V.

1) Crude oil: Gerrid and Lantz analyzed Crude oil samples from three
zones of sandstone. The Crude oil data set with 56 examples has five
attributes and three classes named wilhelm, submuilinia, and upper. The
attributes are vanadium (in percent ash), iron (in percent ash), beryllium
(in percent ash), saturated hydrocarbons (in percent area), and aromatic
hydrocarbons (in percent area).

2) Glass Identification Database: The data set represents the problem of
identifying glass samples taken from the scene of an accident. The 214

examples were originally collected by B. German of the Home Office
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3)

4)

S)

6)

7)

Forensic Science Service at Aldermaston, Reading, Berkshire in the UK.
The nine attributes are all real valued and fully known, representing
refractive index and the percent weight of oxides such as silicon, sodium,
and magnesium. The six classes are named as building windows float
processed, building windows not float processed, vehicle windows float
processed, containers, tableware, and headlamps.

Iris Plant Database: The Iris data set, Fisher’s classic test data (Fisher,
1936), has three classes with four-dimensional data consisting of 150
examples. The four attributes are: sepal length, sepal width, petal length,
and petal width. This data set gives good results with almost all classic
learning methods and has become a sort of benchmark data.

Myo_electric: The Myo electric data'set is extracted from a problem in
discriminating between. electrical- signals observed at the human skin
surface. This is a four-dimensional, data set consisting of 72 examples
divided into two classes.

Norm4: The data set has 800 examples consisting of 200 examples each
from the four components of a mixture of four class 4-variate normals.
BUPA liver disorders: This UCI data set was donated by R. S. Forsyth.
The problem is to predict whether or not a male patient has a liver disorder
based on blood tests and alcohol consumption. There are two classes, six
continuous attributes, and 345 examples.

Promoter Gene Sequences Database: Promoters have a region where a
protein (RNA polymerase) must make contact and the helical DNA
sequence must have a valid conformation so that the two pieces of the
contact region spatially align. The data set with 106 examples has 57

attributes and two classes. All attributes are discrete.
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8) StatLog Project Heart Disease dataset: This UCI data set is from the
Cleveland Clinic Foundation, courtesy of R. Detrano. The problem
concerns the prediction of the presence or absence of heart disease given
the results of various medical tests carried out on a patient. There are two
classes, seven continuous attributes, six discrete attributes, and 270
examples.

9) Golf: The data set with 28 examples has four attributes and two classes
named play, and don’t play. There are 2 continuous and 2 discrete
attributes. The attributes are outlook, temperature, humidity, and windy.

10) StatLog Project Australian Credit Approval: This credit data originates
from Quinlan. This file concerns credit card applications. All attribute
names and values have:been changed:.to meaningless symbols to protect
confidentiality of the data. The Australian data set with 690 examples has
14 attributes and two classes.—Lhere are 6 continuous and 8 discrete
attributes.

TABLE 1V
SUMMARY OF THE DATABASES EMPLOYED
) # of continuous
Data set # of examples | # of attributes . # of classes
attributes
Crude oil 56 5 5 3
Glass 214 9 9 6
Iris 150 4 4 3
Myo electric 72 4 4 2
Norm4 800 4 4 4
Bupa 345 6 6 2
Promoters 106 57 0 2
Heart 270 13 6 2
Golf 28 4 2 2
Australian 690 14 6 2
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4.2. Comparison

The performance of our rule-base on the above data sets is shown in Table V. We
use all the examples to be the training data and the same examples to be the testing
data for performance evaluation. In rule pruning, we remove redundant rules that can
keep or slightly reduce learning accuracy to be considered as acceptable. According to
feature subset select [25], for classifying Glass data set, we consider only five
attributes that are Na, Mg, Al, K, Ba. If we do not reduce the attributes of Glass data

set, we will get more rules after tree construction, but it will not help in increasing the

learning accuracy.

TABLE 'V

PERFORMANCE OF THE RULE-BASE ON DIFFERENT DATA SETS

Before rule pruning

After rule pruning

Data set
# of rules Training acc: # of rules Training acc.
Crude oil 9.0 100.0 7.0 98.2
Glass 61.0 77.6 12.0 76.2
Iris 7.0 99.3 4.0 98.7
Myo_electric 4.0 98.6 2.0 98.6
Norm4 14.0 97.0 10.0 96.8
Bupa 15.0 76.5 11.0 76.5
Promoters 7.0 85.9 4.0 85.9
Heart 15.0 87.4 12.0 85.9
Golf 9.0 100.0 7.0 100.0
Australian 5.0 87.0 4.0 87.0

From Table V, we can find that for Myo electric, Bupa, Promoters, Golf, and
Australian data sets, the accuracy remains the same before and after rule pruning. For

the others, there is a little degradation in accuracy. This has happened possibly
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because the rule pruning process has removed some rules, which were correctly
classifying a few examples and the residual rule-base is not able to correctly classify
these examples. We can also see that the number of the rules is decreased for all data

sets, which shows the effectiveness of our rule pruning process.

So far, we have not evaluated the generalization ability of the rules extracted by
our scheme. Next, we do so and also compare our results with the outputs of C5.0 [6].
The reason why we choose C5.0 is that C5.0 worked well for many decision-making
problems and it was a decent version of C4.5. We use that for each considered data set,
50% of the data is uniformly and randomly chosen as the training set and the
remaining 50% of cases is held for testing. This procedure is repeated six times. Note
that, C5.0, whose demonstrationsversion is limited up to 400 examples, and free
download from RuleQuest Research Data Mining Tools [6]. We use this

demonstration version of C5.0 to construct the-following tables.

Table VI shows the comparison of the accuracy of our rule-base and that from
C5.0. It records the testing accuracy from two-fold cross validation repeated six times
on each data set. On average, we find that our rule-base outperforms C5.0 in eight out
of ten data sets. Thus our system has a better generalization ability than C5.0 and
except for Glass and Bupa. The results of our rule-base and C5.0 were also compared
with respect to their average numbers of rules. Table VII compares the numbers of
rules generated by our rule-base and C5.0 at the same experiment on these data sets.
We find that our rule-base outperforms C5.0 in five out of ten data sets. But, the total
average number of the rules on our rule-base is 7.18, which less than 8.17 of C5.0. It

is evident that our approach tends to produce more compact rule sets than C5.0.
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TABLE VI

COMPARISON OF THE ACCURACY RATES

Testing acc. (two-fold CV repeated six times) | Avg.
Data set Algorithm
1 2 3 4 5 6 acc.
Our rule-base | 85.7 | 87.5 | 75.0 | 83.9 | 73.2 | 82.1 | 81.2°
Crude oil
C5.0 76.8 | 78.6 | 80.4 | 80.4 | 76.8 | 75.0 | 78.0
Our rule-base | 64.0 | 66.4 | 654 | 61.2 | 640 | 63.1 | 64.0
Glass
C5.0 659 | 67.8 | 65.0 | 67.3 | 664 | 69.6 | 67.0°
Our rule-base | 96.0 | 93.3 | 94.7 | 96.0 | 95.3 | 94.0 | 94.9°
Iris
C5.0 92.0 | 947 | 92.0 | 92.7 | 91.3 | 92.7 | 92.6
Our rule-base | 81.9 | 93.1 | 83.3 | 91.7 | 91.7 | 91.7 | 88.9°
Myo_electric
C5.0 83.3 | 90.3.1-792 | 86.1 | 93.1 | 88.9 | 86.8
Our rule-base | 93.8° | 94.4 {944 | 953 | 943 | 92,5 | 94.1°
Norm4
C5.0 89.8 1 913 1:913 . 90.6 | 91.8 | 89.9 | 90.8
Our rule-base | 60.9 171597 646 | 64.1 | 644 | 64.1 | 63.0
Bupa
C5.0 65.8 | 623 | 65.8 | 68.7 | 63.5 | 64.0 | 65.0°
Our rule-base | 76.4 | 76.4 | 689 | 76.4 | 793 | 755 | 75.5°
Promoters
C5.0 75.5 | 745 | 69.8 | 71.7 | 783 | 783 | 74.7
Our rule-base | 76.7 | 80.0 | 77.4 | 782 | 782 | 77.0 | 77.9°
Heart
C5.0 74.1 | 77.0 | 763 | 77.8 | 79.6 | 73.3 | 76.4
Our rule-base | 92.9 | 67.9 | 60.7 | 85.7 | 82.1 | 78.6 | 78.0°
Golf
C5.0 82.1 | 714 | 57.1 | 714 | 786 | 714 | 72.0
Our rule-base | 84.6 | 84.1 | 85.5 | 84.8 | 84.4 | 84.4 | 84.6
Australian
C5.0 832 | 845 | 854 | 858 | 84.8 | 83.1 | 845
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TABLE VII

COMPARISON OF THE NUMBER OF THE RULES

# of rules (two-fold CV repeated six times) Avg.

Data set Algorithm

1 2 3 4 5 6 rules

Our rule-base 5.5 5.0 5.5 6.0 5.0 5.5 5.4
Crude oil

C5.0 4.0 4.0 5.0 4.0 4.5 3.0 4.1

Our rule-base | 20.0 | 12.5 13.0 | 15.0 | 16.0 9.0 14.3
Glass

C5.0 100 | 95 [ 135 70 | 95 | 90 | 9.8

Our rule-base 4.5 3.0 4.5 5.0 5.0 5.0 4.5
Iris

Cs5.0 4.0 3.5 3.0 4.0 3.0 3.0 34

Our rule-base 2.5 2.5 2.5 3.5 2.0 3.5 2.8
Myo_electric

C5.0 3.5 3.0..1-35 | 40 | 35 | 40 3.6

Our rule-base | 1207 | 9.5 1170 1 12.0 | 13.0 | 10.0 | 12.3°
Norm4

C5.0 45 @5 1350 125 | 115 | 145 | 135

Our rule-base | 5.5 WeTies 5 70 | 70 | 40 | 537
Bupa

C5.0 140 | 95 | 170 | 13.0 | 160 | 11.0 | 13.4

Our rule-base | 5.0 1.5 35 | 125 | 80 | 85 | 6.5
Promoters

C5.0 90 | 7.0 | 85 80 | 55 75 7.6

Ourrule-base | 16.0 | 95 | 150 | 140 | 7.0 | 13.5 | 125
Heart

C5.0 11.0 | 120 | 125 | 115 | 125 | 115 | 11.8°

Our rule-base 5.0 3.5 4.5 6.0 5.5 6.5 5.2
Golf

C5.0 50 | 45 | 25 2.5 3.0 | 25 | 33"

Our rule-base | 3.5 30 | 25 20 | 3.5 3.5 | 3.0
Australian

C5.0 8.5 105 | 135 | 11.5 | 140 | 9.0 11.2
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TABLE VIII
THE BEST PERFORMANCE COMPARISON

Data set Our rule-base C5.0 rule-base
# of rules | Training acc. | Testing acc. | # of rules | Testing acc.
Crude_oil 5.0 100.0 87.5" 4.0 80.4
Glass 12.5 77.6 66.4 9.0 69.6°
Iris 4.5 100.0 96.0° 3.5 94.7
Myo_electric 2.5 97.2 93.1 3.5 93.1
Normé4 12.0 96.0 95.3" 11.5 91.8
Bupa 3.5 72.5 64.6 13.0 68.7°
Promoters 8.0 89.6 79.3" 5.5 78.3
Heart 9.5 85.2 80.0" 12.5 79.6
Golf 5.0 100.0 92.9° 5.0 82.1
Australian 2.5 88.6 85.5 11.5 85.8°

Table VIII lists the maximum testing accutacy of the six for our rule-base and
C5.0 in Table VI. It also shows.the corresponding number of the rules in the
experiment. With respect to the tésting-accuracy. shown in Table VIII, our rule-base is
still superior to C5.0 in six data“sets and ties one. The discrete attributes do not
assume membership functions to be tuned by GA, the performance of the discrete and

mixed-mode data sets are still better than C5.0.

4.3. Classification of the Web Log-File

Now we will use our fuzzy ID3 method to find the regularity of the web log-file.
The training data of this experiment was described in Chapter 3. After training, our
method will generate a fuzzy decision tree and the membership functions of each
continuous attribute. Through the fuzzy decision tree, we can extract a set of fuzzy
rules. When testing, we use the fuzzy rule-base to classify all the examples in the
log-file.
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To validate the effectiveness of the rule set, we use all of the training data to be
the testing data also. Our program interface is shown in Fig. 4.1. If the classifier is
towards the majority class classification, the best accuracy we can have 58.99%. The
learning accuracy is poor because of high inconsistency existing in the data set. In this
data set, there exist some person with all the same attributes but their favorite classes
are different. In fact, based on our proposed method, the majority class accuracy is
48.69% after training. The relative accuracy of the major class is 82.54%. The result
of classifying is shown in Fig. 4.2. According to the rule credits as shown in Fig. 4.3,
if the threshold to prune rule is chosen to be —10, there is only one redundant rule
pruned in the rule-base. Then, the accuracy will be reduced to 47.35%. To maintain
the accuracy we will not prune any rule in this experiment. Finally, the rule table is
shown in Fig. 4.4, and the web master can maintain and improve the website

according to these rules we have obtained.

i S
D Class |sex |age ‘educallon occupation Income zpend time ad I Accuracy Eirst ' Accurac y and Rule
L 1 PDA Man 24 Serior high school Service industry 20k.-40K, '
L 2 Computer Man 24 Senior high school Service industry 20K.-40K, 1
I 3 Mobile Man 32 MS/PHD Student Below 20K 017
4 Computer womat 22 University Student Below 20K 032
— Rule_Threshold =|-10
I 5 PDA Man 24 Senior high school Service industry 20K-40K 1 ule_Threshold |
L & PDA Man 25 M5/PHD Student Below 20K 0.36 Retune Variation= |D12
L 7 FDA ‘wWomat 20 Univversity Student Below 20K, 013 o

¥l 2th Stage_Gen =[1o

[CEC]=D ~
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,  Formt BEE
Fiule credit
Rule1=-05117839574813684
Rule2=-4.04290403821506E -6
B 7| [W1708 vopeat (3] cloesT. 3 clas? 0 classs 0 ol 0 checs 0 closch 0 -
Fule5=-4. 3728928565979 B1709 repeat: (3] classl: 3 class2 O class3: 0 clased: 0 classB 0 classB: 0
Fule6=-11.537082950904 38 B1711 repeat: (3] classl: O class2: 3 class3: 0 clased: 0 classB 0 classB: 0
Pule?=0.161650254001 617 B1760 repeat: (3] classl: 3 class2 O class3: 0 classd: 0 class5 0 classb: 0
FiuleB=-0.0206201 268190145 #1795 repeat: (3] classl: O class2: 0 class® 0 classd: 0 classD 3 classb: 0
Fuled=-2. 7581491 4703369 B 1796 repeat: (3] class]: O classZ: 3 classd O clased: 0 classS 0 classh: 0
Fiule10=-0.326188564300537 B 1900 repeat: (3] class]: O classz: O class3 0 clased: 0 classS 3 classh: 0
Rule11=-7.457771 77810669 B 1917 repeat: [3] class1: 3 classz: O class3 O clased: 0 classD O classE: 0
Fiule12=1.20915389060974 #1919 repeat: [3] class1: O classz: 3 class3: 0 classd: 0 classD O classE: 0
# 2027 repeat: [3] classl: 3 classZ: 0 classd: 0 classd: 0 classh 0 classE: 0
#2042 repeat: [3] class]: 3 classz: O class3: 0 classd: 0 classD O classE: 0
;i?;gg?g;gggggg;g #2047 repeat: (3] class]: 3 class2: O class3: O classd: 0 classh 0 classE: 0
3->0.161660254001617 #2070 repeat: [3] classl: 3 classZ: 0 classd 0 classd: 0 classh 0 classE: 0
4--3-5.8093121 4244529 -7 #2086 repeat: (3] classl: 3 classZ: O classd 0 clased: 0 classh 0 classE: 0
5---3-4.04290403521 506E -6 #2090 repeat: (1] classl: O class2: O classd 1 classd: 0 class® 0 classE: 0
B--5-0.0206301 265130145 B 2108 repeat: [B) classl: B class2: O class3: 0 clased: 0 classB 0 classB: 0
7-5-0.326100564200537 2192 repeat: (3] classl: 3 class2 O class3: 0 clased: 0 classB 0 classB: 0
8---0.511783957461 304 2270 repeat: (3] classl: 2 class2 O class3: 0 clased: 0 classB 1 classB: 0
G2, 75014914702369 #2306 repeat: (1] classl: 1 class2: O class3: 0 clased: 0 classB 0 classB: 0
10--3-4. 3728928565979 #2315 repeat: (1] class1: O class2: 0 class3: 1 classd: 0 class5 0 classb: 0
11T 457771 77810669 #2349 repeat: (2) classl: O class2: 0 class® 0 classd: 0 classD 2 classb: 0
12-3-11.5878295895439 #2385 repeat: (3] class]: 3 classZ: O classd 0 clased: 0 classS O classh: 0
#2398 repeat: [1] classl: 1 class2: 0 class® 0 classd: 0 classD: 0 classk: 0
_ #2410 repeat: [2] class]: 2 class2: O classd 0 classd: 0 class®: 0 classk: 0
3322_31717505?5875033?04;3?405074 #2415 repeat: [1] class1: 1 classz: O class3: O classd: 0 classD 0 classE: 0
L independent; 425
rule_pum=12 werify 1ove: 2604
Accuracy=48 B3431 55527115 maw_accuracy is: 58 0853419532776 -
v

Fig. 4.1. Program interface.
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‘orm!
File ¥iew Run
1D IEIass Isex Iage Ieducalinn Inccupalinn Imcnme Ispend time: I & Aceuracy First ¢ Accuracy and Rule
! 1 FDA Man 24 Senior high school Service industry 20F.-40K 1
L 2 Computer Man 24 Senior high school Service industry 20K.-40K. 1
L 3 Mobile Man 32 MS/FHD Student Below 20K AN
4 Computer Woman 22 University Student Below 20K 0.3z
— =[10
[ 5 FDA Man 24 Serior high school Servioe industry | 0K-40K 1 Pule_Threshold =|
L E FD& Man 25 MS/PHD Student Below 20K 0.36 Retune Var.iqﬁonzlmz
| 7 PDA W oman 20 University Student Below 20K 013 -

2th Stage_6en. =[10

Fiule credit:
Rule1=-0.511783957481384
Rule2=-4.04230403821506E -6
Rule3=6.17250168624878
Ruled="5.80931214244629E -7
RuleG=-4.3728928565979
RuleG=-11 5878295333438
Rule7=0.161660254001 617
Rule8=-0.0206301 268190145
Rule8=-2. 75814914703369
Rule10=-0.326188564300537
Rule11=-7 4577717781 0669
Rule12=1.20915389060974

-»5.17260160624878
---»1.20915389060974
---»0.161660254001617
--»-0.80931214244623E -7
---»-4. 04230403821 506E -6
»-0.0206301268130145
»-0.326188564300537
»>-0.5611783957481384
-2, 758145914703363
0---»-4. 3728528665379

-7 4577717781 06ES
12->-11 BR7A236898438

mear=-1.707R5364170074
L 37186670303345

rule_num=12
Accuracy=48 BI4F155527115%

[CBack | = 0.284055799245834
[CCD ] = 0.0767792888021463
[CEC)=0

#onlel2

1:1
101
[feature 4) : Finance industry
IR
] w

[feature 1)«

[ CPD& | = 0.0F87269286642075
[ CCamputer | = 0026451 30259568739
[ CMohile ) = 0.02007500641 04755

[ CBaok | = 0.834883530740204
[CCD | = 0.0495178154230118

. | 1
Conect: 1233
47.35

1
Counter=10
mile_num=11

The rule credits.
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There are 12 rules in the rule table, and the result of feature ranking is {Age,

Spend time, Occupation, Income, Education, Sex}. The theorem of feature ranking

was described in Chapter 2.2. We determine the order of the features to construct the

decision tree by computing the entropy of the features. With feature ranking,

important features will be considered in the higher levels of the tree and can construct

the decision tree in an efficient and accurate manners. We utilize linguistic values to

represent the attributes as shown in Table IX. Note that to acquire simple rules, we let

the number of linguistic terms of the continuous attributes be 3, and the corresponding

fuzzy sets are shown in Figs. 4.5-4.6. The rules can be very helpful to market analysis.

For example, let us take the 7-th rule in Fig. 4.4, and the semantics of the rule is that:

IF the people is youth AND spends a little time in internet AND his occupation

belongs to information industry

THEN his favorite category ofithe-products is"Books with certainty 0.82 AND

second favorite category of the‘products.is PDA with certainty 0.18.

TABLE IX
LINGUISTIC VALUES OF THE ATTRIBUTES
Type Attribute Linguistic values
Age {Youth, Middle age, Old}
Continuous
Spend time  |{Less, A little, More}
Sex {Man, Woman}
Education {Below junior, Junior, Senior, University, MS/PHD}
Discrete
Occupation |{Student, Public, Finance, Service, Information}
Income {Below 20K, 20K-40K, 40K-60K, 60K-80K, 80K-100K}
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Chapter 5. Conclusion

In this thesis, we have proposed an algorithm to generate a fuzzy decision tree,
which can accept continuous, discrete, or mixed-mode data sets and it is tuned by
genetic algorithm. Next, we propose a method to prune the rule-base and re-tune the
feature’s membership functions again to improve the accuracy. The feature ranking
remains unchanged before and after pruning. Our proposed method can directly
classify mixed-mode data set and achieve high classification accuracy. We evaluated
our method on several data sets, which include continuous, discrete, and mixed-mode
data sets and consistently obtained very, high accuracy rates with small number of
rules. Finally, we analysis a web.log-filerdata:§et using our method, and provide a set

of rule-base to web master to imiprove the content of the website.

For continuous attributes, the learning accuracy of fuzzy decision tree is usually
poor when the number of linguistic terms for attributes is very small. To improve the
learning accuracy, we can increase the number of linguistic terms for attributes and
tuning the membership functions of these terms; but it will result in the increase of the
number of extracted fuzzy rules. Thus an important role to improve the performance
of our method depends largely on the choice of the number of linguistic terms of
continuous attributes. We can refer to the discretization algorithm, such as CAIM [7]

to find the minimal number of fuzzy intervals for future study.

In web log-file classifying, we consider the dominant class discrimination of the

consumer behavior on an e-shopping web and find their regularities therein. But there
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is still second or third tendency class knowledge hidden behind the data set to be
found. We should also find the second or third class tendency if their proportion is

high enough to overall instants. These will be good challenges to study in the future.
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