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Abstract 

Bit-interleaved coded modulation (BICM) is a bandwidth-efficient scheme with 

a diversity order higher than the Ungerboeck’s trellis-coded modulation over fading 

channels. In this thesis, we investigate the performance of punctured BICM with soft 

and hard decoding over additive white Gaussian and Rayleigh fading channels. Tight 

BER upper bounds are derived for QAM constellation with gray labeling, which is 

known to have the best performance and constitutes a large portion of the practical 

applications of BICM systems. Both BICM with random (BICM-RLP) and fixed 

label position (BICM-FLP) mapping are analyzed. For BICM-RLP with soft decoding, 

the new upper bound is tighter than the well-known BICM Union and the Expurgated 

Bound proposed in [4]. The tight upper bounds for hard decision and for BICM-FLP 

with soft decision are newly derived results.  

Index Terms—Bit-interleaved coded modulation (BICM), gray labeling, punctured 

convolutional code, BER upper bounds, Rayleigh fading channels. 
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Chapter 1:  Introduction 

 

Trellis-coded modulation (TCM) was proposed by Ungerboeck for 

bandwidth-efficient communications in the additive white Gaussian noise (AWGN) 

channels [1]. Through a joint design of coding and high-order modulation, one can 

achieve a large coding gain without increasing the signal bandwidth. Originally, TCM 

was designed to maximize the minimum Euclidean distance of the coded systems in 

order to achieve a high coding gain. For fading channels, however, Divsalar and 

Simon showed that it is the diversity order rather than the minimum Euclidean 

distance that plays a key role in achieving such an objective [2]. Placing a symbol 

interleaver after modulator and/or using no parallel transitions are the conventional 

techniques to increase the diversity order [2]. Nevertheless, they may not be effective 

due to the fundamental limitation of diversity order to the minimum number of 

distinct coded symbols along any error event. Zehavi [3] later proposed to add a bit 

interleaver between channel encoder and modulator so that the diversity order can be 

increased to the minimum number of distinct coded bits, instead of the distinct coded 

symbols. This technique was named bit-interleaved coded modulation (BICM) in [4] 

and has been known to outperform TCM over fading channels with the same order of 

decoding complexity [3-6]. 

After Zehavi’s pioneering work in [3], Caire, Taricco, and Biglieri laid a 

theoretical foundation for BICM from a viewpoint of information theory [4]; Along 

with new methods for performance analysis, design guidelines were given for 

efficient design of BICM with random label-position mapping (BICM-RLP). In 

[7-10], motivated by the concept of turbo decoding, BICM-RLP with iterative 

decoding was proposed to increase the system performance.  Both soft and hard 
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feedbacks are possible in terms of complexity and performance tradeoffs. In [7, 11], 

by making the I and Q components of the transmitted signal being independently 

faded, the diversity order can be increased to twice of the diversity order of the 

conventional BICM-RLP with iterative decoding. 

Most of the previous works on BER (Bit Error Rate) analysis of BICM are based 

on the BICM Union and Expurgated bounds proposed in [4]; for examples see [7, 

12 ,13]. Under the assumption of random label-position mapping and constellation 

symmetrization, a union upper bound, named BICM Union Bound, was derived in [4] 

for BICM-RLP for any signal constellation. Because this bound is too loose in 

general, a tighter expurgated bound was also obtained in [4] by expurgating the 

irrelevant error events in the BICM Union Bound. The expurgated bound is 

considered by the authors in [4]  an upper bound for QAM constellation with gray 

labeling but is only an approximation for others.  

In this thesis, firstly a new tighter upper bound is proposed for BICM with QAM 

constellation and gray labeling, under the same assumption of random label-position 

mapping and constellation symmetrization as in [4]. Also, it will be shown that the 

BICM Expurgated Bound in [4] is actually only an approximation even for QAM 

constellation with gray labeling. Secondly, a new upper bound is proposed for BICM 

with fixed label-position mapping (BICM-FLP) [21,22]. BICM-FLP is one other 

popular form of BICM discussed in the literature. The proposed bound are very tight 

and applicable to any code rates if punctured convolutional codes is employed 

[14-16]. Only the QAM constellation with gray labeling will be explicitly treated in 

this thesis, although the principle leads to the new upper bounds can also be applied 

to other types of constellations. QAM constellation with gray labeling has the best 

performance and constitutes a very large portion of practical applications of BICM 

systems. 



 3 

The rest of this thesis is organized as follows. Chapter  provides a brief 

overview of BICM, including MICM-RLP and BICM-FLP. We describe the BICM 

system model, includes interleaving, label-position mappings, channel model, and 

decoding rule. The proposed analysis methods with soft decoding will be shown in 

Chapter 3 and Chapter 4 for BICM-RLP and BICM-FLP, respectively. Extensive 

simulation and analytical results over AWGN and Rayleigh fading channel are also 

presented in these chapters. Conclusions are given in Chapter . Finally, new BER 

upper bounds for BICM systems with hard decoding are given in Appendix A. 
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Chapter 2:  System Model 

 

A block diagram of a general BICM system is shown in Fig.1. The BICM 

encoder is a serial concatenation of a (punctured) convolutional encoder C, a bit 

interleaverπ , and a memory-less modulator, which is characterized by the mapping 

function u and an N-dimensional constellation χ . After encoding, the coded sequence 

c  is interleaved first, and a block of m-bits of the interleaved sequence ( )cπ  is 

mapped to one of 2mM =  signals x  in the N-dimensional constellation χ . The 

modulated signal sequence x  is then transmitted over the vector channel, 

characterized by the conditional pdf (probability density function) ( | )p y xθ , where 

y  is the received signal sequence. The receiver performs just the reverse operations 

of the transmitter: after demodulation and bit metric calculation, the received code 

sequence is de-interleaved and decoded, where L  is the bit metric sequence. 

 

( )p y xθ

x( )cπc

y

π

1π −

,µ χ

L

 

Fig.1 A block diagram of general BICM systems. 
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A high code rate system can be easily obtained by puncturing some of the coded 

bits of a low code rate system without increasing the decoding complexity. For 

example, 2 / 3 -rate and 3 / 4 -rate systems are obtained from a 1/ 2 -rate system by 

using the puncture pattern, as shown in Table. 1. Both the punctured and 

un-punctured systems will be investigated.  

 

Code rate Puncture Pattern 

1/2 1
1
� �
� �
� �

 

2/3 1 1
1
� �
� �×� �

 

3/4 1 1
1 1

×� �
� �×� �

 

Table.1 Puncture pattern systems for 2 / 3 -rate and 3 / 4 -rate 

 

2.1 Interleaving and Label-Position Mapping 

Depending on the design of interleaver, two types of label-position mapping 

have been discussed in the literature [3, 4, 21, 22].  The first one is random mapping, 

where a coded bit is randomly mapped to any position of the -bitm label of a 

constellation point [4]. The other is fixed mapping that the mapping between a coded 

bits and a label position follows a fixed pattern [3, 21,22]. For random mapping, the 

channel can be modeled as a parallel of m binary input channels, randomly selected 

by the input coded bit, as shown in Fig. 2. For fixed mapping, as is mentioned, the 

mapping between a coded bit and a label position is fixed, as shown in Fig. 3, where 

ic  is to denote the sequence of coded bit that is mapped to the thi  label position of 

x . Both random and fixed label-position mapping are considered in this study. 
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Lc

Fig.2 BICM with random label-position mapping (BICM-RLP) . 

 

L

1c

2c

mc

 

Fig.3 BICM with fixed label-position mapping. (BICM-FLP) 

 

2.2 QAM Constellation with Gray Labeling 

Only QAM constellation with gray labeling will be explicitly treated in this 

study, although the analysis may be extended to some other types of constellation and 

labeling. QAM constellation with gray labeling gives the best performance for BICM 

systems and constitutes a very large portion of practical applications of BICM 

systems. Figs. 4-5 show a gray labeling for 16 and 64 QAM constellations, 

respectively.  
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( ) ( ) ( ) ( )1 2 3 4l x l x l x l x

 

Fig.4 16-QAM with Gray labeling 

 

( ) ( ) ( ) ( ) ( ) ( )1 2 3 4 5 6l x l x l x l x l x l x

 

Fig.5 64-QAM w/ith Gray labeling 
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Note that I and Q  may use different forms of gray labeling and that it may be 

different from those shown in Figs 4-5. 

 

2.3 Vector Channel Model 

The vector channel is characterized by the transition pdf,  

( ) ': ; ,N Np y x x yθ θ ∈ ∈� � .                            (1) 

where the complex-valued vector θ  represents the channel parameter and is 

independent of the channel input x. Conditioned on the sequence θ , the channel is 

memory-less, i.e.,  

( ) ( )
k k k

k

p y x p y xθ θ= ∏ .                             (2) 

θ  is a constant for AWGN channel and is the multiplicative fading process for 

frequency nonselective slow-fading channels. For fading channels, assuming that the 

depth of  interleaver is large enough  so that { }kθ  are i.i.d. random variables. In 

addition, it will be assumed that perfect θ  is known to the receiver, hence we have 

ideal channel state information (CSI). 

 

2.4 Decoding Rule [3, 4] 

Let ( )il x denote the ith label bit of x, i
bχ the subset of signals x χ∈  with 

( )il x b= ,  { }0,1b ∈ , and b  the complement of b. Recall that y is the channel 

output resulting from the transmission of x. From [3, 4], the optimum bit metric with 

ideal CSI for ( )il x b=  at the time k  is given by 

( ) ( )log log
k k

i i
b b

i
k k k

z z

L p y z p y zθ θ
χ χ∈ ∈

= −� � .                 (3) 

The branch metrics (3) may be computationally too complex for hardware 

implementation. Therefore, the simplified bit metric  
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( ) ( )

( ) ( )

�

2 2

log log

max max

min min

        

k k
i i
b b

i ik k
b b

i i
b b

i
k k k

z z

k k
z z

k k k k
z z

i
k

L p y z p y z

p y z p y z

y z y z

L

θ θ
χ χ

θ θχ χ

χ χ
θ θ

∈ ∈

∈ ∈

∈ ∈

= −

≈ −

= − − + −

� �

�

                (4) 

is often used in practical applications, in which only the largest term is each 

summation in (3) is selected for computation. 

With the bit metric given in (4), the Viterbi algorithm can be employed to search 

through the code trellis to find the most likely one. The decoding procedure for the 

punctured systems is almost the same as the un-punctured one, except that a zero bit 

metric is assigned to the punctured bits.  



 10 

Chapter 3:  Upper Bounds for BICM with Random 

Label-Position Mapping (BICM-RLP) 

 

The performance of BICM-RLP was first analyzed in [4]. Two BER upper 

bounds, that is, BICM Union and Expurgated Bound, were proposed. In this chapter, 

these bounds will be reviewed first, and then a new tighter bound is derived.  

 

3.1 BICM Union (BICMUN) and Expurgated Bounds (BICMEX) [4] 

Consider a ( , )k n  convolutonal code, the union bound on BER is given by [4] 

( ) ( )
min

1
, ,b I

d d

p W d f d u
k

χ
∞

=

≤ �                            (5) 

where ( )IW d is the total weight of error events at Hamming distance d , mind  the 

minimum Hamming distance of the code, and ( ), ,f d u χ  the pair-wise error 

probability (PEP) with Hamming distance d . As is clear, ( ), ,f d u χ  is also a 

function of the mapping u  and constellation χ . Let d  be the Hamming distance 

between the correct code sequence c  and error code sequence ĉ . From [4], the PEP 

is given by 

( ) ( ), ˆ, , ,S Uf d u E P c c S Uχ � �= →� �                      (6) 

where 1 0 1( , , , , )S S S S−= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ and 1 0 1( , , , , )U U U U−= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ are the sequences of random 

variables to denote the operations of random label-position mapping and 

symmetrization of the use of the constellation, respectively. kS i= , 1,i m= ⋅⋅ ⋅  

denotes that the coded bit kc  is mapped to the thi  label position, 1kU = denotes 

that the mapping u  is used for kc , and 0kU = , the complement mapping u  is used 

instead. kS  and kU  are assumed uniformly distributed, independent of each other 
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and independent of other random variables. Note that U  was introduced in [4] for 

the purpose of easy analysis.  

Let 

1

1

1

1ˆ

k d

k d

k d

k d

i iiS
c c c c

i iiS
c c c c

χ χ χ χ

χ χ χ χ

= × × × ×

= × × × ×� � �

� �

� �
                            (7) 

be the Cartesian product of signal subsets k

k

i
cχ  and k

k

i
c

χ � , selected by the bits kc  and 

ˆkc  with the label positions =k kS i , respectively. According to the decoding rule � 
i
kL in 

(4), the path metric difference between c  and ĉ  is  

ˆ

ˆ

1 1

max log ( ) max log ( )

max log ( ) max log ( )

i ik kk k
k kc ck k

S S
c c

d d

k k k k
z zk k

z z

p y z p y z

p y z p y z

θ θ
χ χ

θ θ
χ χ

δ
∈ ∈= =

∈ ∈

= −

= −

� �
.          (8) 

That results in  

( )

ˆ

ˆ

ˆ

ˆ

ˆ( , ) ( 0 , )

max ( ) max ( ) ,

max ( ) max ( ) , ,    

( ) max ( ) , ,    ( )

( ) ( ) , ,

S S
c c

S S
c c

S
c

S
c

z z

x
z z

x
z

x
z

P c c S U P S U

P p y z p y z S U

E P p y z p y z S U x

E P p y x p y z S U x a

E P p y x p y z S U x

θ θχ χ

θ θχ χ

θ θχ

θ θ
χ

δ

∈ ∈

∈ ∈

∈

∈

→ = <

� 	= ≤
 �
� 

� �� 	= ≤� �
 �
� � �

� �� 	≤ ≤� �
 �
� � �

� �
≤ ≤� �

�� �
�      ( )b

�

          (9)   

where x  is the transmitted signal sequence and y  the received one. The upper 

bound ( )a  is because ( ) max ( )
S
cz

p y x p y zθ θχ∈
≤  is used in the comparison, and the 

upper bound ( )b  is due to the invoking of union bound. By using (5)-(9), the 

BICMUN in [4] is given by 

( ) ( )
min

1
, ,b I ub

d d

p W d f d u
k

χ
∞

=

≤ � ,                         (10) 

where 
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( )
ˆ

( 1), , 2 2 ( )
S S
c c

d d d m
ub

S U x z

f d u m P x z
χ χ

χ − − − −

∈ ∈

= →� � � �  .        (11) 

Several observations can be made on BICMUN in (10). Firstly, the bound is quite 

general and can be applied to any mapping u  and constellation χ . Secondly, 

because of a union bound is invoked in (b), it is quite loose in general, respecially it is 

much looser than the union bound given in (5) and (6). And, finally, as shown in (11), 

it is quite difficult to evaluate. In [4], by introducing the symmetrization operation U ,  

a much simpler method was proposed in to ease this computation complexity. 

BICM Expurgated Bound (BICMEX) was also proposed in [4] in order to remedy 

the deficiencies associated with (BICMUN). Instead of including all the error signal 

sequences ˆ
S
cz χ∈  as in (11), only the unique nearest neighbor z�  of x  in S

cχ  is 

calculated in BICMEX. With this simplification, BICMEX is obtained as  

( ) ( )
min

1
, ,b I ex

d d

p W d f d u
k

χ
∞

=
≤ � ,                         (12) 

where 

( ) ( 1), , 2 2 ( )
S
c

d d d m
ex

S U x

f d u m P x z
χ

χ − − − −

∈

= →� � � �             (13) 

BICMEX is considered as a tighter upper bound for the special case of QAM with 

gray labeling in [4] and just an accurate approximation for other forms of mappings 

or constellations. Nevertheless, as is to be shown, it is still an approximation even for 

QAM constellation with gray labeling. 

 

3.2 New Tighter Bound for QAM Constellation with Gray Labeling 

In this section, a new easy-to-calculate, tighter upper bound will be proposed for 

QAM constellation with gray labeling, which is known to have the best performance 

and constitutes a very large portion of practical applications of BICM systems. The 
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rationale that leads to the new upper bound roots on the following observations on the 

gray labeling of QAM constellations.  

Observation 1: The error probability of a transmitted signal k

k

i
cx χ∈  with 

decoding rule � 
i
kL depends only on the I  or Q  part of its binary label, i.e., all the 

signals in k

k

i
cχ with the same I  or Q  part of binary label have the same probability. 

The first and second half / 2m bits are arbitrarily to denote the I and Q  part of the 

label, respectively. Fig. 6 shows the example of 16 QAM. According to the decoding 

rule in (4), the decision boundaries for k

k

i
cx χ∈ ,  1,2,3,4ki =  are given in Fig 6 

(a)-(d), respectively. As is clear, all the signals in k

k

i
cχ with the same I  or Q  binary 

label have the same error probability. For example, for 1
0x χ∈  with 

1 2( ) 0, ( ) 0l x l x= = , i.e., the signals with binary labels of 0000 , 0001 , 0011 , and 

0010  have the same error probability of { }, 3k IP n > , where ,k In  is the 

corresponding I  part of noise. Likewise, for 3
1x χ∈  with 3 4( ) 1, ( ) 1l x l x= = , i.e., 

the signals with binary labels of 0011 , 0111 ,1111 , and 1011  have the error 

probability of { }, 1k QP n > − , where ,k Qn  is the corresponding Q  part of noise. 

Thus, only one out four signals has to be considered in the performance evaluation 

and the total number of signals that need to be considered is reduced from 16 to 4. In 

other words, a two-dimensional constellation is reduced to a one-dimensional PAM 

constellation.  
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( ) ( ) ( ) ( )1 2 3 4l x l x l x l x

 

 Fig.6 (a) Decision boundary between 1
0χ  and 1

1χ  

( ) ( ) ( ) ( )1 2 3 4l x l x l x l x

 

Fig.6 (b) Decision boundary between 2
0χ  and 2

1χ  
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( ) ( ) ( ) ( )1 2 3 4l x l x l x l x

 

Fig.6 (c) Decision boundary between 3
0χ  and 3

1χ  

( ) ( ) ( ) ( )1 2 3 4l x l x l x l x

 

Fig.6 (d) Decision boundary between 4
0χ  and 4

1χ  
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Let k

k

i
cψ  be the equivalent one-dimensional signal set of k

k

i
cχ . Then, the 

equivalent (one-dimensional) signal sets and their decision boundaries for 16 QAM 

are shown as in Fig. 7 (a)-(b). Fig. 8 (a)-(c) are those for 64 QAM. This reduction of 

the number of signals will significantly simply the performance evaluation, as to be 

seen. Again, I and Q  may use different gray mapping and may be different from 

those shown above. 

 

(a) 1
kcψ , 3

kcψ with decision boundary 

 

 (b) 2
kcψ , 4

kcψ with decision boundary 

Fig.7 Equivalent one dimensional signal set 
k

j
cψ for 16-QAM 
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(a) 1
kcψ , 4

kcψ with decision boundary 

 

(b) 2
kcψ , 5

kcψ with decision boundary 

 

(c) 3
kcψ , 6

kcψ with decision boundary 

Fig.8 Equivalent one-dimensional signal set 
k

i
cψ for 64-QAM 

 

Observation 2: Given the decision boundary of k

k

i
cψ and k

k

i
c

ψ � , the pair-wise error 

probability �{ }P x x→ , where k

k

i
cx ψ∈ and � k

k

i
c

x ψ∈ � , can be evaluated by 

{ }( | ) ( | )P p y x p y wθ θ≤ , with w  defined as the virtual signal of �x . More 

specifically, w  is defined in the way that if only the pair of signals x  and w  are 

considered, the decision boundary determined by  ( | ) ( | )p y x p y wθ θ=  will be 

coincide with the original boundary so that �{ } { }( | ) ( | )P x x P p y x p y wθ θ→ = ≤ . 

For example, in Fig. 7(b), if 1x = − , and � 3x = , then 5w = . As will be clear, the 

definition of w  will facilitate in the expression of our upper bound. 

Equipped with these observations on gray labeling, we can now proceed to 

derive the new upper bound. Practically, our job to derive the new upper bound is just 
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to find a tighter bound for the conditional PEP ˆ( , )P c c S U→  in (6). Following the 

notation in (9), we have 

( )

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ( , ) ( 0 , )

max ( ) max ( ) ,

max ( ) max ( ) , ,    

( ) max ( ) , ,    ( )

( ) ( ) , ,

S S
c c

S S
c c

S
c

S
c

z z

x
z z

x
w

x
w

P c c S U P S U

P p y z p y z S U

E P p y z p y z S U x

E P p y x p y w S U x a

E P p y x p y w S U x

θ θψ ψ

θ θψ ψ

θ θ

θ θ

δ

∈ ∈

∈ ∈

∈Ω

∈Ω

→ = <

� 	= ≤
 �
� 

� �� 	= ≤� �
 �
� � �

� �� 	≤ ≤� �
 �
� � �

� �
≤ ≤�

�� �
�      ( )b�

�

          (14) 

where  

�
ˆ

1 0 1

virtual signal  of 
=( ,  , , , )

with respet to the transmitted signal 

k

k

S
S k c
c

w x
w w w w

x

ψ
−

� �= ∈� �Ω = ⋅⋅ ⋅ ⋅ ⋅ ⋅� �
� �� �

�   (15)  

The bound 14 (b) is tighter than (9-b) because of the following two reasons. (i) Fewer 

terms are included in the union bound. Recall that from Observation 1, only M  

rather than M signals are needed to be considered in our case. (ii) The true decision 

boundary is used in 11 (a), and this results in a tighter bound. For example, see Fig. 

7(b), if 1x = − , and � 3x = , then by using (9-b), the decision boundary will be 1y = , 

but in fact the true boundary is 2.y =  

The upper bound in 11 (b) can be made tighter by removing the irrelevant error 

events in the union bound. Since we just need to consider the one-dimensional 

constellation, for a given x , only the nearest signals on both side of x , denoted � lx  

and � rx , in the set of kS
kΩ required to be included. It is easy to see that the set of y  

that results in an error signal � � lx x≠  and � � rx x≠   have been accounted for when 

considering  � lx  or � rx . Let �
S
cΩ �  be the subset of S

c
Ω �   with the � lx  and � rx  being 
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retained in the set of ˆ k

k

S
cψ . Then a tighter bound is obtained for the conditional PEP 

( )
� ˆ

ˆ( , )  

( ) ( ) , ,   
S
c

x

w

P c c S U

E P p y x p y w S U xθ θ
∈Ω

→

� �
≤ ≤� �

� �� �
�

              (16) 

The idea of expurgating the irrelevant error events in (16) is similar to the one used 

for BICMEX in [4]. Nevertheless, only one side of the error signals � lx  or � rx  is 

included in BICMEX and that makes it only an approximation even for QAM 

constellation with gray labeling.   

By using (16), the new upper bound BICMNEW is obtained as follows. 

( ) ( )
min

1
, ,b I new

d d

p W d f d u
k

χ
∞

=

≤ �                          (17) 

where 

( ) ( )( / 2 1)

ˆ
, , 2 2

S S
c x

d d d m
new

S U x w

f d u m P x w
ψ

χ − − − −

∈ ∈Ω

= →� � � �  .     (18) 

Methods for computing the weight distribution ( )IW d  for punctured 

convolutional codes has been well known as in [16], where the original error-state 

diagram of the convoultional code was modified to account for the effects due to the 

puncturing. Only the calculation of ( ), ,newf d u χ  will be discussed in the following.  

 

3.3 Pair-wise Error Probability 

Without loss of generality, assume that the same gray labeling is applied to both 

I and Q  components of the signal x . Since the bit error probability is the same for 

both components, we do not need to differential whether I  or Q  of a coded bit is 

mapped to. Only 16 QAM and 64 QAM will be explicitly considered. Other size of 

constellation can be treated similarly. 

 



 20 

3.3.1 Pair-wise Error Probability for Soft-decision in AWGN Channels 

In AWGN channels, ( )P x w→  is given by 

( )
2

0

2
( ; ) bm RE

P x w Q x w
dN

ρ
� 	∆

→ = �

�

�

                   (19) 

where   

)( ( )2 / 21
Q

2
y

e dy
α

α
π

∞ −= � ,                        

1

( ; )
2

d
k k

k

x w
x wρ

=

−
��  is a half of the Euclidean distance between w  and x , ∆  the 

power normalization factor of M-ary QAM,  bE  bit energy,  0N  the one-sided 

noise density and R code rate. 1 10∆ =  for 16 QAM, and 1 42∆ =  for 64 

QAM. Using (19), (7) becomes 

( )
2

( / 2 1)

ˆ 0

2
, , 2 2 ( ; )

S S
c x

d d d m b
new

S U x w

m RE
f d u m Q x w

dNψ

χ ρ− − − −

∈ ∈Ω

� 	∆

= �

�

�

� � � �   (20) 

The computation of (21) can be further simplified by utilizing symmetrization 

constellation, which have the symmetric property introduced in [17], of 

one-dimensional PAM constellation. Consider 16QAM as an example. First define 

the signal subsets ( ) ( ){ }1 0,0 , 1,0X � and ( ) ( ){ }2 0,1 , 1,1X � . From Fig. 8(a) it is 

observed that for 1x X∈  has the same error probability ( )P x w→ , and so does 

for 2x X∈ , no matter if the MSB (first label position) or the LSB (second label 

position) is considered. Indeed, this is the case; for MSB ( ; ) 1x wρ =  for 2x X∈ , and 

( ; ) 3x wρ =  for 1x X∈ . Likewise, for LSB, ( ; ) 1x wρ =  for 1x X∈ , and 

1( ; ) 3x wρ =   and 2( ; ) 1x wρ =  for 2x X∈ . Note that for 2x X∈ , there are two 

regions for errors to occur when bit error in LSB is considered.  With this symmetry 

property, (21) can be simplified as follows. 
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( )

[ ]{ }
2

1 1

2

0

2
1 2 1 2

0 0 01 1 0

, , 2

4
   3 ( ) 3

5

d
d

new
i

lji
b

i j s

d
f d u

i

i j j RE
Q i i j j s s

i j s dN

χ −

=

= = =

� 	= ⋅
 �
� 

� 	� 	 � 	 � 	 + + + − +
 �
 � 
 � 
 � �
� �  �  �

�

� � �
 (21) 

where  

� d i j= +  is the total number of bit errors.  

� i and j are the number of bit errors in MSB and LSB, respectively. 

� 1 2i i i= + .  

� 1i  is the number of MSB errors with 1x X∈ and 2i  is  with  2x X∈ . 

� 1 2j j j= + . 

� 1j  is the number of LSB errors with 1x X∈ and 2j  is  with  2x X∈ . 

� s  is the number of LSB errors with 2x X∈  and 1( ; ) 3x wρ = . 

Similar idea can be applied to the case 64-QAM. In this case we have 

1 {000,100}X = , 2 {001,101}X = , 3 {011,111}X = , and 4 {010,110}X = . For any 

ix X∈ , the error probability ( )P x w→ is the same no matter if the MSB, center bit or 

the LSB is considered. The result is given by 

( )

1 1 2

1 2 3

31 1 2

2 3

0 0

1 21

0 0 0 31 2

1 21 3 4

0 0 031 2
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j j jj j j j j
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− − −
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= = =

− − −
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⋅
 �
 �
 �

� � � 
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 � 
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0 0

1 21 2 3 4

0 0 0 031 2

1 2 3 4 1 2 3

04

    

7 5 3 3 ( ) 7 2
   

73( ) 5 ( ) 3
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j v

r r rr r r r rr
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b

r r rr r r r r r
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i i i i j j j t t RE
Q

dNj v v r s s

= =

+ +− − −
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(22) 
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where d i j r= + + , where i, j, and r are the number of bit errors in MSB, center bit, 

and LSB, 1 2 3 4i i i i i= + + + , 1 2 3 4j j j j j= + + + , and 1 2 3 4r r r r r= + + + . 

3.3.2 Pair-wise Error Probability with Soft-Decision in Rayleigh Fading 

Channels 

In fading channels, we apply the Chernoff bound [18-20] to obtain  

2
1

1 1
( )

2
1

2

d

i i i

P x w
x w

SNR=

→ ≤
−� 	+ 
 �

� 

∏                    (23) 

Therefore, PEP is upper-bounded by 

( ) ( / 2 1)
2

ˆ 1

1 1
, , 2 2

2
1

2

S S
c x

d
d d d m

new
S U ix w i i

f d u m
x w

SNRψ

χ − − − −

=∈ ∈Ω

≤
−� 	+ 
 �

� 

� � � � ∏   (24) 

where the average 
2

0

bm RE
SNR

N
∆= . 

Again, by using the symmetry property, we have for 16-QAM  

( )
1 2 1 22

1 1

22
2

0 0 0 01 1

1 1 1
, , 2    

2 1 3 1

i s i j j sjjd i
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new
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where 
0

2
5

bRE
SNR

N
= . And, for 64-QAM  
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 (26) 

where 
07
bRE

SNR
N

= . 
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3.4 Numerical Results 

BICM systems with different punctured convolutional codes and modulation 

levels are analyzed with BICMUB, BICMEX and the new BICMNEW for both AWGN 

and fading channels. Simulation results are also given to verify the tightness of the 

performance upper bounds. 

3.4.1 (2,1,6) Convoultional code  

Numerical results for BICM-RLP based on (2,1,6) convolutional code 

(constraint length 7κ = ) with the generator polynomials (133,171) are given in this 

section. Fig.9 and Fig.10 compare BICMUB, BICMEX and BICMNEW for 16 QAM 

over AWGN and Rayleigh fading channels, respectively. BICMUB is a quite a loose 

bound. But, BICMEX does provide an accurate approximation, although theoretically 

it is not an upper bound. As expected, the new BICMNEW is very tight for BER of 

practical interest, as compared to the simulated BER. It is interesting to note that 

BICMNEW and BICMEX almost overlap with each other for the example shown in 

Fig.10. Fig.11 and Fig.12 give more numerical results, including those with 64QAM. 

Again, BICMNEW provides a very tight upper bound for all the cases. 
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Fig.9 Performance of BICM-RLP in AWGN channels ( 7κ = , 16QAM) 
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Fig.10 Performance of BICM-RLP in Rayleigh fading channels ( 7κ = , 16QAM) 
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Fig.11 Performance of BICM-RLP in AWGN channels ( 7κ = , 16,64QAM) 
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 Fig.12 Performance of BICM-RLP in Rayleigh fading channels ( 7κ = , 64QAM) 
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3.4.2 (2,1,2) Convoultional code  

Numerical results for BICM-RLP based on (2,1,2) convolutional code ( 3)κ =  

with the generator polynomials (5,7) are given in this section. Fig.13 and Fig.14 

compares BICMUB, BICMEX and BICMNEW for 16QAM systems over AWGN and 

Rayleigh fading channels, respectively. Similar results are observed: BICMUB is a 

loose bound, BICMEX provides a good approximation, and BICMNEW is a very tight 

bound. More numerical results for this case are shown in Fig.15 and Fig.16.  
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Fig.13 Performance of BICM-RLP in AWGN channels ( 3κ = , 16QAM) 
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Fig.14 Performance of BICM-RLP in Rayleigh fading channels ( 3κ = , 16QAM) 
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Fig.15 Performance of BICM-RLP in AWGN channels ( 3k = , 16,64QAM) 
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Fig.16 Performance of BICM-RLP in Rayleigh fading channels ( 3κ = , 16,64QAM) 
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Chapter 4:  Upper Bounds for BICM with Fixed 

Label-position Mapping (BICM-FLP) 

 

In BICM-FLP, there is a fixed mapping between a coded bit and label position of 

signal x . Therefore, the average over S  in (18) is no longer needed. From (18), the 

upper bound becomes 

( ) ( )
min

1
, ,b I new

d d

p W d f d u
k

χ
∞

=

≤ �                        (27) 

where 

( ) ( )
( )( / 2 1)

ˆ

ˆ, ,

                   2 2
S S
c x

new

d d m

U x w

f d u E P c c U

P x w
ψ

χ
− − −

∈ ∈Ω

� → �� �

= →� � �

�

         (28) 

On the other hand, the error probability of an error event depends on the positions 

where the error occurs. For example, depends on whether the MSB or LSB in errors 

in the 16QAM case. The error positions in an error event need to be taken into 

account in the analysis. 

 

4.1 Modified Error State Diagram and Transfer Function with no Puncturing 

4.1.1 Modified Error State Diagram 

The first step toward the performance analysis of BICM-FLP is to define a 

modified error state diagram that can enumerate the error positions in an error event. 

For simplicity, a (2,1,2) convoutional code of the generator polynomials (5,7) with 

16- and 64-QAM constellations will be used as examples.  

For the 16-QAM constellation, the modified state diagram is shown in Fig.17, 

where a branch with label i j lM L Y  is to denote that, associated with this branch, 

there are i MSB and j LSB and l  information bits in errors. The self-loop of state 

zero is removed by splitting the zero state into two states aS and bS . The remaining 
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states are labeled 1S , 2S ,and 3S  to represent the state 01, 10, and 11. The transfer 

function therefore then is expressed as 

, ,
, ,

( , , ) i j l
i j l

i j l

T M L Y w M L Y=� ,                      (29) 

where the coefficient , ,i j lw  denotes the number of paths with i  MSB, j   LSB 

and l  information bits in error.  

 

 

Fig.17 Modified error state diagram of (2,1,2), rate-1/2 code with 16-QAM 

 

The same idea is applicable to 64QAM. Then, we have the transfer function given by 

, , ,
, , ,

( , , , ) i j r l
h i j k

i j r l

T M C L Y w M C L Y= �                (30) 

where C  is to denote the center label position, and , , ,i j r lw  is  the number of paths 

with i  MSB, j   center bit,  r  LSB ,and l  information bits in error.  
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4.1.2 Transfer Function [16] 

The procedure in [16] will be used to find the transfer functions in (29) and (30). For 

Fig. 17, the modified error state diagram is described by the matrix equation 

1 1

2 2

3 3

0 0
0 0

0 0
a

S M L S

S Y S MLY S

S LY MY S

� � � � � � � �
� � � � � � � �= +� � � � � � � �
� � � � � � � �� � � �� � � �

             (31) 

or 

 aS= +S AS B ,                                           (32) 

where 

         

1

2

3

0 0
, 0 0 ,and 

0 0

S M L

S Y MLY

S LY MY

� � � � � �
� � � � � �
� � � � � �
� � � � � �� � � � � �

� � �S A B
. 

It follows that 

1[ ] aS−= −S I A B                                    (33) 

In addition,  

T
bS = G S                                          (34) 

with [ ]0 0T MLG = . 

From (33) and (34), we have 

[ ] 1T
b aS S

−= −G I A B                                 (35) 

and the transfer function is obtained as 

[ ] 1
( , , ) / T

b aT M L Y S S
−= −� G I A B                     (36) 

By using  

[ ] 1 2 3 4 ...I I
−− = + + + + +A A A A A                     (37) 

we get 
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1 2 3( , , ) T T T TT M L Y = + + + +�G B G A B G A B G A B         (38) 

In particular, for (2,1,2) convolutional code with 16-QAM in Fig. 17, 

( , , )T M L Y is given by 

3 2 2 2 2 2 2 3 2 3 2 2

2 2 4 4 2 2 4 3 2 5 4 2 2 4

2 2 6 6 2 4 4 2 6

3 2 7 6 2 4 4 2 6

2 2 8 8 2 6 4 4 6 2 8

3 2 9 8 2 6

( , , )

( ) (3 )

( 6 ) (5 10 )

( 15 15 )

(7 35 21 )

( 28 70 28 )

(9 84 126

T M L Y

M L Y M L Y L M M L Y L M

M L Y L M L M M L Y L M L M

M L Y L M L M L M

M L Y L M L M L M

M L Y L M L M L M L M

M L Y L M L M

=
+ + + + +

+ + + + + +

+ + + +
+ + + +

+ + + + +
+ + 4 4 6 2 8

2 2 10 10 2 8 4 6 6 4 8 2 10

3 2 11 10 2 8 4 6 6 4 8 2 10

2 2 12 12 2 10 4 8 6 6 8 4 10 2 12

3 2 13 12 2 10 4 8

36 )

( 45 210 210 45 )

(11 165 462 330 55 )

( 66 495 924 495 66 )

(13 286 1287

L M L M

M L Y L M L M L M L M L M

M L Y L M L M L M L M L M

M L Y L M L M L M L M L M L M

M L Y L M L M L

+ + +

+ + + + + +
+ + + + + +

+ + + + + + +
+ + 6 6 8 4 10 2 121716 715 78 )...M L M L M L M+ + + +

(39) 

From (39) the total weight coefficients, ( ),IW i j is obtained as 

( )
,1

3 2 2 2 2 2 3 2 2 2

2 2 4 2 2 4 3 2 4 2 2 4

2 2 6 2 4 4 2 6

3 2 6 2 4 4 2 6

2 2 8 2 6 4 4 6 2 8

3 2 8 2 6

( , , )
,

( ) (3 )

( 6 ) (5 10 )

( 15 15 )

(7 35 21 )

( 28 70 28 )

(9 84 12

i j
I

i jY

T M L Y
W i j M L

dY

M L M L L M M L L M

M L L M L M M L L M L M

M L L M L M L M

M L L M L M L M

M L L M L M L M L M

M L L M L

=

= =

+ + + + +
+ + + + + +
+ + + +
+ + + +

+ + + + +

+ +

�

4 4 6 2 8

2 2 10 2 8 4 6 6 4 8 2 10

3 2 10 2 8 4 6 6 4 8 2 10

2 2 12 2 10 4 8 6 6 8 4 10 2 12

3 2 12 2 10 4 8 6 6

6 36 )

( 45 210 210 45 )

(11 165 462 330 55 )

( 66 495 924 495 66 )

(13 286 1287 1716

M L M L M

M L L M L M L M L M L M

M L L M L M L M L M L M

M L L M L M L M L M L M L M

M L L M L M L M L

+ + +
+ + + + + +

+ + + + + +
+ + + + + + +

+ + + + 8 4 10 2 12715 78 )...M L M L M+ +

(40) 
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4.2. Modified Error State Diagram and Transfer Function with Puncturing 

The error state diagram for punctured convolutional codes in [16] will be 

extended to a modified error state diagram that is able to enumerate the error 

positions in the m-bit labels. For example, with k/n=1/2 low rate encoder, the 

punctured pattern is showed in Fig.1 and it’s size is 2 k× . The format and size of 

puncture pattern is the same in BICM-RLP system. But, in BICM-FLP labeling 

procedure, there are fixed correspondence between the output bits of the encoder and 

the label positions in turn. Therefore, the size of puncture pattern is changed to 

2 ( )k K× ⋅ , where [ ]/ 2, /K m n n= , and this change causes the elements in the 

puncture pattern with equal number of different label positions. The puncture pattern 

with 16-QAM modulation is shown in Table.2. Take 2 / 3  code-rate with 16-QAM as 

an example, the size of puncture pattern is changed to 2 4×  and we have three MSB 

and LSB. With this puncture pattern, then according to [16], the modified error state 

diagram is shown as in Fig. 18. 

 

Code rate Puncture Pattern 

1/2 M

L
� �
� �
� �

 

2/3 M M L L

L M
� �
� �× ×� �

 

3/4 M M

L L

×� �
� �×� �

 

Table.2 Puncture pattern for the 2 / 3 -rate and 3 / 4 -rate codes with 16-QAM 
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Fig.18 Modified error state diagram of (2,1,2), rate-2/3 punctured code with 16-QAM 

 

Its matrix equations are given by  

2 3 2 2 2 2 2 3 2 2 3

3 2 2 3 2 2 3 3

3 2 4 3 2 3 3 4 3 2 3 2 2 4

2MLY LY L Y M Y ML Y MLY M LY

MY MLY M LY L Y M Y
MY L Y LY M LY ML Y MY ML Y M L Y

� �+ + + +
� �= + +� �
� �+ + + + +� �

A  (41) 

2 2 2 2 2 2 2 3

2 2 3

2 2 3 3 42

ML Y M Y M L Y ML Y

MY MLY M LY
MLY M LY ML Y

� �+ + +
� �= + +� �
� �+ +� �

B                           (42) 

2 2 2 2 2 2 2 2 3 3 22T ML M LY MLY M ML Y M L Y ML M LY L Y M LY� �= + + + + + + +� �G  (43) 

3 2 2 2 2 2h M L Y M L Y ML Y= + +                                    (44) 

where h is the transition cost directly from aS to bS  

As adding the parameter h, the transfer function is changed to 

[ ] 1
( , , ) / T

b aT M L Y S S h
−= = + −G I A B                  (45) 

and hence 

1 2 3( , , ) T T T TT M L Y h= + + + + +�G B G A B G A B G A B      (46) 
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For (2,1,2)rate-3/4 puncture code with 16-QAM modulation, the state diagram is 

in Fig.19, and the relative matrices are in following equations. 

 

 

Fig.19 Modified error state diagram of (2,1,2), rate-3/4 punctured code with 16-QAM 

 

2 2 2 2 2

2 2 2

3 3 2 2 3 2 2

LY ML Y MY M LY LY

MY LY MY
Y MLY MLY M Y L Y

� �+ +
� �= � �
� �+ +� �

A               (47) 

2 2

2 2

2 3

MY ML Y

LY M LY
MLY MLY

� �+
� �= +� �
� �+� �

B                                 (48) 

2 2T ML MLY M L Y ML MLY� �= + + +� �G               (49) 

2 2h M L Y=                                         (50) 
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We verify our result for 64-QAM modulation, and the similar calculation has 

been applied to the (2,1,2) convolutional code. The puncture pattern with 64-QAM 

modulation is in Table 3. With rate-1/2 code, the state diagram of the code is depicted 

in Fig.20, and its matrix equation is given by  

2 2 2 2 2 2

2 2 2 2

3 2 3 2 3 2

MLY CL Y MCY ML Y C Y

LY MCY M Y
MCY C LY MLY MCLY CLY

� �+ +
� �= � �
� �+ +� �

A           (51) 

2 2

2

2 2 2 2 3

MCLY M CLY

CLY MCLY
ML Y M C Y

� �+
� �= +� �
� �+� �

B                              (52) 

2 2 2 2T MC CL Y M L MC LY MCL M CLY� �= + + +� �G      (53) 

2 2h MC L Y=                                        (54) 

With 64-QAM modulation, the transfer function is given by 

[ ] 1
( , , , ) / T

b aT M C L Y S S h
−= = + −G I A B                (55) 

and hence 

1 2 3( , , , ) T T T TT M C L Y h= + + + + +�G B G A B G A B G A B    (56) 

 

Code rate Puncture Pattern 

1/2 M L C

C M L
� �
� �
� �

 

2/3 M L

C
� �
� �×� �

 

3/4  
M L C M L C

C M L C M L

× × ×� �
� �× × ×� �

 

Table.3 Puncture pattern for the 2 / 3 -rate and 3 / 4 -rate codes with 64-QAM 
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   Fig.20 Modified error state diagram of (2,1,2), rate-1/2 code with 64-QAM 
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For (2,1,2) rate-2/3 puncture code with 64-QAM modulation, the state diagram 

is in Fig.21, and the relative matrices are in following equations. 

 

Fig.21 Modified error state diagram of (2,1,2), rate-2/3 punctured code with 64-QAM 

 

2 2 2

0

LY CY MY

MY CY

Y CLY MLY

� �
� �= � �
� �� �

A                             (57) 

2

MCLY

LY

MCY

� �
� �= � �
� �� �

B                                       (58) 

[ ]T MC ML CL=G                                (59) 

It is easy to extend the scale punctured transfer function to higher QAM modulation 

with gray labeling, such as 256-QAM or 1024-QAM. 
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4.3 New Tighter Bound for QAM Constellation with Gray Labeling 

The upper bound of BICM-FLP with scale transfer function is simpler. Since the 

sequences of label positions S  are determined in BICM-FLP system, the union bound 

of probability of bit error for convolutional codes of rate k/n becomes 

( ) ( )
, ,

1
, , , , , ,b I new

i j r

p W i j r f i j r u
k K

χ≤
⋅ �                   (60) 

where 

( ) ( )
( )( / 2 1)

ˆ

ˆ, , , ,

                   2 2
S S
c x

new

d d m

U x w

f i j r u E P c c U

P x w
ψ

χ
− − −

∈ ∈Ω

� → �� �

= →� � �

�

           (61) 

where ( ), ,IW i j r is the total weight of error events at Hamming distance d=i+j+r 

with  i MSB, j center bit, and r LSB for 64-QAM and with i MSB, j LSB and r=0 for 

16-QAM. Then, k K⋅  is the column number in the punctured pattern, which means 

the number of error events counted at one transition branch on the state diagram.  

4.3.1 Pairwise error probability with Soft-decision in AWGN channel 

For 16-QAM with gray labeling in soft-decision decoding over AWGN channel, 

the PEP becomes 

( )

[ ]{ }

2

1 1

2

0 0 01 1

1 2 1 2
0

, , , , 2    

4
                            3 ( ) 3

5

lji
d

new
i j s

b

i j j
f i j r u

i j s

RE
Q i i j j s s

dN

χ −

= = =

� 	 � 	 � 	
= ⋅
 � 
 � 
 �

� �  � 

� 	
+ + + − +
 ��


�

� � �
  (62) 

where (62) is similar with (22) without countering all possible label position. 

For 64-QAM with gray labeling in soft-decision decoding, the PEP becomes 
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( )
1 1 2

1 2 3

31 1 2 4

1 2 3

1

1 2

1 21

0 0 0 31 2

1 21 3 4

0 0 0 0 031 2

0 0

, , , ,

4   

    

    

new

i i i i ii
d

i i i

jj j j j j jj

j j j t v

r rr

r r

f i j r u

i i ii i i

ii i

j j jj j j j j
jj j t v

χ
− − −

−

= = =

− − −

= = = = =

−

= =

− −− � 	� 	� 	
= ⋅
 �
 �
 �

� � � 

− −− � 	� 	� 	 � 	 � 	
⋅
 �
 �
 � 
 � 
 �

�  � � � � 

� � �

� � � � �

� �

[ ]
[ ] [ ]

2 3 41 2

3

1 21 2 3 4

0 031 2

1 2 3 4 1 2 3

04

7 5 3 3 ( ) 7 2
   

73( ) 5 ( ) 3

r r rr r r

r s

b

r r rr r r r r r
rr r s

i i i i j j j t t RE
Q

dNj v v r s s

+ +− −

= =

− −− + +� 	� 	� 	 � 	
⋅
 �
 �
 � 
 �

� � � � 

� 	� �+ + + + + + − + +� �
 �⋅� � �
 − + + − +� �� � �

� �

 (63) 

where (63) is similar with (23) without countering all possible label position. 

4.3.2 Pair-wise Error Probability with Soft-decision in Rayleigh Fading 

Channels 

For 16-QAM with soft-decision in Rayleigh fading channel, The PEP is 

( )
1 2 1 22

1 1

2
2

0 0 01 1

1 1 1
, , , , 2    

2 1 3 1

i s i j j sjji
d

new
i j s

i j j
f i j r u

i j s SNR SNR
χ

+ + + −
−

= = =

� 	 � 	 � 	 � 	 � 	≤ 
 � 
 � 
 � 
 � 
 �+ +�  � � �  � 
� � �  (64) 

where (64) is similar with (25) without countering all possible label position. And, for 

64-QAM with soft-decision in Rayleigh fading channel, The PEP is  

( )
1 1 2

1 2 3

31 1 2

2 3

1 21

0 0 0 0 0 31 2

1 21 3 4

0 0 0 031 2

, ,

3 4   

    

new

i i i i id d i i
d d

i j i i i

jj j j j j

j j t v

f d u

i i ii i id d i
ii ii j

j j jj j j j j
jj j t v

χ
− − −−

− −

= = = = =

− − −

= = = =

− −−− � 	� 	� 	� 	� 	
≤ ⋅
 �
 �
 �
 �
 �

� �  � � � 

− −− � 	� 	� 	 � 	 � 	

 �
 �
 � 
 � 
 �

�  � � � � 

�� � � �

� � �
4

1

2 3 41 1 2

1 2 3

1 2 3 1 4 4 2 3

0

1 21 2 3 4

0 0 0 031 2

2 2 2

    

1 1 1 1 1
  

2 1 7 1 5 1 3 1

jj

j

r r rr r r r rr

r r r s

i t i v i j j v s i j j t r s

r r rr r r r r r
rr r s

SNR SNR SNR SNR

=

+ +− − −

= = = =

+ + + + − + + + − + −

⋅

− −− + +� 	� 	� 	 � 	
⋅
 �
 �
 � 
 �

� � � � 

� 	 � 	 � 	 � 	

 � 
 � 
 � 
 �+ + + +�  �  �  � 

� �

� � � �

 (65) 

where (65) is similar with (26) without countering all possible label position. 
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4.4 Numerical Results 

Numerical results for BICM-FLP are presented in this section. The BICM-FLP 

proposed in [3] is investigated specifically. Also, the performance comparison is 

made of BICM-RLP and BICM-FLP . 

4.4.1 (2,1,6) Convoultional code  

Numerical results for BICM-FLP based on (2,1,6) convolutional code are given 

in this section. Fig.22 and Fig.23 compare BICMUB, BICMEX and BICMNEW for 16 

QAM over AWGN and Rayleigh fading channels, respectively. Again, BICMUB is a 

quite a loose bound, BICMEX provide an accurate approximation, and the new 

BICMNEW is very tight, to within 0.5  dB for fading channels, for BER of practical 

interest. Fig.24 and Fig.25 give more numerical results, including those with 64QAM. 
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(BICMEX) R=3/4
(BICMUB) R=3/4

(Simulation) R=3/4

 

Fig.22 Performance of BICM-FLP in AWGN channels ( 7κ = , 16 QAM) 
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Fig.23 Performance of BICM-FLP in Rayleigh fading channels ( 7κ = , 16 QAM) 
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Fig.24 Performance of BICM-FLP in AWGN channels ( 7κ = , 16,64 QAM) 
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Fig.25 Performance of BICM-FLP in Rayleigh fading channels ( 7κ = , 16,64 QAM). 
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4.4.2 (2,1,2) Convoultional code  

Numerical results for BICM-FLP based on (2,1,2) convolutional code are given 

in this section. Fig.26 and Fig.27 compares BICMUB, BICMEX and BICMNEW for 

16QAM systems over AWGN and Rayleigh fading channels, respectively. Similar 

results are observed: BICMUB is a loose bound, BICMEX provides a good 

approximation, and BICMNEW is a very tight bound. More numerical results for this 

case are shown in Fig.28 and Fig.29.  
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Fig.26 Performance of BICM-FLP in AWGN channels ( 3κ = , 16QAM) 
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Fig.27 Performance of BICM-FLP in Rayleigh fading channels ( 3κ = , 16QAM) 
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Fig.28 Performance of BICM-FLP in AWGN channels ( 3κ = , 16,64 QAM) 

 



 51 

6 8 10 12 14 16 18 20 22 24 26 28 30
10

-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Eb/No

B
E

R
 

R=1/2 16-QAM
R=2/3 16-QAM
R=3/4 16-QAM
R=1/2 64-QAM
R=2/3 64-QAM
R=3/4 64-QAM

 

Fig.29 Performance of BICM-FLP in Rayleigh fading channels ( 3κ = , 16,64 QAM). 
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4.4.3 Comparison of BICM-RLP and BICM-FLP 

Figs.30, 31, and 32 show the performance comparisons between BICM-RLP and 

BICM-FLP for different channel conditions and system parameters.  BICM-FLP has 

a slight better performance than BICM-RLP for all cases. This might be attributed to 

the fact that for BICM-RLP, a long runs of the coded sequence may be mapped to the 

less significant label bits of the -bitm label, and that degrades the system 

performance. 

�
�
�

 

 

7κ =

3κ =

 

Fig.30 Performance comparison between BICM-RLP and BICM-FLP systems in 

AWGN channels ( 3,7κ = , 16QAM) 
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Fig.31 Performance comparison between BICM-RLP and BICM-FLP systems in 

Rayleigh fading channels ( 3κ = , 16-QAM). 
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Fig.32 Performance comparison between BICM-RLP and BICM-FLP systems in 

Rayleigh fading channels ( 7κ = , 16-QAM).  
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Chapter 5:  Conclusions  

 

In this thesis, we analyze the bit error rate performance of punctured 

bit-interleaved coded modulation systems with random label-position mapping 

(BICM-RLP) and fixed label-position mapping (BICM-FLP). New tighter BER 

bounds are proposed for QAM modulation with gray labeling over additive white 

Gaussian noise and Rayleigh fading channels. Both cases of soft and hard decoding 

are considered. For BICM-RLP with soft decoding, the new upper bound is tighter 

than the well-known BICM Union and the Expurgated Bound proposed in [4]. The 

tight upper bounds for hard decision and for BICM-FLP with soft decision are newly 

derived results. 
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Appendix A 

BER Upper Bounds for BICM with hard decision 

 

A. System model of BICM with hard decision 

The system model for BICM system with hard decision is in Fig.33, where we 

replace bit metric calculation block with demodulation block. The coded bit error 

probabilities after demodulation are shown in Table.4 and Table.5. In AWGN channel 

and in Rayleigh fading channel, Table.5 and Table.6 shows the bit error probabilities 

from different constellation points with 16-QAM and 64-QAM modulation, which 

can be modeled as a combination of two orthogonal PAM signals. 

 

( )p y xθ

x( )cπc

y

π

1π −

,µ χ

L

 

Fig.33 A block diagram of general BICM systems with hard decoding 

 

B. Analytical model of BICM system with hard decision 

We replace bitmetric calculation block with demodulation block in analytical 

model. The analytical models of BICM with random label-position and BICM with 

fixed label-position are shown in Fig.34 and Fig.35.  

 



 57 

Lc

Fig.34 BICM with random label-position mapping with hard decoding . 

 

L

1c

2c

mc

 

Fig.35 BICM with fixed label-position mapping with hard decoding 

 

C. Decoding Rule 

For total distinct coded bits, d, between the error sequence w  and the correct 

sequence x , the pairwise error probability is that one-half or more of d bits are in 

error. Therefore, the correct path is abandoned. 

 

D. Pairwise Error Probability of BICM-SI wit hard-decision 

The upper bound of BICM with random label position is 

( ) ( )
min

1
, ,b I new

d d

p W d f d u
k

χ
∞

=

≤ �                         (66) 

And, the upper bound of BICM with fixed label position is  

( ) ( )
, ,

1
, , , , , ,b I new

i j k

p W i j r f i j r u
k K

χ
∞

≤
⋅ �                  (67) 

Using 16-QAM with hard decision decoding, the PEP is that one-half or more of 
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d transmitted bits are in error. Therefore, the correct path is abandoned. Thus, the PEP 

with random label-position is shown in (68) and the PEP with fixed label-position is 

shown in (69) 

( )
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where 
1 if 0

u(x)=
0 if 0

x

x

≥�
� <�

, _1 _ 2

2
M M

M

P P
P

+
= , and _1 _ 2

2
L L

L

P P
P

+
= .  

The distinct coded bits d i k= +  between error sequence w  and correct 

sequence x  are with 
d

i
� 	

 �
� 

 combinations of such distinct coded bits with i coded 

bits of MSB and j coded bits of LSB. For each case, we calculate h errors, which 

consist of 
i

h v
� 	

 �−� 

 combinations of i MSB with h-v errors and 
j

v
� 	

 �
� 

 combinations 

of j LSB with v errors. Table.4 shows the parameters of BER in AWGN channel and 

in Rayleigh fading channel. 

Using hard decision decoding with 64-QAM, the PEP with random 

label-position is in (70) and the PEP with fixed label-position is in (71). 
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4
M M M M

M

P P P P
P

+ + +
= , _1 _ 2 _ 3 _ 4

4
C C C C

C

P P P P
P

+ + +
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_1 _ 2 _ 3 _ 4

4
L L L L

L

P P P P
P

+ + +
= . The distinct coded bits d i j r= + +  between error 

sequence w  and correct sequence x  are with 
d d i

i j

−� 	� 	

 �
 �
� � 

 combinations of such 

distinct coded bits with i coded bits of MSB, j coded bits of center bit, and r coded 
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bits of LSB. For each case, we calculate h errors, which consist of 
i

h v s
� 	

 �− −� 

 

combinations of i MSB with h-v-s errors, 
j

s
� 	

 �
� 

 combinations of j LSB with s errors, 

and 
r

v
� 	

 �
� 

 combinations of r LSB with v errors. Table.5 shows the parameters of BER 

in AWGN channel and in Rayleigh fading channel.  

 

 Transmitted 
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AWGN channel Rayleigh Fading channel 
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� �� �
 

 � �
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Q
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�
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2 1 2 5
b
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RE N
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� 	
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Table.4 Coded bit error probabilities table of 16-QAM modulation 
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 Transmitted 

PAM signal 
AWGN channel Rayleigh Fading channel 
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 ��
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 � 
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− + −
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 �
 � 
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Table.5 Coded bit error probabilities table of 64-QAM modulation 
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E. Numerical Results 

Numerical results for BICM-FLP and BICM-RLP with hard decoding are 

presented in this section.  

E.1 (2,1,6) Convoultional code  

Numerical results for BICM-RLP based on (6,1,2) convolutional code are given 

in Fig.36 and Fig.37, which includes simulation results and BICMNEW over AWGN 

and Rayleigh fading channels, respectively. BICMNEW is a very tight bound. The 

same numerical results for BICM-FLP are shown in Fig.38 and Fig.39. We can find 

that the coding gain of soft decision contrasting with hard decision is about 3dB with 

16-QAM modulation, and about 3.5 dB with 64-QAM modulation. 
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Fig.36 Performance of BICM-RLP with hard decoding in AWGN channels ( 7κ = , 

16,64 QAM). 
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Fig.37 Performance of BICM-RLP with hard decoding in Rayleigh fading channels 

( 7κ = , 16,64 QAM). 
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Fig.38 Performance of BICM-FLP with hard decoding in AWGN channels ( 7κ = , 

16,64 QAM). 
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Fig.39 Performance of BICM-FLP with hard decoding in Rayleigh fading channels 

( 7κ = , 16,64 QAM). 
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E.2 (2,1,2) Convoultional code  

Numerical results for BICM-RLP based on (6,1,2) convolutional code are given 

in Fig.40 and Fig.41, which includes BICMNEW over AWGN and Rayleigh fading 

channels, respectively. BICMNEW is a very tight bound. The same numerical results 

for BICM-FLP are shown in Fig.42 and Fig.43. 
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Fig.40 Performance of BICM-RLP with hard decoding in AWGN channels ( 3κ = , 

16,64 QAM). 
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Fig.41 Performance of BICM-RLP with hard decoding in Rayleigh fading channels 

( 3κ = , 16,64 QAM). 
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Fig.42 Performance of BICM-FLP with hard decoding in AWGN channels ( 3κ = , 

16,64 QAM). 
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Fig.43 Performance of BICM-FLP with hard decoding in Rayleigh fading channels 

( 3κ = , 16,64 QAM). 
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