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Analysis of Template Matching Prediction and Its
Application to Parametric Overlapped Block Motion
Compensation

Student : Tse-Wei Wang Advisor : Wen-Hsiao Peng
Institute of Computer Science and Engineering

National Chiao Tung University

ABSTRACT

Template matching prediction (TMP), which estimates the motion for a target
block by using its surrounding pixels, has been observed to perform efficiently in
inter-frame coding. In this paper, we expose, from a more theoretical viewpoint, the
factors that determine the prediction efficiency of TMP. It is shown that the motion
estimate found by template matching tends to be the motion associated with the
template centroid and that TMP consistently outperforms SKIP prediction, but hardly
competes with block motion compensation (BMC) unless both the motion and
intensity fields are less random or have high spatial correlation. We also demonstrate
how template and block motion estimates can jointly be applied in a parametric
overlapped block motion compensation (OBMC) framework to further improve
temporal prediction. Preliminary results show that combining TMP with OBMC can
yield 2-16% reductions in mean-square prediction error, as compared with the single
use of OBMC. The gain is even higher (18%) when the performance is compared with
that of the standard BMC.
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CHAPTER 1

Research Overview

1.1 Introduction

A key problem in video coders using motion-compensated prediction is how to provide
a good compromise between the accuracy of motion estimates and the number of
bits used to signal them. Variable block-size motion compensation is thus invented,
allowing more flexibility in trading off the prediction efficiency and bit-rate. Sometimes
a rough representation of motion field is sufficient to provide good temporal prediction,
in terms of rate-distortion performance. The decoder-side motion vector derivation
(DMVD) is thus proposed to reduce the overhead of motion infomation by deriving
motion at decoder side instead of signaling it. SKIP mode, which is a realization of
DMVD, is provided to infer the motion for a macroblock from its neighboring block
motion estimates in the state of art H.264/AVC. Somewhat surprisingly, it is often the
dominant mode, especially in the low bit-rate coding. DMVD provides a significant
performance in a rate-distortion sense, so these techniques should be addressed to

further improve the coding efficiency.
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1.2 Problem Statement

A decoder-side motion vector derivation scheme has recently been proposed in [4]
[7][8][9] to improve the inter-frame coding of H.264/AVC. The approach, often re-
ferred to as template matching prediction (TMP), finds the predictor for a target block
B by minimizing the prediction error over the pixels in its immediate inverse-L-shaped
neighborhood 7 (usually termed the template). When viewed from motion compensa-
tion perspective, it is equivalent to regarding the motion estimate found by template
matching as the motion for all pixels in the target block. Since the computation in-
volves only the reconstructed pixels, the decoder can produce the same predictor as
the encoder without requiring explicit motion information.

It has been shown in [4] that using TMP in combination with block motion compen-
sation (BMC) can provide 5 - 7% bit-rate reductions over H.264/AVC and the further
incorporation of the SKIP mode yields reductions of up to 10%. It is generally believed
that TMP can perform very close to BMC when there is a high correlation between the
target block and its template. However, it is not appropriated for explaining significant
performance of TMP by this intuition. As a result, in this thesis two studies have been
made:

1. how to provide theoretical basis for supporting the prediction efficiency of TMP,

and
2. why the joint application of TMP and the SKIP mode can give significant bit-rate
reductions.

For aiming these issues, two analytical models for intensity and motion field are
introduced for providing an in-depth study on the relationships among BMC, TMP
and SKIP mode.

1.3 Contributions

Specifically, our main contributions in this work include the following:
e We provide theoretical framework for analyzing mean-square prediction errors(MSESs)

of BMC, TMP and SKIP.
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e With the help of the MSE model, we have obtained that the template motion
tends to be the motion of template centroid and TMP can hardly beat BMC
unless correlation of intensity and motion field are high.

e We show that TMP consistently outperforms SKIP prediction explaining why
the bitrate can be reduced when it is combined with H.264/AVC.

e We find an application of TMP in parametric OBMC. By using the parametric
window design, we are able to optimally combine block and template motion
estimates to further improve prediction efficiency. Preliminary results show that
combining TMP with OBMC can yield 2-16% reductions in MSE, as compared
with the single use of OBMC. The gain is even higher (18%) when the perfor-
mance is compared with that of the standard BMC.

e We develop an enhanced inter prediction, P™ mode, which achieves bi-prediction
performance with only one motion vector.This approach is less complex compared
to POBMC and easier to be incorporated into H.264/AVC. It yields about 1-3%
BDbitrate saving when it is combined with H.264/AVC.

1.4 Organization of Thesis

The rest of this paper is organized as follows: Chapter 2 contains a review of the
Decoder-Side Motion Derivation and Overlapped Block Motion Compensation. Chap-
ter 3 presents a theoretical analysis of TMP, BMC and SKIP prediction. Chapter 4
demonstrates the application of TMP in parametric OBMC. Chapter 5 provides op-
timal weight and performance of the enhanced inter prediction. Lastly, the thesis is

concluded with a summary of our work.



CHAPTER 2

Background

2.1 Decoder-Side Motion Vector Derivation

Decoder side motion vector derivation(DMVD) is a technique that motion information
is inferred at decoder side instead of being transmitted by the encoder. This concept is
used in the recent video compression standard, such as SKIP prediction and B-direct
mode. In both of them motion vectors are inferred with neighboring motion informa-
tion. Because the inferred motion is inaccurate representation of block motion, the
prediction efficiency of DMVD is not as good as that of block based motion compen-
sation. But DMVD still provides a trade-off between bits of motion representation
and accuracy of motion vector. This approach,such as SKIP and B-direct, is often the

dominant mode when the sequence is compression at low bit rate.
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Reconstructed pixels

-available pixels

Reference frames Current frame

Figure 2.1: Template Matching Prediction

2.2 Implementation of DMVD : Template Match-
ing

Template Matching Prediction (TMP), which uses the correlation of motion and in-
tensity, is one of the realization methods of DMVD. This approach, based on the high
correlation between two pixels, was first applied in texture synthesis [11]. In [3], TMP
facilitates the synthesis of intra prediction of still image and video coding. Inter pre-
diction using TMP has been studied in [4] [7] [9]. This approach finds the predictor
for a target block B by minimizing the prediction error over the pixels in its immedi-
ate inverse-L-shaped neighborhood 7 (usually termed the template). TMP is further
enhanced by averaging multiple candidates to improve and refined the predictor in [9].
It is shown in [4] that TMP provides about 5 - 7% bit rate reduction when it com-
bines with H.264/AVC . Moreover, some approaches of DMVD for Bi-prediction are
proposed in HEVC, but in this thesis we only discuss those DMVD employing template
matching.

We wish to provide a view of the performance of template matching prediction and
the extension implementation for reducing search complexity at decoder side.

As shown in Fig.2.2, the DMVD combined AVC outperforms H.264. Especially
in low bit rate, 30% bitrate saving is observed ,because that the incorporation of the
SKIP mode yields reductions of up to 10% in this sequence.

TMP can improve the coding efficiency, but it also brings some overhead. Because

of high complexity of motion search at decoder, the heuristic solution for search is

-5-



Sec 2.3. Overlapped Block Motion Compensation

36

351

34

~5 % A-rate

% 33 : .
- E : :
% :
Z 32 vvvvvv .....
A : : :
31 ...... .............. .........
30F - . R o ‘. —6— M
<30 % A-rate : —=— DMVD
29 : N i : " L
0 0.5 1 1.5 2 2.5 3
Rate [Mbit/s]

Figure 2.2: Rate-distortion curves for DMVD combined H.264 and H.264 [4]

necessary for TMP. Therefore many approaches such as smaller search range, MVP
based predictor and MVP scaling predictor are proposed to reduce the time complexity

of DMVD at decoder.

2.3 Overlapped Block Motion Compensation

Overlapped Block Motion Compensation, which is used to combined the TMP in this
thesis, improves the motion accuracy for every pixel by considering nearby motion
vectors as different plausible hypotheses for its true motion. In order to avoid the
blocking artifact raised by block based motion compensation, Overlapped Block Motion
Compensation (OBMC) is proposed [5]. OBMC improves the motion accuracy for every
pixel by considering nearby motion vectors as different plausible hypotheses for its true
motion. In [6], the authors proposed a training based optimal weight by adjusting the
ratio of being true motion of each nearby motion vectors. Tao et al. [10] reduce the
training based weights into a parametric solution with a little coding efficiency lost. In
[12], Zheng et al. provide an analysis between OBMC and BMC, which explains why
OBMC can reduce blocking artifacts. Chen et al.[2] also provide a parametric solution
for OBMC,by using the motion model in [12], to incorporate the variable block size
motion compensation(VBSMC). This parametric solution provides a easier way for

finding the optimal weight rather than training the parameters from sequences.



CHAPTER 3

Analysis of Template Matching Prediction

This chapter provides a theoretical analysis to expose the factors that determine the
prediction efficiency of TMP. The analysis is carried out based on the statistical models

introduced in Section 3.1.

3.1 Review of Motion and Intensity Models

In this section, we review two statistical models used to characterize the motion and
intensity fields of video signals. These models will serve as the basis for analyzing the
motion compensation error of template matching prediction (TMP) and for determin-
ing optimal prediction weights in combining parametric OBMC with TMP.

To analyze the distribution of motion-compensated residuals, Tao et al. [10] as-
sumes that the autocorrelation function of the intensity and motion fields can be ap-

proximated with a quadratic function and an exponential function, respectively:

E[I(s1)Ix(s2)] = o7 (1 - %)

(3.1)
Elvx(s1)va(s2)] = Efvy(s1)vy(s2)] = 0%, ",

-7-
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where I(s) represents the intensity value of pixel s = (z(s),y(s))? of frame k; v(s) =
(v:(s), vy(s))? denotes its motion vector; and {o?, K} and {02, p,,} are their respective
variance and correlation coefficient. Likewise, in [12] Zheng et al. introduces a motion
distribution model assuming that the difference between motion at two pixels obeys

the normal distribution:
Vs (81) — Uz(82) or vy(s1) — vy(s2) ~ N(0,[|s1 — s23), (3.2)

where a is a constant indicating the degree of motion variation in the horizontal or
vertical direction.

Given these models, they both show that the block-based motion estimate tends to
be the motion of the block center s., with the mean-square prediction error for pixel
s, d(s;v(s,)) = Ii(s)—Ix—1(s + v(sc)), given respectively by

7 8o7a2,

E[d*(s; v(s,)] = K (1= pp=) (3.3)

and

Eld*(s; v(s.))] = ells — s, (3.4)

where € is a factor related to the randomness of the motion and intensity fields (the
randomness increases with increasing €). According to these equations, the prediction

error is larger for boundary pixels, which agrees with the general observation.

3.2 Error Variance Distribution of TMP

We begin by examining the distribution of TMP error variance. To do so requires

modeling the template motion estimate. Proceeding as the approach described in [12],
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Figure 3.1: Geometric relation between TMP centroid and block center

we can obtain, with the results in (3.3) and (3.4), that

S; = arg mtinZE[dQ(s; v(t))]

= argmine Y [ls — ¢/

seT
= argmine Y (2(8) =a(8)* + (y(5) — y(t))’
seT
>a(s) T\ "
_ | s€Z 7sE’T i (35)

7] T

Thus, the motion estimate found by minimizing the template matching error is likely to
be the motion associated with the centroid of the template, a result that is intuitively
agreeable and is a direct extension of that for (rectangular) block matching.

As shown in Fig. 3.1, the centroid of the template s, is obviously not at the block
center when the template is straddled on the top and to the left of the target block B.
Thus we can expect TMP to yield higher prediction error than BMC for block B. A
little computation using s; in place of s. in (3.3) and (3.4) further shows that the error
is lower in the upper left quarter and higher in the lower right quarter. This result
is well supported by the empirical data displayed in Fig. 3.2, where the actual error
surface and the ones predicted by the two models are compared. For clarity we have
rotated the error surfaces counterclockwise by 135°. From the figure, we also observe
that Zheng’s model seems to perform better in estimating error variances.

In summary, although TMP does not require extra motion information, its predic-
tion efficiency is generally much worse than that of BMC in the mean-square error

(MSE) sense. An exception is when both the intensity and motion fields are less ran-

-9-
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Figure 3.2: Mean-square prediction error surfaces of block B produced with (a) BMC
(b) TMP and (c) SKIP Prediction. The 2nd and the 3rd rows show the error surfaces
predicted by Tao and Zheng’s model, respectively. The sequence is Football and the
block size used for motion compensation is 16x16.
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4 V(s1) Y
B, / B, / v(s2)
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AV(Ss3)
Ss
5, \53 ]

Figure 3.3: Inference scheme for SKIP Mode

2

=, are smaller or

dom or have high spatial correlation, that is, with Tao’s model, o7, o
pm, K tend to be larger and with Zheng’s model, € is small. It is then natural to
question how it can achieve a bit-rate saving of 10%. The answer becomes clear when

its performance is compared with that of SKIP prediction.

3.3 Error Variance Distribution of SKIP Prediction

We shall now derive formulae that will enable us to estimate the error variance for
SKIP prediction. Recall that if ‘a block is coded in SKIP mode, its motion vector is
determined by the median of those in its neighborhood. Using the example shown in

Fig. 3.3, the inferred vector v for block B is

U, = Median{v,(s1), v.(s2), vz(s3)}

v, = Median{v,(s1), vy(s2), v,(s3)}

(3.6)

where (v (s;), v,(si))7, i = 1,2, 3 are the motion vectors associated with blocks B; and
are approximated by the motion of their centers. The corresponding mean-square

prediction error for pixel s, s €B then becomes

E [@(s9)] = E [(Tils) — Te-a(s+9))7] (37

= E [(Iy-1(s + v(s)) — Li_1(s+V))?] .

Computing the expectation in (3.7), which involves order statistics, is in general a

difficult task. To circumvent the difficulties, we take a simpler approach by assuming

-11-
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that v(i,7) = (U, 0y) = (va(8),vy(s5)),4,j = 1,2,3, with each ordered pair being
equally likely. Hence, we can replace (3.7) with
E[d*(s;v)]

= IS N B [(Tea(s + v(s)) — Tea (4900, )7

i=1 j=1

(3.8)

which can readily be evaluated by incorporating Tao’s model. A straightforward cal-

culation then gives

3

E[(s9)] = %ZZEM{%% 2B yiTer(s + v(8) Ter (490, 1))}

i_lj 1
1SS, fart - a0t (1 5100 _vOlIE) )
K
z—lg 1
20'1 2 20'% i 2
ZEM{ Us(8i) = va(s)) }+3—KZEM{(vy(Sj) —uy(s))7}
j=1
4020 Z 40202 O lls;—sl|
— leny” (o) ALy -
3K — 3K j:l( )
8022 i O
_ m 1= pls=silly) 3.9
o ;( P ) (3.9)

Similarly, repeating the procedure in [12], we obtain the result for Zheng’s model as

Ol_1(s + v(s)) 2
S (5 - o)) ]

E[d*(siv)] ~ ZZE

2—1] 1

1 3 3
B 522 (ex llsi = sl + ey [ls; —sll)

i=1 j=1

3
1 2
=3 (@ +a)llsi— sl
1=1

3
€
— S s, @10
=1

(va(si) = va(s)) +

<8Ik [(s+ v(s))

where the approximation is due to the use of Taylor’s expansion in computing the
prediction error I;_1(s + v(s)) — Iy_1(s+V (i, j)).

It is interesting to know that both (3.9) and (3.10) are merely a weighted sum of
the mean-square prediction errors, i.e. Y0 | (E[d*(s;v(s,))]/3), when v(s,)i = 1,2,3

-12-
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Table 3.1: Comparison of Mean-Square Prediction Error

Football QP22 Foreman QP22 Football QP38 Foreman QP38
Schemes | Emp. | Tao | Zheng | Emp. | Tao | Zheng | Emp. | Tao | Zheng | Emp. | Tao | Zheng
8 x 8 BMC 112 | 109 113 19 17 19 141 | 134 141 43 40 43
8 x 8§ TMP L2 372 | 302 342 41 29 31 398 | 307 360 70 48 64
8 x 8 TMP L4 382 | 346 369 39 33 34 405 | 351 385 70 55 66
16 x 16 BMC 238 | 232 238 28 27 28 256 | 246 256 59 55 39
16 x 16 TMP L2 590 | 530 609 54 48 34 600 | 516 597 85 67 66
16 x 16 TMP L4 588 | 555 620 55 50 37 596 | 539 607 86 70 69
16 x 16 SKIP 913 | 916 887 129 | 136 140 913 | 914 885 329 | 340 339

are separately utilized for motion compensation of pixel s. In fact, this is a direct
consequence of our assumption made about v. Its validity is justified by the empirical
data given in Fig. 3.2, where it is seen that the error surfaces predicted by (3.9) and
(3.10) resemble closely the actual one. Also, as expected, with the help of v(s,) SKIP
prediction tends to minimize the error at the upper part of the block, especially at the

upper right quarter.

3.4 Comparison of BMC, TMP and SKIP

Table 3.1 compares the MSE of residual signals for different schemes. The empirical
values and those predicted by the models are illustrated. For experiments, we use CIF
Football and Foreman sequences, each being 50-frame long. The search range for block
or template matching is £32 pixels, with quarter-pel accuracy. To simulate quantiza-
tion effects, the reference frame and the template region (of size 2 or 4) are coded by
H.264/AVC. In addition, the model parameters 0?02 /K, p,, and € are estimated by a
least-square fit to empirical data.

From the table, several observations can be made: (a) the models are consistent
with experimental results (at least qualitatively); (b) with explicit motion information,
BMC yields a minimum MSE among all the schemes; (¢) TMP consistently outperforms
SKIP prediction regardless of the template or target block size; and (d) the MSE of
TMP increases as the template or target block size is increased. The third explains why
the bit rate can be significantly reduced when TMP is applied to SKIP macroblocks
as an alternative prediction source [4]. The last is due to the fact that the template

centroid deviates more from the center of the target block. Remarkably, these results

-13-
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are true in an average sense, meaning that a hybrid of TMP and BMC may outperform

either one alone, as reported in [4].

-14-



CHAPTER 4

Joint Application of OBMC and TMP

Having analyzed TMP both theoretically and empirically, we now look at its application
to parametric OBMC.

4.1 Parametric OBMC

To reduce motion uncertainty in BMC, various forms of OBMC have been proposed
in the literature. Most of their window designs, however, are constrained to use fixed
block-size motion estimates. In [2], we generalize the notion of OBMC to a pixel-
adaptive temporal prediction, allowing an arbitrary number of variable block-size mo-
tion estimates to be linearly combined for OBMC. Our approach there is to find a
parametric solution to the optimal weights w*= (w},wj, ..., w} ), such that the MSE for

pixel s, s € is minimized subject to the unit-gain constraint [6]:

I 2
w* =argmink (Z w;d(s; V(SZ)))
i=1

= arg min {Z w? E[d*(s;v(si)] + 2> > waw; E[d(s; v(s;))d(s; v(sj))]} . (4.1)

=1 j>i

-15-



Sec 4.2. Incorporating TMP into OBMC framework

where {v(s;)}~, denote the block motion vectors in some neighborhood of pixel s. By
adopting Zheng’s model and assuming that E[d(s;v(s;))d(s; v(s;))] = 0 for ¢ # j, we

have, for 1 <i < L,

—2
P _Ti(s)
wi = (4.2
> ()
i=1
where 7;(s) = ||s — s;|, is the distance between s and s;, the center of block i. (4.2)

suggests that the optimal weight w} to associate with the vector from block ¢ should
be inversely proportional to the squared distance r?(s). In [2], we also show that (4.2)

i

performs better than the solution using Tao’s model [10].

4.2 Incorporating TMP into OBMC framework

Knowing that the optimal weights are merely a function of the distances to nearby
block centers, we can readily extend (4.2) to accommodate template motion estimates.
A straightforward approach would consider them as the motion of template centroids
and compute their weights based on (4.2). This however requires both types of motion
estimates share the same model parameter ¢, which is not likely the case. In fact,
the € is higher for template motion estimates. This is because with block matching,
quantization noise is present only in the previous reconstructed picture, whereas with
template matching, it is embedded also in the template region. The increased noise
makes template motion estimates more unreliable for prediction of target blocks. Tak-
ing this into account and repeating the procedure in [2] yields the modified optimal

weights associated with block and template motion estimates as

L
w* = arg min <6th2r,:2(s) + Z eBw?r?(s)> (4.3)
i=1

7 %(s)
L
?;2<s>+_;1 r2(s)

-2 ’
T"’—ES) for wf,i=1,2,...,L
72 (s)+ _;1772(8)

for w;

where the distance between s and s;, the centroid of the template region, is scaled

linearly, i.e., 74(s) = r(s)\/er/€ep, to account for the discrepancy of model parameters.

-16-



Chapter 4. Joint Application of OBMC and TMP

Table 4.1: Test Conditions

Sequences

CIF@30Hz, 4CIFQ30Hz (50 frames)
HD@G60Hz (10 frames)

QP Settings

#1=22, #2=30, #3=38 (CIF, 4CIF);
#1=22, #2=29 (HD)

Prediction Structure

1 Reference Frame + IPPP...

Search Range

CIF/4CIF/HD: £16/+64/+128 pixels

Template Matching

L =1~ 4; N =8; Centroid offset: +10 pixels

Block Matching

Block Size: 16 x 16

18
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Figure 4.1: MSE Reduction: (a) TMP+OBMC vs. OBMC and (b) TMP+OBMC
vs. BMC.

4.3 Simulation Results

In this section, we compare the prediction efficiency of BMC, OBMC [2] and TMP
when operated jointly with OBMC. The figure of merit used is mean-square prediction
error. Experiments make use of video sequences in CIF, 4CIF, and HD formats, which
feature a broad range of visual characteristics. To simulate quantization effects, these
sequences are first encoded using H.264/AVC with different QP values. We then repli-
cate their reference frames and template regions for motion-compensated prediction.
In combining TMP with OBMC, we scale r(s) by specifying a vector to relocate the
template centroid and by varying the template size L (Note that the effect is more
Both parameters are optimized at frame level to

than just a linear scaling of r(s)).

maximize prediction efficiency. Other test conditions are summarized in Table 4.1.
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Sec 4.3. Simulation Results

Figs 4.1 (a) and (b) show the MSE improvement when TMP and OBMC are jointly
applied, with the performance of OBMC and of BMC used as a baseline, respectively.
For a fair comparison, all three schemes have the same number of block motion es-
timates. Moreover, the search accuracy is quarter-pel. As can be seen from Fig 4.1
(a), the joint application of the two schemes can achieve a 2-16% reduction in MSE
as compared with the single use of OBMC. The gain is the highest in the HD se-
quence "People on Street," which includes complex, random motion. This is expected
as incorporating template motion estimates into OBMC can help to suppress motion
uncertainty. The benefit of doing so is most obvious especially when smaller QP values
are in use. This is attributed to the increased reliability of template motion estimates.
Fig 4.1 (b) also confirms that the proposed method performs much better than the
standard BMC except in the cases with high QP values. It was shown in Fig 4.1 that
(4.2) can lead to poor performance when motion estimates are unreliable. For this, an

adaptive switch between OBMC and BMC is needed.
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CHAPTER 5

Enhanced Inter Prediction with TMP : PT

Mode

In this approach, TMP plays a rule of enhancing prediction efficiency when the block
motion vectors are given. In last chapter, the joint application of TMP and POBMC
is provided for further reduction in MSE over merely BMC. Because multi-hypotheses
prediction increases memory bandwidth, it is complicated to incorporate this facility
to H.264/AVC. Therefore we introduce a simplified application of TMP combined inter
prediction, P Mode, which performs motion estimation of current block for minimizing

the weighted residual produced by TMP.

5.1 Problem Statement and Theoretical Analysis

This section mentions the encounter problems when we combine TMP and block MVs
and provides theoretical solutions for these problems. As we mentioned above, P
Mode takes the TMP motion into consideration as estimating the motion of current

block. Rather than being in place of block motion in [4] [7] [8], the motion of TMP is
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Sec 5.1. Problem Statement and Theoretical Analysis

applied with the current block motion for a weighted predictor. The weight function is
the key for good prediction efficiency in this scheme. How does the weighting function
come out? Does the optimal block MV still has higher correlation with the true motion
of block center? We apply the signal models, introduced in Section 3.1, to solve these
problems.

Because TMP motion is free and can be derived before block motion estimation,
the contribution of TMP motion is treated as the prior information for block motion
estimation. In chapter 3, the TMP tends to minimizes the prediction error in the upper
left quarter of a block. As a block motion is applied to minimize the residual produced
by TMP, it tends to minimize the prediction error in the lower right quarter. By
assuming the block MV to be found corresponds to the true motion of some unknown
pixel b. The problem to find the block motion can be cast as the search for that
unknown pixel location b that minimizes the sum of mean squared prediction error

over the entire block B:

sp = arg mgnz E [(Ii(s) — wy(s)le—1(s + v(sy)) — (1 = wy(s)) Ip—1(s + v(b)))?] ,

seB

(5.1)

where v(b) represents the true motion of pixel b and the weight factor wy(s) is

lls=s¢ll1 lIs—sbll1 |[st—sbll1
]-+'pm — Pm — Pm
wt(S) = Tsi—soll1 (52)
2(1=pm" ™M)
with model of Tao Eq.3.3 and
s — b3

w(s) = s = bl (5.3)

~[ls = bl + s — s[5

model of Zheng Eq.3.4 respectively as a function of the position of b when the b is
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Chapter 5. Enhanced Inter Prediction with TMP : PT Mode

X
(0,0) / 46 I“
s, v(s)
(1.94,1.94)
y
S¢ v(sp)
Sp
N 16 > ’

(a) (b)

Figure 5.1: 16x16 P™ mode: (a) an example with template centroid located at
(1.94,1.94), (b) SMSE surface over different pixel b, the x and y axis represent the
horizontal and vertical indices of pixel b.

given. Proceeding in much the same way as in [2], we obtain

sy = arg mbinz E [(Ix(s) — we(s) In—1(s + v(s¢)) — (1 — wy(s)) Le—1(s + v(b)))?]

seB

= arg mgnz E [(we(s)(I(s) — In-1(s +¥(81)) = (1 = we(8))(Ii(s) — Li—a(s + v(b))))?]

seB

— argmin 3 B [(w(s)d(s; v(s0)) — (1~ wi(s))d(s; v(b))?]

seB

= argmin Y _w(s)*Eld*(s;v(s:))] — (1 — wi(s))* E[d*(s; v(b))]

= arg mbinz wy(s)?e||s — s¢||2 — (1 — we(s))?¢||s — b|2 (5.4)

However, there is no closed form solution for the optimal pixel s, that minimizes the
sum of mean squared prediction error over the entire block B. Nevertheless, an ap-
proximation of the optimal location s, can be evaluated by illustrating the relationship
between sum of MSE and the location of pixel b. The example for illustration is con-
sidered in Fig.5.1 (a), where the target block is a 16x16 P-MB and the template size is
4. Then Fig. 5.1 (b) plots the SMSE as a function of the location of pixel b according
to 5.4.
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Sec 5.1. Problem Statement and Theoretical Analysis
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Figure 5.2: Optimal weight surfaces of P™ Mode produced with (a) Tao (b) Zheng

From the figure, when pixel b is located around (10,10), the minimum SMSE is
achieved. Obviously, the optimal pixel, yielding minimum SMSE, is not the block
center s.. As expected, the optimal block MV tends to be associated to the true
motion of pixels in the right-lower quarter.

As the optimal location of pixel s, is given, Fig.5.2 (a) and Fig 5.2 (b) further
show the window functions wj(s) of the template MV by proceeding as the approach
of optimal weights in Eq.5.2 and Eq.5.3 respectively.

The x and y axis respectively represent the horizontal and vertical indices of a
16x16 block; the vertical axis is the weighting value of w; for each pixel with different
models. Both of the weight distributions are higher around the template centroid s,
and become lower as being farther from s;. Their distributions resemble a special case
of geometry partition, where the two MVs are located on the diagonal.

Fig. 5.3 provides the predicted MSEs for P mode and BMC with different signal
assumptions. From the figure, two observations can be made: (a) the MSE value of the
pixels is lower around the motion sampling pixels i.e. s, s., and s; (b)under different
assumptions of signal model, the average predicted MSEs of PT mode is lower than
that of BMC, which is also supported in Table5.1. As our expectation, the prediction
efficiency of P+ mode, which is believed to close to bi-prediction, is better than that
of BMC in a MSE sense.

In reality, the true motion of a specific pixel is hard and complicated to derived
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Chapter 5. Enhanced Inter Prediction with TMP : P™ Mode

P Plus Tao

P Plus Zheng

Figure 5.3: Predicted MSE surfaces of Pt Mode produced with (a) Tao (b) Zheng
and that of BMC with (c) Tao (d) Zheng

Table 5.1: Average Predicted MSE for a 16x16 block

PT16x16 | BMC16x16 | Expected Reduction
Tao 0.366 0.542 -32.47%
Zheng | 22.096 43 -48.61%
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Sec 5.2. Experiment and discussion of P™ Mode

Table 5.2: Test Conditions

Sequences 1080p, 832x480, 416x240,720p
Quantization Parameter(I/P) | 22/23, 27/28, 32/33, 37/38
Prediction Structure 4 Reference Frame + IPPP...
Search Range +128 pixels

Template Matching Range +32 pixels

CABAC On

precisely, so the MV search criterion which optimizes for the new prediction mode is
impractical. By noting the one-to-one relationship between w;(s) and the location of
Sy, the SMISE will be minimum only when v, = v(s,) with substitution w; (s) for w(s)
in 5.1.As a result, a block MV is likely to be v(s;) if it minimizes the sum of squared

predication error over block B:

v* = arg mvlnz (Iu(s) — wi(s)[r—1(s +v(s)) — (1 — wi(s) [e_1(s +v))*.  (5.5)

seB

5.2 Experiment and discussion of P™ Mode

In this section, P™ Mode is merely integrated into 16x16 P-MBs in H.264/AVC ref-
erence software. The block motion search follows Eq. 5.5 for estimating the MV
that minimizes the weighted MSEs as given the motion of the template. With one
bit overhead for signaling to decoder for an adaptive switch between P* Mode and
conventional BMC, P* Mode is incorporated into the Rate-Distortion optimization
operation in H.264/AVC.

Sequences of 1080p, 832x480, 416x240 and 720p from the testing sequence set of
HEVC were used and the results obtained were based on the encoding of 100 frames.
Table 5.2 details the encoder settings based on H.264/AVC High Profile.

Compared to the H.264/AVC, Table 5.3 demonstrates the results in terms of BD-
Bitrate savings and BDPSNR gain using the Bjontegaard tool [1]. The maximum
BDBitrate saving is 4.21% (Kimono, 1080p). Average 2.42% BDBitrate reduction and
0.08 BDPSNR gain are achieved over all testing sequences.

It is observed that the gains are higher in the HD sequences and lower in the 416x240
sequences. For a deeper investigation, Fig 5.4(a) and Fig 5.4 (b) shows the mode

distributions under the conditions that P™ mode performs well and poorly respectively.
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Chapter 5. Enhanced Inter Prediction with TMP : P™ Mode

Table 5.3: Average BDBitrate Saving Over H.264/AVC

sequences BDBitrate | BDPSNR
1080p Kimono 4.21% 0.15
ParkScene 0.91% 0.03
Cactus 1.88% 0.04
BasketballDrive | 3.12% 0.08
BQTerrace 3.49% 0.09
832x480 | BasketballDrill | 2.64% 0.1
BQMall 2.20% 0.1
PartyScene 0.39% 0.02
RaceHorses 1.04% 0.05
416x240 | BasketballPass | 1.90% 0.09
BQSquare 0.72% 0.03
BlowingBubbles | 0.59% 0.02
RaceHorses 0.65% 0.03
720p vidyol 3.76% 0.14
vidyod 1.87% 0.07
vidyo4 2.01% 0.06

PBE N PIE s S03 QP=27 $13 QP=37

Intra8x8

P8x8
4% _ Intraléx16 0%
1%
Intradx4

16x16

8%
Int anS[
% \

16x16+
18%

16x16+
3%

Figure 5.4: Mode distribution of coding (a) S03 at QP=22, (b) S13 at QP37

From 5.4 (a), where Pt mode performs best, it is observed that about two fifth of the
16x16 P-MBs are coded in P™ mode. Because of the unreliability of template motion,
in 5.4 (b), the low ratio of P* mode explains why the bitrate saving is negative of
coding S13 at QP37.

Fig. 5.5 demonstrates the mode distributions of proposed scheme and anchor for
encoding sequences S03 and S13 at QP=27 and QP=37 respectively. As can be seen,
our scheme is shown to effective to improve coding efficiency of P16x16 mode by the
observation of increased numbers of P16x16 mode at S03 QP=27. We also notice

that the increased number of P16x16 MBs mostly comes from those originally coded as
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Sec 5.2. Experiment and discussion of P™ Mode
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Figure 5.5: Mode distribution of proposed scheme and anchor coding (a) S03 at
QP=22, (b) S13 at QP37

16x8/8x16 partition modes. This is because the proposed scheme acts as a bi-prediction
mode with one free MV, it thus provides competitive coding performance over other
prediction modes, especially those with two MVs such as 16x8/8x16 partition modes.
On the other side, the mode distribution remain unchanged, so that one bit overhead
for P™ mode leads to a bad performance.

The detail of RD peformance of proposed scheme is shown in Table 5.4 and Table
5.9.

In this section, the performance of proposed scheme are verified by directly being
compared with H.264/AVC. As can be seen in the experimental result, several factors
that influent the prediction efficiency of our scheme can be summaried:

e the reliability of template motion is variate with the QP parameter. It results
in bad prediction performance with High QP values (equivalently, low quality
settings),

e the coding mode distribution even eliminates the improvement of our scheme,
and

e the higher resolution, the more improvement is. This is because the mode distri-

bution is usually dominated by 16x16 partition.
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Chapter 5. Enhanced Inter Prediction with TMP : PT Mode

Table 5.4: Bitrate saving and PSNR gain for each sequences and QP setting Over
H.264/AVC

Resolution | sequences QP | Bitrate Saving | PSNR Gain
1080p Kimono 22 | 1.99% 0.04
27 | 2.31% 0.08
32 2.15% 0.11
37 | 0.46% 0.09
ParkScene 22 | 0.54% 0
27 | 0.48% 0.02
32 | 0.38% 0.02
37 | 0.28% 0.02
Cactus 22 1.06% 0.02
27 1.10% 0.01
32 1.32% 0.02
S 1.79% 0.02
BasketballDrive | 22 | 2.24% 0.02
27 | 2.48% 0.03
32 1.56% 0.04
37 1.29% 0.04
BQTerrace 22 | 0.68% 0.03
27 1.46% 0.06
32 1.32% 0.08
37 | 0.29% 0.08
832x480 BasketballDrill | 22 | 0.88% 0.01
27 1.33% 0.04
32 2.15% 0.04
37 | 2.16% 0.07
BQMall 22 1.06% 0.02
27 1.39% 0.03
32 1.47% 0.05
37 1.34% 0.04
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Sec 5.2. Experiment and discussion of P™ Mode

Table 5.5: Bitrate saving and PSNR gain for each sequences and QP setting Over
H.264/AVC

Resolution | Sequences QP | Bitrate Saving | PSNR Gain
832x480 PartyScene 22 | 0.55% -0.01
27 | 0.36% 0
32 | 0.15% 0.01
37 | 0.06% 0.02
RaceHorses 22 | 0.56% 0.01
27 | 0.68% 0.01
32 1.01% 0.01
37 | 0.99% 0.01
416x240 BasketballPass 22 10.76% 0.05
27 | 0.712% 0.07
32 1 0.48% 0.06
37 | 0.86% 0.04
BQSquare 22 0.83% 0
27 | 0.73% 0.03
32 [ 0.19% 0.01
37 | -0.60% 0
BlowingBubbles | 22 | 0.45% -0.01
27 | 0.28% 0.02
32 | 0.20% 0.02
37 | 0.08% 0
RaceHorses 22 | 0.42% 0.01
27 | 0.29% 0.02
32 | 0.65% 0.01
37 | 0.74% -0.02
720p vidyol 22 | 1.80% 0.13
27 1.55% 0.12
32 | 0.35% 0.09
37 | -0.37% 0.06
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CHAPTER 6

Conclusions

In this thesis, we have analyzed the prediction efficiency of TMP theoretically by
applying two different motion and intensity models. The prediction error models of
TMP are verified by empirical data and compared with those of BMC and of SKIP.
From the analyses, three important observations can be made:

1. the motion vector of the template matching tends to be associated with the

template centroid,

2. template matching can hardly compete with BMC, because of the inaccuracy of

motion vector, and

3. TMP outperforms SKIP prediction, so we can explain why the bit rate can be

significantly reduced when TMP is combined with SKIP prediction.

We also demonstrate in this thesis two applications of TMP. In the first application,
TMP is used to enhance the BMC performance by POBMC weight function, as the
block motions are already estimated. It achieves about 2-16% reductions in MSE,
when compared with the single use of OBMC and an improvement of up to 18 %,
as compared with the standard BMC. In the second application, an enhanced inter

prediction approach, P™ Mode, is provided to minimize the weighted residual produced
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by TMP and BMC. Because block motion estimate aims to minimize the weighted
residual produced by TMP, the motion does not tends to be associated with block
center. The proposed scheme was integrated into 16x16 P-MBs only, but even so, we
already observed an average BD-Rate saving of 2.42% and a BD-PSNR gain of 0.08dB.
This work is still in its early stage. We believe there is still plenty of room for further

improvement.
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