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Topology-awar e Rerouting for ECO Timing Optimization

Sudent: Jian-Syun Tong Advisor: Dr.Yih-LangLi

I nstitute of Computer Science and Engineering

National Chiao Tung University

Abstract

Modern designs cause more and more timing violatidue to the increased
complexity. Timing ECO effectively fixes the timingolations incrementally without
requiring redesigning the whole chips, and turnadotime can then be diminished
significantly. Conventional buffer insertion onlgduses on minimizing the delay of
one critical sink and ignores the existing obswmaead routed wire segments when
inserting buffers. However, ignoring the topologyome multi-pin net and obstacles
may worsen the delays of other sinks after buffisertion. This work derives two
topology effects on buffer insertioedge breaking and buffer connectiand buffer
reconnection Based on the effects, this work presents a nmlogy-aware ECO
timing optimization considering routed wire segnsetd improve the delay of the
violated sinks while preventing from worsening tlielays of other sinks.
Experimental results show that the proposed algoriaveragely improves the worst
negative slack (WNS) and total negative slack (ThSpbenchmarks by 75.3% and
76.3%, respectively. Compared to the conventionpin2net-based buffer insertion,
the proposed algorithm achieves better delay imgrent by 35.2% on average at the

cost of runtime.
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Chapter 1
| ntroduction

Interconnection delay has become the main factatetermine circuit delay in
recent years because of the scaling of VLSI tedygywlHowever, precise timing
information for critical paths/sinks with delay lations cannot be obtained before
placement and routing (P&R). Timing violations che fixed by redesign, but
redesign is time-consuming and requires consideratbbrts. Fortunately, engineering
change order (ECO) provides an effective approachfix timing violation or
functional correctness after P&R. ECO utilizes pine-placed spare cells to partially
modify design. Spare cells are redundant cellsfeBnt chip designs have different
type and number of spare cells. For spare-celleptent, Changt al.[1] proposed a
comprehensive analysis on the configurations ofespell types and the strategies of
spare-cell insertion. Jiangt al. [2] proposed a spare-cell-aware analytical placgme
framework which predicts the spare cell requirenaamt considers spare cell insertion
during global placement.

ECO contains timing ECO [3]-[5] and functional EG&)[7]. For timing ECO,
Chouet al. [3] proposed a two-stage ECO algorithm Timing-@nvECO Routing
algorithm (TDER) by modifying detailed-routed né&tsreduce delays of critical sinks.
In the first stage, TDER selects a pair of suitahlbtrees along the trunk, which is
defined as a path from the source pin to the afitsink of a net, and then merges
them. In the second stage, TDER determines theigusiof Steiner points along the
trunk to reduce the delay of critical sinks. Chatnal. [4] proposed a timing ECO
framework considering buffer insertion and gateingz simultaneously. They

presented a dynamic programming algorithm considethe dynamic cost, called
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dynamic cost programming (DCRThanget al. [5] proposed a framework, named
MOESS, to solve the input-slew and output-loadingations by connecting spare
cells onto the violated nets as buffers. MOESS ipes/two buffer insertion schemes
performed sequentially to minimize the number a&feimed buffers and then to solve
timing violations. On the other hand, for functibBE2CO, Changet al. [6] proposed a
matching-based ECO synthesizer, ECOS. ECOS cgriiegtlements the incremental
design changes using the available spare cellsasodries to reduce the prohibitive
photomask cost at the same time. Tsengl. [7] proposed an approach with two main
steps: (1) technology remapping and (2) spareseddiction. In technology remapping
step, their approach considers resource constrainaslitional technology mapping
might potentially exhaust resources or be unablentd suitable resources. In spare
cell selection, they regard this problem as a dqoesif resource allocation with the
objective of simultaneously selecting the suitagpare cells to achieve functional
changes and minimizing the increased wirelength.

This work focuses on timing ECO. Chetial. [3] only considered one critical
sink of a routed net. Cheat al.[4] considered the two-pin net in the timing patid
ignore the multi-pin net topology and the impacttlo& delays of other sinks of the
same net when selecting inserted buffers. Cledrad [5] considered multiple pins of
a net but do not consider the topology of the rteee Moreover, Cheet al.[4] and
Changet al.[5] do not perform detailed routing to connect sleéected spare cell with
the net. Therefore, the accuracy of spare celteleof previous researches is not
enough because of disregarding the net topologydatadled routed wires.

To enhance the accuracy of buffer insertion, theskvsimultaneously considers
the routed wires and the multi-pin net topologyidgibuffer insertion. Moreover, this
Is the first work to improve the delay of critiahks without degrading those of other

sinks. This work presents a topology-aware ECOngwptimization algorithm to
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modify a detailed-routed net such that the intengmtion delays of all violated sinks
in the net are minimized without creating additiovialated sinks and modifying any
other detailed-routed net.

The rest of this paper is organized as followstiSedl gives preliminaries and
formulates the ECO timing optimization problem. &t Il presents the topology
effects on buffer insertion. Section IV presents tapology-aware ECO timing
optimization algorithm. Section V reports the expemtal results. Finally, we

conclude our work in Section VI.



Chapter 2
Preliminaries

Timing path is a unit of timing ECO optimizationdars defined as a path from
fanin or register to register or fanout. To imprdfie delay of the timing path, ECO
timing optimization inserts one buffer between tgates along the timing path by
breaking the original interconnection and re-wirthg gates to the inserted buffers.
Spare cells in the chip can be treated as the datedi of inserting buffers. Fig. 1
shows an example of timing ECO optimization inraitig path where;-g»-gs is the
timing path and)s, andgs, are spare cells. The timing path in Fig. 1(a) vatklack
equal to -0.8 violates the timing constraint. Aftesertinggs; andgs in the timing

path, the timing violation is solved, as shown ig. A (b).

g1 82 g
> >
gs1 g2
(a)
g1 £ g
Slack =0.0
gs1 g5
(b)

Fig. 1. Example of timing path: (a) a timing path before buffer insertion; (b) a
timing path after buffer insertion and re-wiring.

2.1 Elmore Delay M odd

The Elmore delay model [8] provides quick delayireation. Although the

accuracy of EImore delay model is not sufficienghgcise, the goal of this work is to



reduce the relative delays of the sinks. Thereftinis, work adopts the Elmore delay
model with t-model to estimate delay. The Elmore delay modehisoduced for
further descriptions as follow®,; represents the wire segment from naogeo its
parent inT(ny), whereT(ng) is a routing tree rooted at the sourgeand a node
represents a Steiner point or a pife,) represents the capacitance ef r(ey)
represents the resistanceegf plus total pin or via resistance of the parentenodl
noden;. C(n;) is the total capacitance &{n;), which includes the capacitances of all
wire segments and all pin load capacitances behgn@iT(n;).

The Elmore delay of wire segmest with z-model equals(en)*(c(en)/2+C(n;)).
Let Ry be the output driver resistance at soungeThe Elmore delayep(nyk) at the

nodeny is then computed as:

teo(n) =Ry xC(np) + >, r(et\)X(o(z”)+C(ni)) 1)

&, Opath(n,n,)

,wherepath(no, ny) is the path fronmg to nk in T(n).

2.2 Problem Formulation

Topology-aware buffer insertiorin a post-routing desigD, a buffer setB =
{b1,by, ... ,bn}is placed inD as spare cells. A detailed-routed Net (P, E) where
P andE represents the pin and the edge sets, respecti®vely{po, p1, P2, ... , Pn}
wherepo is the driver and others are sinks. Each on€& i a path between two
Steiner points. Timing-related information of driver arrival timeTa(po), Sink
required timeT (i), | = 1...n, and sink delayq(pi), i=1...n, are given. Given a set of
timing violation sinksVP = {vpi, v, ... , vp¢ U P{po}, where Tan(po)+Ta(vVp)
exceedsTeq(vp), i=1...k. By inserting a buffer iB into N, such that the topology of
N is changed and the interconnection delays of #te/B are minimized without

creating new violation sinks and causing any Deslgte Violations (DRVS) irD and



modifying other detailed-routed nets belongindpto



Chapter 3
Topology Effects on Buffer Insertion

Conventional timing ECO algorithms focus on imprayithe delay of one timing
path at a time. Therefore, to trace the given tgrpath, previous works [4] [5] handle
2-pin net for each segment in the timing path alfothe 2-pin net is partial of one
multi-pin net. Focusing on optimizing the delayasfe 2-pin net of one multi-pin net

Slack =-0.3

>

g51

D

Slack =-0.8

@F g:-l- I
(a)

B Slack=04 ED-  sick=-02 B Siack=-015
£

>
tw a—» tm

51
Slack =-0.6 Slack =-0.3
4 >

g52 g5 g52

(b) () (d)
Fig. 2. Example of buffer insertion on a multi-pin net: (a) two timing violation
paths intersecting in a multi-pin net; (b) considering as 2-pin net with buffer
insertion for the most critical timing path; (c) considering as multi-pin net with
buffer insertion; (d) considering as multi-pin net with buffer insertion and
buffer reconnection.

for the most violation sink may degrades the delafysther sinks belonging to the
same net, sequentially worsening other timing Wiofa paths. Fig. 2(a) shows an

example of two timing violation paths intersectingone multi-pin net, whergo-gs is



a part of the most critical path with slack equal-0.8; go-g- is a part of the other
violation path with slack equal to -0.3; agdgl andgs, are spare cells for buffering. In
Fig. 2(b), considering the net as 2-pin net forféuinsertion increases the slack of the
most critical path to -0.7 but decreases the stdidke other violation path to -0.4. In
Fig. 2(c), considering the net as multi-pin netbaifer insertion increases the slacks
of the most critical path and the other to -0.6 af@®, respectively. Moreover,
reconnecting the buffer with shorter interconnawiican further improve the delay of
all sinks. In Fig. 2(d), reconnecting the bufferFig. 2(c) increases the slacks of the
most critical path and the other to -0.3 and -Or&Spectively.

To insert one buffer in one multi-pin net, denotsN,,,, one edge, denoted as
Eqis» IN N must be removed, and the inserted buffer, dena$&i,s, connects to the
two disconnected terminals due to removiag. Fig. 3 depicts a net before/after
buffer insertion. In Fig. 3(a)kn+1) is removed, antnew1 andEqewz are connected to
the inserted buffebuff. In Fig. 3, Egis and Bi,s are eyi+1) and buff, respectively.
Choosing different pair oEgis andBi,s leads to different delay effects on all sinks in
Nm. The pair oftgis andBins is defined adbuffering pair denoted apairpufEgis, Bins)-
This work observes two topology effects on the &ufhsertion in one multi-pin net
from the Elmore delayedge breaking and buffer connectiandbuffer reconnection
Edge breaking and buffer connection illustrates howchoose the most proper
buffering pair for all sinks, even non-critical k8) while buffer reconnection
illustrates how to reconnect to the inserted bufbefurther improve the delays of all

sinks.

3.1 Edge Breaking and Buffer Connection Effect

The purpose of edge breaking and buffer connedsioo find the proper buffering

pair. Fig. 3 illustrates a multi-pin net, whetgis the source pimy to n; are Steiner



points; andT; to T; are subtrees of(ng). In Fig. 3(b),eng+1) is removed andbuff is

inserted. Breaking the net by removiag.1) separates the net into two sub-nets, one

ny ", Mi+] Mg

()
buff
Enﬂ-"_il E new?
Moy, Hiz ;i
M2 i M1 Ml
()

Fig. 3. lllustration of edge breaking and buffer connection effect: (a) a net
before buffer insertion; (b) oneinserted buffer buff and two reconnections.

including ng and the other excludingy, and Enew1 and Enewz reconnect the two
sub-nets by connecting touff. Based on the EImore delay model, the delay of eac
node in Fig. 3(a) is:

teo (M) = Ry xC _a(ny) + Z r(eny)

&, 0path(n,n,)
c(e, )
2

X ( +C_a(n,)) ,wherek=1,---,j. (2)

Because the topology of the net in Fig. (a) anBig (b) are differentC(n) in Fig. (a)
and Fig. (b) are also different. Thus, we defi{a) in Fig. (a) axC_an) andC(n) in
Fig. (b) asC_h(n).

The delay of each node in Fig. 3(b) is:

teo (M) = Ry xC _b(ngy) + Z I’(eny)

&, Opath(ng,ny)

x(

c(e,,) i
> +C_b(n,) ,wherek=1,-,i. (3



en
2

tep(n) =Ry xC_b(ny)+ > f(eny)x(C( y)+C_b(ny))

&, Opath(ry n)
1 (Ep) < (5222 (buf) + 1 (oul
< (O(Ee) € BN+ 1 (Ere) (2222 4 C_b(n)

n,

g
2

DY f(eny)x(d y)+C_b(ny))

&, Dpath(ni,,ny)

, Wherek =i +1,---, ] 4

Thus, the delay difference of each node between3m and Fig. 3(a) is:

Dtep (N) = (Ry+ D 1(8,)) X (C(Epeyg) + (buff)

&, Opath(ng,ny)

-c(e, )—-C_a(n,)) ,wherek=1,--,i. (5

Mep(n) =R+ D 1(&,)) % (C(Epe) +c(buff) —c(e, )

&,, Opath(ny.n)

~C_a(n) # F(Ere) < (5t 4 couth) + (ou
<(e(Eree) + C b1+ 1(Ep) (2l _bn,y)

-1(e,,) x(c(izﬂ)w_a(nm», wherek =i +1--,] (6)

Notably, the delay difference of each pinTinis equal to the delay difference mf
Thus, whemMtgp(ny) wherek = 1, ...,i is non-positive, the delay difference of each
pin in the sub-net including, is also not positive. Notably, the delay differenic the
sub-net including N0 has the common te&x{Bnews) + c(buff) — c(eng1)) — C_anis1),
and the delay of the sub-net includimgcan be improved by satisfying the following
inequality.

C(Epen) + c(buff) - g, ) -C_a(n,) <0 (7)

In other words, the delay of each pin in the subimeludingny can be improved by
inserting the buffer.

The negative delay difference in (6) implies theg buffer insertion can reduce the

10



delay of the sub-net excludimg. Therefore, we derive the following inequality bds

on (6).

(Ri+ 2 1(e,) X (C(Epey) +c(buff) — de, )

&, path(m,,ny)
- C(Eew)
C_a(n,,)) +1(Eew) % ( > T c(buff)) +r(buff)

(B o) + C b)) + 1 (Epe) *(E22) 4 C_bi(n,)

- r(enm)x(%+c_a<nm» <0 (8)

On other words, satisfying (8) guarantees thatdélays of all pins in the sub-net
excludingng can be improved by inserting the buffer.

In conclusion, choosing a proper buffering pairttbatisfies both (7) and (8)

guarantees that the delay improvement of all saftes buffer insertion.

>

buff
< P :
o) e ’_ He
s A | ° A\

(a) [ | <" (l_))

e
Gl I I

Fig. 4. lllustration of buffer reconnection effect: (a) a net after buffer
insertion; (b) a net after buffer reconnection.

3.2 Buffer Reconnection Effect

After buffer insertion, one net can be partitionetb two parts: one includes the
driver and the other excludes the driver. The det#yall pins in these two parts could
be further improved by reconnecting them to thertesl buffer. Fig. 4(a) shows a net

after buffer insertion wherg, is the driver, anah,, n,, andne are Steiner points. The

11



part includingny reconnects to the buffer by finding the nearesh fraam buff to the
path(ng,ny), as shown in Fig. 4(b) whelg.ew1 is the nearest path frotuff to the
path(ng,ny) andn. is the intersection point. After reconnection, tetay differences of
the sub-net includingy can be partitioned into three parnpartl, part2, andbuff as
shown in Fig. 4(b). The delay of each node in thieget includingy in Fig. 4(a) is:

en
2

teo(N) =R, xC_a(ng)+ > f(eny)x(d y)+C_a(ny)) (9)

&, Opath(ry ;)

wheren; is not includingouff.

en
to(bUff) =R, xC_a(n)+ 3 r(eny)x(o(zy) +C_a(n,)
€, Opath(fy.n,)
+r(Enem)x(C(E—;“)+c(buff» (10)

The delay of each node in the sub-net includiigp Fig. 4(b) is:

en
2

teo(N) =Ry xC_b(n)+ > f(eny)x(O( y)+C_b(ny)) (12),

&, Opath(ry, )
wheren; is not includingouff.
e

Z“V) +C_b(n,))

tep (buff) =Ry xC _b(n,) + Z r(eny)x(

&, Opath(ry n;)

(B ) ¥ (2 (o) (12)

Thus, the delay difference péartl between Fig. 4(b) and Fig. 4(a) is in the follogzin
AtED (ni ) = ( Z I’(eny )) x C( Enevw.') - ( Z I’(eny )) x C( Enevm.) (13);

&, Opath(ng.nc) &, Dpath(ng.n )
wheren; is the pins irpartl Atep(n;) has a higher possibility to become negative when
Enew? IS shorter thark,ey:. The delay difference gfart2 between Fig. 4(b) and Fig. 4(a)

is in the following.

Dy () =C >, 1(6 )X (C(Enews’) = C(Epern)) (14),

&, Opath(my.n,)

12



wheren; is the pins inpart2. Similarly, Atep(n;) has a higher possibility to become
negative wheinens is shorter thark.e:. The delay difference of buff between Fig. 4(b)
and Fig. 4(a) is in the following.

Dt (buff) =( >0 r(e, ) X(C(Epen’) + c(buff))

., Dpath(ny ;)

1 (Epe’) % (C(E—Z“” +e(buff)) = (Y (e, )X ((Epa) +c(bUft))

&, Opatn(ry n,)
(B (XEre) 4 i)
2
- Y He)x( O(Z“Y) +C_a(n,) - o(E ) - c(bUff)) (15)

&, Opath(ne,n,)
Atep(buff) has a higher possibility to become negative wWhgp; is shorter tharkE,ews
Therefore, according to (13), (14), and (15), we darive the delay of each pin in the
sub-net includingy could be improved when reconnectingotaf through the nearest
path.

In the sub-net excludingo,, separating it into more than one part can effebti
decrease the downstream capacitance of each zad loa the Elomre delay model.
Thus, the delay of the pin in the sub-net excludingan be further improved. However,
separating one sub-net into more than one partresgreconnecting these partsidf,
sequentially resulting in more wire length and detneam capacitance. The delay
improvement diminishes when the number of part®esmuch. Therefore, this work
only partitions the sub-net excludimg into two parts at most. The nearest path from
buff to path(n,, ne) is found. In Fig. 4(b)Eqewz is the nearest path frotwuff to path(ny,

Ne), andng is the additional Steiner point. The edgg’ betweenny and the upper
stream Steiner point afy is disconnected to separate the sub-net into avts.pThen,
the delays of all pins in the parts includingandng, respectively, in Fig. 4(a) are in

the following.

ten (M) = Ry X (C(Epeyo) +C _a(ny)) + r(Enm)><(C(E—5'3W2)+C_<':1(nb)) (16)
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teo (1) = Ry X (O(Epe) +C_a() +1(E o) 222 1€ _an,)

c(e,)
2

D (e, )x( +C_a(n,)) (17)

enprath(nbvnd)
The delays of all pins in the parts includimgandng, respectively, in Fig. 4(b) are in

the following.
tep (M) = Ry X (C(Epe,e) + C_b(N,) +¢(E,p") +C _b(Ny))

1 (B * (X222 b)) (19
ten (Ny) = Ry X(C(Een2) +C _b(N,) +C(E,, ") +C _b(Ny))
1 (Epe)* (EE2 ) _b(n,)) (19)
Thus, the delay differences of all pins in the gantcludingn, andng, respectively,

between Fig. 4(b) and Fig. 4(a) are in the follogvin

Aty (n,) = Ry X(c(Enep’) —C(Egs'))
I (E o) X (c(Ege) +C_a(ny)) (20)
Atep(ng) = Ry X (C(Enene') —C(Egis'))
1 (Epe) (2 _bin,) = r(Er) (X2 4 C_a(n,)
c(e,,)

IR (2 +C_a(n,)) (21)

&, Dpath(ny,ng)

If Atep(np) is negative, the delay of each pin passing thiaoygs improved. [Atgp(ng)
is negative, the delay of each pin passing thraygh improved. By (20) and (21), we

can find that ifEnew2 is shorterAtep(ny) andAtep(ng) are more possible to be negative.
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Chapter 4
Topology-aware ECO Timing
Optimization

Fig. 5 depicts the proposed topology-aware ECO ngmoptimization flow.
Given a DEF file, LEF file, .lib file, and violatiosink information, thecoreof each
buffering pair is calculated based on the two toggleffects on buffer insertion. The
buffering pair with the highest score is selected Ibuffer insertion. After edge
breaking and buffer connection, if the inserteddrutan satisfy the constraints which
will be introduced in the following subsectidmyffer reconnectionomodifies the two
sub-nets to further improve the timing. Otherwidee buffering pair is re-selected
until the selected buffer satisfies the constraifisally, the modified DEF file is
output. Edge breaking and buffer connectiandbuffer reconnectiorare introduced

prior to thebuffering pair score computatiomhich is based on them.

| Violation sinks information |
[ def | [ def | [ b |

| Buﬁcering pair score computation |

v

Buffering pair sclection |

Edge breaking and buffer connection |

| Buffer reconnection |

v
_~"  Modificd DEF file _—

Fig.5. Theflow of thetopology-aware ECO timing optimization.
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4.1 Edge Breaking and Buffer Connection

This operation is based on the first derived effectige breaking and buffer
connection effect. Given a detailed-routed Ngtand a buffering pair, the ed@g;s is
broken, and the generated sub-nets are connectéle tduffer buff through two
additional connectionEnhew: andEnewz as illustrated in Fig. 3. Noticeable, connecting
sub-nets to the buffer adopts detailed routing ewanuted wire segments and
obstacles. IfEqis, Enews andEnewz can satisfy (7) and (8), the buffering pair isdeg

Otherwise, the buffering pair is illegal.

4.2 Buffer Reconnection

This operation is based on the second derivedtetiedfer reconnection effect.
In Fig. 4(b), buffer reconnection routes the adahi#il interconnections, such Bswi’
and Enewz, aware routed wire segments and obstacles. Therefwe timing impact
can be obtained accurately. For the sub-net inatuds, if (13), (14) and (15) are
negative when disconnectirtfjen; and connectingenews, Enews is removed. Then the
sub-net reconnects twuff throughE.ewz. Then the sub-net reconnectsbiaf through
Enewz. FOr the sub-net excluding n0, if (20) and (23 aegative when disconnecting

Eqist and connectin§new?, Egise IS disconnected arifhe2 is connected tag.

4.3 Buffering Pair Score Computation

Different buffering pair results in different tingnimpacts on all pins of one net.
Therefore, the buffering pair score computationnesties the timing impacts of all
buffering pairs based on the two derived effects.atcurately assign the scores of
buffering pairs,pseudo edge breaking and buffer connectaord pseudo buffer
reconnectionare applied by estimating the wire length of iotemections by
Manhattan distance instead of detailed routed leingth. With a buffering pair, the

delays of all pins after buffer insertion can bgioved when (7) and (8) are satisfied.
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To differentiate buffering pairs, the delay diffeoes of the timing violation sinRéP
are only concernedAT1lyp = {Atepi(vpr), Atepi(VPR2), ..., Atepi(vp)}lis the delay
differences ofVP after pseudo edge breaking and buffer connectibitevAT2,p =
{AtepaVp), AtepaVR2), ..., Atepa(VPJ)}lis the delay differences oVP after pseudo
buffer reconnection. The slack of each pin indisatess importance of timing
optimization. A pin with more negative slack remets that it violates the timing
constraint more seriously. Each violation sinkssigned a weight, denoted\a&/p),

in the following according to its original slack.
_ slackivp)
) Tk
> slackvp;)
i=1

w(vp

(22)

(22) represents that the violation sink with a meegative slack has a greater weight.

Therefore, the score of each buffering pair is coteg in the following.
Kk

scoreair,; (Eys, Bys)) = _Z W(vpi) X (Atep, (VR) + Atgp, (VP)) (23)
i=1

The score of the buffering pair is greater meaias tihe delays of the violation

sinks can be improved more by selecting the burfepair.

17



Chapter 5
Experimental Results

The proposed algorithm is implemented in C++ lagguan an AMD Opteron
3.0GHz 8-core processor with 48GB memory. Two discun IWLS 2005
benchmarks [9]s35932and s38417with DEF, LEF, and .lib files are used. The
original benchmarks contain no spare cells. Theeegfthis work inserts 300 spare
cells in each circuit, and the ratio of the numbiespare cells to the total cells number
is between 3% to 5%, which is reasonable for modesigns [5]. SOC Encounter 8.1
runs P&R on the modified circuits. The statistiéshee circuits are shown in Table I,
where “Circuit Name” denotes the names of circu#&Gell” denotes the number of
cells in the circuit; “#Buffer” denotes the numbaf buffers in the circuit; “#Net”
denotes the number of nets in the circuit; and “@eéhotes the core utilizations of
circuits. To demonstrate the efficiency of the megd algorithm, this work selects
five nets,N1-N5, and three netd\6-N8, in s35942and s38417 respectively. The
statistics of the selected nets are shown in Tiplehere “Name” gives the name of
selected net; “Degree” denotes the number of piosnected by the net; and
“Original” denotes the worst negative slack (WN®)aotal negative slack (TNS)

calculated by the Elmore delay (EL) before ECO tignoptimization.

TABLEI
STATISTICS OF THE BENCHMARK CIRCUITS
Circuit Name | #Cell | ZBuffer | #Net CU (%)
533932 7402 300 7430 80%
538417 8459 300 8192 80%

Table 1l shows the experimental results of the pssg topology-aware ECO

timing optimization (TOPO). As shown in Table lidge breaking and buffer
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connection (EB) and buffer reconnection (BR) of T&veragely improve the WNS
by 36.5% and 38.8%, respectively, resulting in %o i®tal WNS improvement. This
demonstrates the efficiency of buffering pair scooenputation of considering both
EB and BR. The buffering pair with small delay irapement after EB can be
selected because its delay improvement after BRanger than those of other
buffering pairs. Moreover, TOPO improves the TNS783% on average. Besides
adopting the Elmore delay, Table Il also shows\WHé¢S improvements computed by
SOC Encounter 8.1 (SE). The WNS improvements coeaply Elmore delay and SE
are similar. The overall runtime, that of detaitedting (DR), and that except for DR
are shown in Table II. A grid-based DR is adoptecein. Almost runtime expending

on DR demonstrates the efficiency of TOPO.

TABLED
STATISTICS OF BENCHMARK NETS AND EXPERIMENTAL RESULTS OF TOPOLOGY-AWARE TIMING ECO OPTIMIZATION (TOPO).
Original TOPO Runtime
Net Degree WNS TNS || WNS imp. by EB | WNS imp. by BR| WNS imp. | TNS imp. | SE WNS imp. | Estimate DR Total
(us.) (us.) (%) (%) (%) (%0) (o) (s.) =) (s.)
NI 32 40 90 253 712 96.5 873 100 0.1 62.95 63.05
A2 128 150 370 41 429 47.0 528 42.0 092 11.43 1235
N3 260 250 500 28.2 71.8 100 98.6 100 3.79 127.51 1313
N4 154 200 340 64.6 0.6 652 79.0 63.1 1.63 1273 128.94
N5 82 200 300 212 78.8 100 100 84.6 0.81 14.99 158
N& 23 5 7 374 194 56.8 514 100 0.03 043 0.46
N7 17 5y 18 100 0 100 83.9 71.1 0.02 7.94 7.96
N8 26 4 7 113 253 36.6 571 428 0.04 14341 143.45
Ave. —| 10725 204 365 388 753 76.3 75.5 091 61.99 6291

Conventional buffer insertion of timing ECO onlyna@rns one critical sink in
one multi-pin net. To compare with conventionalfeufinsertion, a simulated 2-pin
net-based buffer insertion algorithm (SIM) is implkented herein. SIM ignores the
topology of the net and treats one multiple-pin a&ta two-pin net including driver
and the critical sink. SIM searches all buffers amkrts the one into the path from
the driver to the critical sink which achieve thesbdelay improvement of the critical
sink. The original benchmark nets are modified @gaining only one violation sink,
which is the WNS sink in the original benchmark, feyaxing the required time of
other sinks. The comparisons of delay improvemeiat muntime between SIM and

TOPO are shown in Table Ill. The delay improvemerdomputed by considering the
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whole multi-pin net. The delay improvements of TOB@ better than those of SIM
by 35.2% and 30.1% in term of Elmore delay andr8&pectively. TOPO searches all
buffering pairs near the whole net in EB while Sbily searches buffering pairs near
the path between the driver to the critical sinkarbbver, SIM does no BR. Therefore,

compared to SIM, TOPO significantly improves théagieat the cost of runtime.

TABLE IT
COMPARISON OF THE DELAY IMPROVEMENT OF THE CRITICAL SINK BASED ON THE EIMORE DELAY (EL) AND SOC ENCOUNTER (SE) AND RUNTIME ANATYSIS
BETWEEN THE SIMULATED 2-PIN NET-BASED BUFFER INSERTION (SIM) AND TOPOLOGY-AWARE ECO TIMING OPTIMIZATION (TOPO).

2 : Delay Improvement Runtime

N Critical Sink Delay S TOPO SDL TOPO

EL SE EL SE EE. SE Est. Maze Total Est. DR Total

(us.) (us.) (%) (%) (©s) (%) (s) (5) (s) (s) (s2) (s.)
Nlone 108.2 1221 8.9 35 46.2 50.6 0.02 4.85 487 0.09 29.24 2033
Noua 3242 2829 6.8 83 518 444 0.08 4.76 4.84 0.69 211.19 | 211.88
Ngne 783 6 809.7 14.1 145 56.0 59.0 0.51 67.81 68.32 323 128.71 131.94
None 3716 311 13.5 269 438 33:1 0.19 3.87 6.06 1.17 26134 | 26251
None 290.7 2517 221 191 69.6 53.0 0.28 287 5 08 13.02 13 82
None 30.8 23.4 23 9.7 9.2 214 0.02 1.95 1.97 0.03 0.43 0.46
NTone 13.4 8.9 0 0 67.3 719 0.01 0 0.01 0.02 1.95 1.97
N8one 289 19.4 16 41 74 719 0.02 0.28 0.3 0.03 0.65 0.68
Ave. | — i 8.7 10.8 43.9 429 0.14 11.05 11.19 0.76 80.82 81.58
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Chapter 6
Conclusions

This work derives two topology effects on buffesention:edge breaking and
buffer insertionand buffer reconnectionBased on the topology effects, a novel
topology-aware ECO timing optimization algorithmpioposed. Experimental results
show that the proposed algorithm averagely imprékesvorst negative slack (WNS)
and total negative slack (TNS) effectively. Compate the conventional 2-pin
net-based buffer insertion, the proposed algorittimeves better delay improvement

at the cost of runtime.
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