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Building a Knowledge Evaluation Scheme for Chines€ouplet

Composition

Student : Shau-Yi Chen Advisor : Dr.&hiShyong Tseng
Dr. Tyne Liang

Institute of Computer Science and Engineering
National Chiao Tung University

ABSTRACT

The Chinese couplet called dui lian is an intgoar part of traditional
Chinese culture. In this thesis, we propose Coufiellysis System (CAS) that its
goal is to extract and evaluate knowledge of a miugo analyze a couplet, the
constraints about tone, word, and semantic meaanegconcerned as important
features in a couplet. We use knowledge—based apprto define the knowledge
attributes that to extract knowledge of a couphgnong these three features, the
analysis of semantic meaning is the most diffiqgulbcess. Therefore the thesis
focuses on the semantic meaning analysis. Befaeepsing the constraints, the word
segmentation is addressed. Then Heuristic Ruledbas®rd Segmentation is
proposed to solve this problem. In analysis of sdgmnaE-HowNet is employed to
compute the semantic similarity. Following struetuof E-HowNet, the thesis
proposesHeuristic-based approacto solve the semantic tagging for word problem
and E-HowNet based semantic similarity approachcompute semantic similarity
value between sentences of a couplet. Finally, tthesis proposes Knowledge
Evaluation mechanism by using the knowledge atteibtio evaluate the couplet. The
evaluation results of the system are compared thdh of domain experts. The result
shows that our approach yields 42% precision. To s, CAS can help couplet

writers analyze and evaluate couplets.
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Chapter 1 Introduction

The couplet is an important part of traditioGdlinese culture. A Chinese proverb
states that, The sight strikes a chord in one's hearPeople usually compose a
couplet to express their emotion in that momentwelger there are some constraints
of couplet composition such as tone, word, and séimaneaning. The composers
must follow these couplet constraints to composar thouplets. It is not easy to
compose a couplet, and therefore the system thatanalyze these couplets with
constraints automatically is expected. In this Hh&Souplet Analysis System (CAS)
is proposed to analyze a couplet and evaluate it.

To analyze a couplet, the constraints about toedwand semantic meaning are
concerned as important features in a couplet. Thierea set of attributes are defined
in the Context Information. Through theContext Information, the thesis can
analyze couplets. However, the analysis of tone waodd is not difficult, but the
analysis of semantic meaning is difficult. Previaesearches only deal with the
analysis of tone and word. The thesis focuses es¢mantic meaning analysis.

Before processing the constraints, the word segatientis addressed. Due to
the harmonious characteristic, a couplet can beneeted based on the sentence
patterns. Furthermore, several heuristics can bd tesdetermine the sentence pattern.
Therefore, Heuristic Rule-based Approachis proposed to segment word for a
couplet.

The semantic constraints in couplet are that tineaséic meaning between two
sentences must be related, that is, the semamtidasty is high. The semantic

similarity computation has two major approaches:rpus-based [1] and
1



distance-based [2] . The corpus-based approachautsmge number of couplets as
training data to compute the semantic similarityclihis the probability of two words
occur in a couplet. The distance-based approach tiesaurus that is tree or net
structure to compute the distance (number of edgetsyeen two nodes as semantic
similarity. However, a couplet consists of very fevords. Besides, good couplet
corpus is unavailable now. Since the Extended-HawEdH1owNet) are well-defined
and the latest tree structure thesaurus, the thesauwe employed to compute the
semantic similarity. To solve this problem, two guibblems occurred: Semantic
Tagging for Words, and Semantic Similarity Compiotat Therefore, the thesis
proposesHeuristic-Based Approachto solve the first sub-problem afHowNet
based Semantic Similarity Approachto solve the second sub-problem.

For evaluating the compositions, previous studesetbped scoring systems to
grade literature compositions such as e-rater [Bhey use several features as the
evaluation criteria. Therefore, the thesis propdSesplet Evaluation by using the
Context Information to evaluate the couplet.

To evaluate the applicability of the experiment, wse “7' global couplet
composition” [16] as our testing data that conta®®0 couplets. The evaluation
results of the system are compared with that ofaloraxperts. The result shows that
our approach yields 42% precision.

In Chapter 2, we introduce related worlmuplet Rules, Introduction to Word
Segmentation, Semantic tagging for words, Scorygieth, E-HowNe&and Related
Research about Coupleln Chapter 3, we define the Context Informatior d@he
sub-problems. In Chapter 4, thdeuristic Rule based words segmentation
approach is proposed, and its idea usentence pattern, Known word, Longest word,
Proper noun, and Allusionio address the words segmentation in a sentence. In

Chapter5, this thesis propogésuristic based approachto tag semantics for words
2



and E-HowNet based semantic similarity computationto calculate semantic
similarity value between two sentences in a coupletChapter 6, theCouplet
Evaluation is proposed to assess the couplet. In Chapter Mmitveeluce theCouplet
Analysis Systemand the experiment results. Finally, the contrdoubf this thesis is

discussed in Chapter 8.



Chapter 2 Related Work

The goal of this thesis is to extract and eatdlknowledge of a couplet. First,
the background information of a couplet is introgldic For extracting knowledge,
word segmentation problem and semantic taggingnvimrds need to be solved. In
order to compute the semantic similarity of a cetipE-HowNet is used to assist in
calculating. To evaluate the knowledge of a coypkdaited researches about scoring

system is addressed. At last, the thesis introdigtated researches about couplet.

2.1 Couplet Rules

There are some constraints about the couples rsuch as tone, word, and
semantic meaning. We survey related books or relsear[17] [18] , and five basic
constraints are listed as follows.

1. In Chinese, each character is pronounced eitheg”Ri%) or “Ze” (JX). The
tone of the last character in first sentence mas@e”(JX); The tone of the last
character in second sentence must be “PHig’(

2.  The word number of first sentence and second seateist be the same.

3. If the same word appears twice in first sentenoen the word appears twice in
the same position of second sentence.

4. Same character cannot be used in the differencerszn

5. The contents of the two sentences should be relatgdhot duplicated.



2.2 Introduction to Word Segmentation

Previous studies indicate that there are two pynraethods to solve word
segmentation problem: Statistic based approactRaiebased approach.

Statistic based approach uses statistic infoomaprobability information, and
mathematic model to determine the results of wagh®entation. For example, W.
Andi [4] uses modified maximal matching to segmemrds and then using the
segmentation results to build up a parsing treavéVer, this approach needs a large
amount of couplets as training data, and a couwlesists of few words. It's hard to
construct a word segmentation model using the etsipl

Rule based approach uses well-designed rules toesdggwords. For example,
K.J. Chen [20] found out the possible words by gsthesaurus and then filter
impossible words by usingord structure and word combination rules. Since couplet
composition must follow constraints, it is suitalite use rule based approach to
segment words. Therefore, the thesis develops @ lbaked word segmentation

approach.

2.3 Word Sense Disambiguation

The Word Sense Disambiguation (WSD) is the ta$kdetermining which
meaning of a polysemous word is intended in a gigentext. Different kinds of
training data, features, and learning algorithmssehdeen proposed in the
computational literature of WSD.

Supervised methods [5] [11] are corpus-based sigaehiearning methods for
WSD. It uses a sense-tagged training data to lauibrd sense classifier. R. Bruce
and J. Wiebe [5] use multiple contextual features Word-sense disambiguation,

without requiring untested assumptions regarding fiorm of the model. In this
5



approach, the joint distribution of all variables described by only the most
systematic variable interactions, thereby limititge number of parameters to be
estimated, supporting computational efficiency, praviding an understanding of the
data. Supervised methods usually have good accumaicipuilding the sense-tagged
corpora must spend a lot of time.

Unsupervised methods [6] [12] are corpus-basedpersised learning methods
for WSD. It doesn’'t use sense-tagged training dat#,using large of texts to find
feature of words. C. Leacock, M. Chodrow, and GAlllevl [6] use a statistical
classifier that combines topical context with local cues to identify a word sense. The
classifier is used to disambiguate a noun, a verb, and an adjective. Besides,
WordNet's lexical relations are used to automatically locate training examples in a
general text corpus.

Knowledge-based methods disambiguate word sensaabghing context with
information from a prescribed knowledge source saghvell-defined thesaurus. For
example, E. Agirre, O.L.D Lacalle, and A. Soroa [§e WordNet information to
solved WSD in Sports and Finance Domain.

Since it’s hard to collect a large amount of qyatibuplets as training data, the
thesis does not use supervised and unsupervisetiodset Extended-HowNet
(E-HowNet) is a lexical knowledge base, which cstssiof definitions for lexical
senses and an ontology. Therefore, knowledge-bassitiod using E-HowNet is

proposed to solve WSD problem.

2.4 Introduction to E-HowNet

The Sinica CKIP group and Professor Dong bailtHowNet for traditional

Chinese in a cooperative project. They use the Hatwidsed meaning representation



mechanism to define the word meanings of over @JeRical entries in the CKIP
Chinese Lexical Knowledge Base called Extended-HawR1] [8] . But it creates
new representation mechanism named Concept repaésen Therefore, E-HowNet
has two representation, Sememe representation @amckQt representation.

Sememe representation inherits HowNet repragent A sememe denotes an
unit of transmitted or intended meaning; it is aiowr indivisible. This representation
uses fixed and limited sememes to represent a ponee a word. Concept
representation uses one or more simple conceptspi@sent a complex concept,
which could shorten the length in Sememe representand could be understood
easily. The simple concepts come from domain egpmrthe sememes.

Each word has these two representations, and egmlesentation comprises
Core lexicon Attribute, and Attribute value. Core lexicon is the most important
semantic meaning in a word and attributes are tesatdify core lexicon. In general,

the likely concept has the same attribute set.

EXAMPLE 2.1:
=2

<Concept represent> :/{&]:quantifier={definitejg ¥5},name={"=2
"}location={&&[E}}

<Sememe represent>:lfistitutePlacggff:quantifier={definitef£ g},
location={count§q 2 :location={continent}<

[%: quantifier={definitefg {5}, name={"Z5 }i|"}},

quantifier={definitg} f5},name={"5%"}},

domain={econoni§}7},name={"=2"}}



Core lexiconis first semantic element in the representatioakel = 2" as an
example, Concept representation {&%]” and Sememe representation i&;/7".
Attributes in Concept representation are “qualtfma, name, location” and their
values are $E$5”, “=&", “s&H". Attributes in Sememe representation are
“quantifier, location, domain, name, location, gtier, name, quantifier, name” and
their values arejE+45, B%, &K, =&, KB, &5, oo, EfE, #E".

Furthermore, the attribute set of Sememe represemtean be represented as a
hierarchical structure as shown in Figure 2.1, Whg called Framework structure
(Tree structure). The root of this treecwre lexicon The higher level in the structure

denotes the more correlation withre lexicon.

b = |
=

quantifier loCation domain name

location quantifier name

quantifier name

n”

Figure 2.1: The Framework structure of “— £

2.5 Scoring System

There are several organizations using autonstaring systems to score or
grade the essay or literature because scoring hputer is fair. For instance, the
TOEFL uses e-rater [3] [10] that measures multiods features of writing in its
training essays. Then it uses a stepwise linearessgn procedure to choose the
features that are most predictive of essay scotker@ise, the Basic Competence

Test for Junior High School Students in Taiwan wile Automatic Composition
8



Evaluation System (ACES) [13] [14] [15] to evaludbe composition of student. In
this thesis, the couplet scoring mechanism is egdo evaluate a couplet. It can be

used on couplet competition in the future.

2.6 Related Research about Couplet

Previous studies show that their couplet systemgeserate the second sentence
based on the first sentence such as Microsoft ebgykstem [9] . It uses a statistical
MT approach to generate Chinese couplets. Firg, dbmposer input the first
sentence in their system, and then it uses a plased SMT decoder to generate an
N-best list of proposed second sentences as outlaxt, a set of filters is used to
delete some candidates violating couplet rules bgirt definition. Finally, it
re-arranges the candidates. Otherwise, coupleemmysf China Tsinghua University
[22] uses forward maximum matching and first-ordéarkov model (FMM) to
generate couplets. First, they segment the firstesee of a couplet on a scroll using
FMM. Next, they find matched candidates from thepocs, and then the dynamic
programming technique is used to give a seconceseatof a couplet.

These two systems are used to generate thedmmid sentence of couplet when
author inputs the first sentence. However, it ddesralyze the inputted couplets and
grade them. In this thesis, our couplet analyssdesy generates the analysis list and
evaluation table which can assist couplet composemsnderstand advantages and

disadvantages in their couplets.



Chapter 3 Problem Formulation

In order to analyze a couplet, this thesis psgis knowledge-based approach to
extract couplet knowledge which uses a set ofbaiteis to extract knowledge. When
the knowledge is extracted, there are three prablemcurred. Therefore, the

attributes and problems are described in moreldetai

3.1 Couplet Knowledge

The knowledge-based approach uses a set diuddls to extract knowledge
which is context information. Before defining thentext information, we introduce
what and why these attributions are selected.

According to couplet books and related research@l[[L8] , couplets have six
types [18] — spring festival, wedding, funeral,titay, funny, and others. When
couplet composers feel frustration, happy, angng etc. in a specific location, they
compose a type of couplet. Therefore, mood, lonatiand type are important
attributes in a couplet. Through these attributpspple can understand the
background information of the couplet.

Since couplet composition needs to follow someriagins, e.g., tone, word,
and semantic meaning, these information are impbriEherefore, a set of retrieved
words, POS, pronunciation, and semantic meaninga&en as essential attributes for
a couplet. Based on the analysis, the structureoafext information is shown in

Figure 2.1.

10



Context information

composer couplet
raw data
type word set constraint
raw data //\
|wcrrdu| |wurdu| |“’°rdii| /\
pronunciation & POS & “'o‘,‘ “‘..\ ",‘\\\ tone word
semantic meaning & ~ N

support

Figure 3.1: The structure of context information

Definition: Context Information
B composer={name, mood, location }
B couplet={text, type, word set, tone constraint, dvoonstraint }
> type={spring festival, wedding, funeral, birthddynny, others}
> word set ={wordi, wordy,, ... ,word;}, i is sentence number and j is word
number
e word;={POS, pronunciation, semantic meaning}
» tone constraint ={ZP, opposite}
e ZP ={match, non-match }
e opposite ={match, non-match }
» word constraint={repetition of words, use of wor@€)S consistency}
e repetition of words = {match, non-match }

e use of words= {different, same}

11



e POS consistency = {match, non-match }

Definition: ZP
ZP is a tone constraint. The tone of the last charantéirst sentence must be “Ze";

and the tone of the last character in second seat@nist be “Ping”.

Definition: Opposite
Oppositeis a tone constraint. The character of the saméi@osn the first and the

second sentences are pronounced oppositely.

Definition: Repetition of words
Repetition of wordsis a word constraint. If the same word appearsewidirst

sentence, then the word appears twice in the sasigqn of second sentence.

Definition: Use of words
Use of wordsis a word constrainSame character cannot be used in the difference

sentence.

Definition: POS consistency
Pos consistencys a word constrainChe POS of word in the same position between

two sentences is the same.

EXAMPLE 3.2:
Take a couplett=-41E A& » =& FiEFL - " as an example, which comes from
7™ global couplet composition4¢Ek %) [16] . The context information is as

follows.
12



] —pfe s

composer=fFFij#ij, null, null}
B couplet={text, type, word set, tone constraint, dvoonstraint }
> text=CAEAR - =& R -
> type= funny
> word set ={=%/, A, &, =&, & F}
e Wordy1= { N, Ze Ze, §fi}, Wordi,= { N, Ping Ping, A}, Word;3=
{N, Ze, K5}
e Word,1 = { N, Ping Ping, A 5[}, Word,,= { N, Ze Ze, ,FHE},
Wordys= { N, Ping, 7K}

» tone constraint ={match, match}

» word constraint={non-match, different, match }

3.2 The Assessment of Couplet Knowledge

Based on the defined attributes, the couplet kndgdecan be extracted from a
couplet. However, there are three sub-problems roedun assessment of couplet

knowledge process. The three sub-problems arel listw:

Subproblem;: Word segmentation sub-problem
When given a couplet and outer thesauruses, thelgmnois how to segment

word for a couplet correctly.

Subproblem,: Semantic Similarity sub-problem
When given the results of word segmentation andrabesaurus, the problem is
how to compute the semantic similarity for a cotipleurthermore, the problem

contains the problem of sense tagging for words.

13



Subproblemg: Couplet Evaluation sub-problem

When given the attribute values, the problem is kmgrade couplet knowledge.

According these three Subproblems, the System architecture is designed in
Figure 3.2. The Couplet Analysis System (CAS) is divided to five parts: the word
segmentation, semantic similarity recognition, tone recognition, word recognition,
and couplet evaluation. The input of CAS is a couplet and the outputs are knowledge

table and evaluation table. Finally, CKD stores the couplet knowledge.

Input: Couplet

Couplet Analysis System Ontologies

v

Heuristic Rule-Based Word Segmentation

!

Semantic similarity recognition

E-HowNet Based

l—[euristic.Based Semantic Similarity
Approach in WSD .
Computation \
v
Tone recognition

v

AN

Word recognition

.

Couplet Evaluation

Output: /¥

Knowledge table Evaluation table

Couplet Knowledge Database

Figure 3.2: Couplet Analysis System structure
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Chapter 4 Heuristic Rule-Based Word

Segmentation

Before semantic similarity analysis, words iocauplet must be identified, which
is word segmentation problem. Rule-based approacBkuitable for solving this
problem, because the couplet composers follow #renbnious characteristic. The
characteristic results in the result that eachesad in couplet can be segmented to
several sentence patterns.

In couplet composition, the sentence patteresfiaed. The problem is how to
segment word by selecting a correct sentence patidrere are five significant
characteristics that can influence the selectiosesftence pattern: sentence patterns
priority, known words, longest word, proper noundaallusion. The heuristic rules

are defined below. The thesis takes five charaatesssentence an illustration.

Heuristic 1: Sentence patterns.

Dr. Shiu [19] pointed out there are nine senterattemns that are used in a sentence
of couplet: The priority of the sentence pattesdecreasing “2/3, 2/2/1, 2/1/2, 1/2/2,
3/2, 4/1, 1/4, 1/3/1, 1/1/3". For example, the sant pattern of this sentence £ -
AL is {2/2/1}, that is, the segmentation result iS='&/ /%", Besides,
according to the usage frequency, {2/3, 2/2/1,2/1/2/2, 3/2} is popular patterns

and {4/1, 1/4, 1/3/1, 1/1/3} is unpopular patterns.

Heuristic 2: Known word.

Known word denotes that the words can be foundhesdurus. If all tokens in a
15



sentence pattern are known words, then the camdsgaitence pattern has the highest

priority to be the final sentence pattern.

Heuristic 3: Longest word.
Longest word denotes that the word has the longjestacters over whole possible
sentence pattern. If the longest word is a knowmdwthen the candidate sentence

pattern has the highest priority to be the finatsace pattern.

Heuristic 4: Proper noun.

Proper nouns are nouns representing unique enfgigsh asLondon or John, as
distinguished from common nouns which describeaascbf entities (such agty or
persor). Proper nouns usually express specific semargi@nings, and therefore they
have higher priority than common nouns. If one e sentence patterns contains a
proper noun, the sentence pattern has higher fyrithvan the sentence patterns with

common nouns.

Heuristic 5: Allusion.

Poets usually use allusion to express profound sgmmeaning; therefore allusion
also has higher priority than common nouns. If ohée sentence patterns contains
allusions, the sentence pattern has higher prighan the sentence patterns with

common nouns.

To segment words for a couplet, the thesis propbisesistic Rule-Based Word
Segmentation (HRBWS) based on five heuristics. Atmaber of known words is the
most important feature to determine the correcttesm® pattern. Since couplet

composers used to compose couplets by referringted couplets, the usage priority
16



of sentence pattern is an important characteristisegment word. The sentence
pattern can be a candidate pattern when all tokeassentence are known words. If
there are unknown words in all sentence pattemsgdst words can be used to
determine the sentence pattern especially whenséiméence pattern is unpopular.
However, the previous steps may not work. The nunolb&nown words, allusions

and proper nouns can be the decisive factor torm@te the candidate sentence
pattern. In the last, the sentence patterns ofviloesentences in couplet must be the
same, and therefore the highest priority of thedate sentence patterns is selected

as the sentence pattern. The algorithm is shoviollasvs.

Algorithm1: Heuristic Rule-Based Approach Algorithm

Input: A couplet

Output: The result ofvord segmentation
Method:

Step 1: User inputs a couplet.

Step 2: For each sentence:

Step2.1: Segment word by using sentence patterns

Step2.2: If all tokens in a sentence patterrkapevn words, the sentence pattern

is candidate sentence pattern.

Step2.3: If there is a longest word in an unpapsentence pattern, the sentence

pattern is candidate sentence pattern.

Step2.4: Compare the number kafown word, proper nourand allusion and
compare thesentence pattern prioritfo decide candidate popular
sentence pattern.

Step3: Select higher priority between sentenceepstof first sentence and secgnd
sentence.
Step4: Output the final sentence pattern.

EXAMPLE 4.1:
KERTTRR » =8 EREL -
First, the couplet is segmented by HRBWS. Basedhensentence pattern and

17



known word heuristics, the candidate sentence npattefirst sentence and second
sentence is “2/2/1” and “2/2/1". Since the candidaentence patterns of the two
sentences are the same, the final sentence patefri2/2/1”. Therefore, the

segmentation results isKKH, AT, #%, =&, L, F7L

EXAMPLE 4.2:

LIES/KEA - WIEETEREAS -

First, the couplet is segmented by HRBWS. Sinceafidbkens in each sentence
pattern are known words, the longest word heuristiosed to determine sentence
pattern. In this couplet, the candidate sentend¢enpain first sentence and second

sentence are “4/1”. Therefore, the final senterateem is “4/1” and the segmentation

results is tLg5/KF, A, HIEE(ERH, +.

EXAMPLE 4.3:
WAL » SRR -

First, the couplet is segmented by HRBWS. Basedhensentence pattern and
known word heuristics, the candidate sentence npaittefirst sentence is “2/2/1”. In
second sentence, not all tokens in each sentertterrpare known words and no
longest word are found in unpopular sentence patiaised on comparing number of
known words, number of allusion, number of propeum and sentence pattern
priority, the candidate sentence pattern in secsentence is “2/1/2”. Since the
sentence pattern of first sentence and secondreenteust be the same in a couplet,
the final sentence pattern is “2/2/1". Finally, t@gmentation results i$¢ A, 15,

B, %R, R 7
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Chapter 5 Semantic Similarity Computation

The semantic similarity computation method is idtroed in this Chapter. Since
it's hard to collect a large amount of quality ctaip as training data, the thesis does
not use corpus-based method. E-HowNet [21] is &cdbxknowledge base, which
consists of definitions for lexical senses and atology. Besides, E-HowNet has tree
structure that supports distance-based method mapete similarity between two
words. Therefore, E-Hownet is selected to tag séicgmor word and to compute

semantic similarity in this thesis.

5.1 Semantic Tagging for Word

The semantic tagging for word means to identifyssefor a word. It can be
divided into two parts. When a word has only onesse we extract a sense from
E-HowNet immediately. When a word is a polysemousdyit is called Word sense
disambiguation problem. Word sense disambiguatid/SD) is the process of
assigning a sense to a polysemous word based @omibext in which it occurs. Since
there are polysemous words in E-HowNet, the proldéMWSD need to be solved. In
a couplet, the word in first sentence and the worsecond sentence are in the same
position, which is called corresponding pair. Poexs researches [2] indicate that the
WSD problem in corresponding pair can be solvedubyng maximum similarity
value between two words because semantic meanitinge divo words must be similar.
However, POS is an important feature for a couglee POS in corresponding pair
should be the same. Besides, the historic recardeaised to solve WSD. Therefore,

the thesis proposédseuristic Based approacto solve WSD. The heuristics are listed
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as follows.

Heuristic 1: Historical record

If corresponding pairs in a couplet were storetigtorical record the WSD could be
solved by using the confirmed sense. For exampls,apolysemous word and {A, B}
is a corresponding pair. In this case, the sengeish. If the corresponding pair {A,

B} appears again, the sense of Ais

Heuristic 2: POS agreement

The POS of corresponding pair in a couplet mughkesame. For this reason, WSD
could be solved by reference POS of the other dngheo corresponding pair. For
example, A is a polysemous word which represergtindt POS and {A, B} is a

corresponding pair. In this case, the sense ofNBasid therefore the sense of Ais N.

Heuristic 3: Max similarity

If a polysemous word cannot be solved by heuristand heuristic 2, WSD could be
solved by E-HowNet Semantic Similarity Computatigq 1) and retrieve the
maximum. For example, A is a polysemous word andBRAis a corresponding pair.

The sense of A i8 when the sense has the maximum semantic similarityB.

EXAMPLE 5.1:

Take a couplet EAEHRR * ZAERL " for example. After word

segmentation, the segmentation result B A/E/FER ZLAI/E/IZ[N". Three
corresponding pairs are 5 A, Zz A}, { &H, B}, { EER, 0} The { &H,

&Y} are polysemous words.
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Table 5.1: The meaning and POS of “E /%"

word entry 1 2 3 4 5
meaning| E PRy~ A1 2 RES GEe
H
POS V \J D N \ V
B meaning| & D=
/E
POS V N

The corresponding pairgg/%Z" in a couplet were not stored mstorical record
Therefore, POS is checked. The POS in these twdsname not unique, so it can’t use
the characteristic of POS to assign sense to thenally, based on the semantic

similarity computation mentioned in Chapter 5.2 theaning of &£” is “J3&" and

the meaning of 5" is “ E4&”

5.2 E-HowNet Based Semantic Similarity

Computation

The goal ofE-HowNet Based Semantic Similarity Computation (EHSSC)is
to compute the semantic similarity of correspondiagy between two sentences in a
couplet. E-HowNet is a common sense knowledge hasetating inter-conceptual
relations and inter-attribute relations of concapsignified in lexicons of the Chinese
and their English equivalents. Based on the straabfl E-HowNet, EH-SSC contains
three approachesCore Lexicon Computation, Tree structure computgtiand

Attribute Value Set Similarity
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Core lexicon computation

5, if first concept and first sememe are same
4, if only first concept are same

Sim(Wy, W) = 3, if only first sememe are same Eql
S(W;, W,), otherwise
l(3 X C(W;, W,) + T(treel, tree2)), if T(treel,tree2) < 3
S(Wy, Wp) =47 Eq 2
3 (3 X C(W;,W,) + T(treel,tree2) + F(A;,A,)), Otherwise
Where

C(Wy, W,): similarity between core lexicons of Vdnd W,
T(treel,tree2): similarity between tree structwoe®/; and W
F(A1,Ay) : similarity between attribute sets of;\&hd W,

The core lexicon is the first semantic elementgh@ two representations of
E-HowNet structure. In Eq 1, if core lexicons (filexicon in representation) of
concept representation and sememe representatamrgsponding pair are the same,
the semantic similarity value of corresponding pair5; if only core lexicons of
concept representation in corresponding pair ageséime, the value is 4; if only core
lexicons of sememe representation in corresponpiiigare the same, the value is 3.
If none of the cases existed, Eq 2 is used to ctenine semantic similarity value of
corresponding pair, which can be divided into thses-functions:C function, T
function, and F function. C functiois used to compute semantic similarity value
between core lexicons of two words in a correspoggtiair. Moreover, to alleviate
the deviation by using core lexicofisfunction, and F functiors used in this studyl
functionis used to compute the similarity value betweee structures of two words
in a corresponding pair. F function is used to cotapghe semantic similarity value
between attribute value sets of two words in aesponding pair. If the value df

functionis over than threshold, the tree structures ardaimndF functionis used to
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further compute the similarity between attributéss®©n the contraryk functionis
not used.

As shown in Fig.5.1, the higher sememe in E-HowB&Eneme Structure is more
abstract. On the contrast, the lower sememe is sp®eific. Therefore, the similarity
degree between sememe pairs is high when the aeersn the lower level. For
example, the distance betwdsgastandanimalis the same as that betwetdimg and
entity. However, the paibeastandanimal are in the lower level than the pd#ning
and entity in E-HowNet Sememe Structure. The pla@astand animal has higher
similarity degree than the other pair. Therefone,@ function[2] follows this idea to

compute the similarity of core lexicon between twards.

E-HowMNet Sememe Structure

beast /% animal

Figure 5.1: Sememe Structure in E-HowNet

Clwy,w,) = e ™ x %
Where

e: Euler s number

B and «a:smoothing factor

h: common parent_level for <\W,>

d: minimum distance between\V&nd W
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Tree structure computation

The framework structure (tree structure) is thelatte sets in E-HowNet, and
they can be used to build up a tree as shown iar€ig.1. Since similar things can be
described by similar framework structure, theirustures can be compared to
compute the similarity degree. For example, booksially use the following
attributes: title, author, publisher, and publicatdate. In a tree structure, a node in a
higher level denotes more important for core leri¢moot is in level 0). Therefore,
the similarity degree is decreased based on it l@vd the number of sibling nodes
when the node is only existed in one tree. As shawrEq 4,T(treel,tree2)
compares the similarity of tree structure betwesa words. To explain the steps
precisely, the study proposes Framework Structumgl&@ity Identification Algorithm

(FSSI Alg) as follows.

T(treel, tree2) =5 — Zi; Eq4

2L-1x|U|

Where
i: tree node i at level L
U: node set includes i and its sibling nodes.
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Algorithm2: Framework Structure Similarity Identification Algorithm (FSSI Alg)

Symbols Definition:
Cox: the set of child nodes belongs to parent nodetree P.
Cqy: the set of child nodes belongs to parent nodetseie Q.
U: uncheck set.
i: tree node at level L.

Input: Concept trees P, Q.

Output: Dissimilarity Tree Value (DTV).

Step 1: Find the smaller set betwe@p||and €qy| as U.
Step 2: For each noden U,

5

Ifi does not exist in the same level of the other, tndd pyFyorror to DTV

L=1x|u|
and terminate the process.
Else
Run FSSI Alg.
Step 3: Output Dissimilarity Tree Value.
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EXAMPLE 5.2:

P tree Q tree

Figure 5.2: The framework of P, Q tree

As shown in Figure 5.2, P tree has fewer nodes @dree in the level 1. The
nodes in the level 1 of P tree will be checked Whethe nodes appear in the level 1
of Q tree. Node y appears in the level 1 of botledr Second, there is only one leaf
node in the second level. Node z appears in thel \of both trees. Third, node g

does not appear in the second level of Q treetlereéfore the process is terminated.

5
21-1x2

T(P,Q)=5— =25

Attribute set value computation

As shown in Eqg 5the F functioncomputes the semantic similarity between two
words by using a set of attribute values. In EthB,tree A has fewer nodes than the
other tree A. Since the attribute set may be located in diffefevels, level weight is
used as shown in Eq 6. If level ofas larger than i, the value of level@, , a) is
0.5; If level of anand anare equal, the value of levela, &) is 1; If level of anis

smaller than &, the value of level@@, , &) is 2.
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Yosms|aq|(Level(@im, azn)X(MaXo<ns<|a,)| (C (31m,32n))) Eq 5

F(AllAZ) =5X% ™

Where
Ai, Ay attribute set of Wand W respectively
Level(aman): level weight of a certain attribute.@ &, for A; and A sets

0.5, if the level of a;,,, > the level of a,,
Level(a;m, azy) =1 1,if the level of a;, = the level of a,, Eq 6
2,if the level of a;,,, < the level of a,,

EXAMPLE 5.3:

Aq A;
a; b,
a, b,

bs ba

Figure 5.3: The framework of A1, A2 tree

As shown in Fig.5.3, the similarity values of and each nodexhbin A; is
calculated by Eq 3 and then gla) is the maximum value among Gtg) (X is from
1~4). Similarly, C(abs) is the maximum value among Gtg) (x is from 1~4). Since
C(a by) is the maximum value, and level ofemd kh are the same, Level(h,) is 1.
Different from Level(ab,), Level(a,bs) is 0.5 because the level ofia higher than
bs.

C(aq,b1 )x1+C(az,bz)x0.5
2

F(ALA2) =

EXAMPLE 5.4:
KERTTRR =2 FigEL
In this couplet, we calculate the semantic kgirity value of corresponding pair

“{ KH, =&Y). The process ofE-HowNet Semantic Similarity Computatias

shown blow.
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Core lexicon computation

Table 5.2: Core lexicon of “XH/=&"

Concept representatigrSememe representation
KH il il

=B AL AT

Since core lexicon of Concept represent and edsnrepresent of these two
words are different, it belongs to Case 4 in EdMw,w») is used to compute the
semantic similarity. In this stage, tlefunctionis computed. In Eq 3 is set to 1.6
is set to 0.16. The core meaning of sememe repasanare 4" and “F1” and
the distance of this two sememes is 7(d=7). Thest ommon parent node is in level

3(h=3), and therefore value Gffunctionis 0.11.

Tree structure computation

Table 5.3: Attributes annotation of Framework in “XH/=&”

Sememe representation

{village| 4 : quantifier = {definite| € #5 },location = {country|[Z] 5% :
KE | quantifie = {definite[E$5}, location = {Asia[za i}, name= {"&&"} },
name= {" A H"}}

{InstitutePlace}FT: quantifier = {definite[i£f5}, location = {country|s]

7. location= {continent{k[E: guantifier= {definite[£$5}, name= {" &

JU" 3, quantifier = {definite|E$5}, name = {'&%["} }, domain =

{economyf&i75}, name= {" =£"} }
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The words are underlined that are attributes, hay tan be used to build up a

tree structure as shown in Figure 5.4.

KH =&

auantifier location name aquantifier location domain name

T

auantifier location name location  quantifier name

PN

auantifier name

Figure 5.4: Tree of framework in corresponding pair “ X F”and “= 2"

Since the tree of = £” contains the the tree ofX FB”, value of T functionis 5

(5-0). It is larger than 3, sattribute set value computatios needed.

Attribute set value computation

Table 5.4: Attribute values annotation of Framework in “&H /= &”

Sememe representation

{village| 4} : quantifier = {definitejg {5}, location = {country|g] 5% :
KHE | quantifier = {definitef£35}, location = {Asiafi}i}, name = {"&)&"} },

name={"AXH"}}

{InstitutePlacef;Fr: quantifier = {definitejJg}5}, location = {countryfg

Z: location = {continentk[zE: quantifier = {definitejg5}, name = {"iz

" 1 quantifier = {definite|Ef5}, name = {&[&"} }, domain =

{economyf&z5}, name = {'=£"} }
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The words are underlined that are attribute valaed,they can be used to build

up a tree structure as shown in Figure 5.5.

K Aﬁm‘
5 Bz K

TES HH EfE Hlxm &R =E
TETE CEDL I = ¥ 4 Kbz Efs e
EfE T
Figure 5.5: Tree of framework value in corresponding pair “AXFHi”and “= 2"
F(P Q) _ (1+14+1)x140.444%2 — 4.86

4

Based orF function its value is 4.86.

Finally, the semantic similarity value of corresging pair “XH” and “= 2" is

3.4.

5.3 Semantic Similarity for Couplet

Based on semantic similarity value of corregfiog pair, the semantic similarity
of a couplet is computed by Eq 7.

Semantic (linel, line2) = % iz, SIM(Wy 3, W5 ;) Eq 7

Where
n: number of corresponding pairs in a couplet

EXAMPLE 5.5:
KERTTHRE =2 R
In this couplet, the values of corresponding paiss(kHH, =&£)= 3.4, ((kit, L

)= 0.56, and, £1)=1.488. According to Eq 7, Semantic (linel,line2).815.
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Chapter 6 Couplet Evaluation

Based on the constraints of couplet compositiore touplet knowledge
evaluation is divided into three parts: semanti@anieg, tone usage, and word usage.
Among these three constraints, the score of semanganing in a couplet is
introduced in Chapter 5. In this Chapter, the tec@re and word score are determined
by score tables and described as follows. Fintiky,couplet knowledge evaluation is
defined by these scores.

In order to assist composers to analyze cosipdetouplet evaluation mechanism
is proposed in this research to determine wheter tomposition is good or not.
This idea is based on Chinese essay automationgcofiBasic Competence Test for
Junior High School Students [13] [14] [15] and Hslglessay automatic scoring [3] in
GRE or TOEFL. It is a fairer scoring method thanmiam scoring since all the
scorings are under the same condition. We adopsdhee way to evaluate couplets.
In this research, the Couplet Evaluation Mechanisoludes semantic score, tone

score, and word score. Its estimation equatiohasva below:

score(linel, line2)s x semantic(linel, line2) f x tone(linel, line2) 4 x
word(linel, line2) Eq 8

The method for computing semantic(linel, lineR)described in Chapter 5.
Moreover, there are two score tables used to eteatoae and word of couplets. The
score tables are defined by the related attribntesntext information. According to
the importance of these constraints, the attribumescore tables have different

weights. Moreover, in the tone constrains, Zifeis a basic couplet constraint and the
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oppositeis an advanced couplet constrain. Therefore wekthhat ZP is more
important tharopposite The tone score table is defined according toirtif@ortance

of each attribute and is shown below.

Table 6.1: Tone score table
Tone Constraints

ZP Opposite Score
Match Non-match Non-match 0
Condition Non-match Match 2
Match Non-match 3.5
Match Match 5

The word score table is a combinationRa&petition of words, Use of words, and
POS consistencuttributes. In the word constrains, thRepetition of words’and
“Use of words”are more common thaPOS Consistencyin the couplet. The more

common the attribute is, the more important thelatte is.

Table 6.2: Word score table
Word Constraints

Repetition of words Use of words POS consistency Score
Non-match Same Non-match 0
Non-match Different Match 1
Match Non-match Different Non-match 2
Condition | Non-match Different Match 3
Match Same Non-match 2
Match Same Match 3
Match Different Non-match 4
Match Different Match 5

According to these tables, the tone score and woode can be determined by
matching condition. In next section, these two eca@and semantic score are

consolidated by a mechanism to evaluate knowledgelet.
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EXAMPLE 6.1:
KERTTRR =2 FigaL
To evaluate the couplet, the score concerning émaleword constraints are listed

in Table 6.3. According to Tone table and Word ¢albne(linel, line2) i8.5 and

word(linel, line2) isb.

Table 6.3: Match Condition of KHEARTTIE =2 F¥EL

Repetition Use of POS
Match ZP Opposite
of words words consistency
Condition
Match Non-match Match Different Match

Finally, the Evaluation Score of a couplet can hedpgo distinguish level of a
couplet. The couplet can be classified into fiveels. The reason why we use this
five-level scoring mechanism is that it is usualked in proficiency test such as The
Japanese-Language Proficiency Test and Generaiskrigjloficiency Test. We define

level 5 as the highest, and level O is the lowHsgir score range is shown below:

Table 6.4: Evaluation Score range with couplet level

Couplet Level Evaluation Score range
5 4<scorex5
4 3<score<4
3 2=<score<3
2 1<score<?2
1 0=<score<1
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Chapter 7 Experiment and Analysis

7.1 System Implementation

In this thesis, we implement th€ouplet Analysis Systerbased on the
knowledge-based approach to generate couplet kdgelkst and couplet evaluation
table. TheCAS is implemented with JAVA/JSP, MySQL, and drama. Zhe
interface ofCouplet Analysis Syste(€AS) is shown in Figure 7.1. The composer
inputs his/her composition and profile to this syst Then, in Figure 7.2 the system

shows the list of couplet knowledge and coupletesco

o il Llalb]
- } NCTU

s A 7L S B

PEERR B EAM.

REEFHEELEN

EHERE T
EEELE BT
AN £ LR

Figure 7.1: Interface of Couplet Analysis System which could be linked from
http://skywalf.no-ip.info:8080/Couplet/analysis_of 5.jsp
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Figure 7.2: Result of Couplet Analysis System

7.2 Experiment Result and Discussion

The E-HowNet Semantic Similarity Computati@oesn’'t take the semantic
relations between words in a sentence into coreider. In contrast, it considers
semantic relations of correspond pairs. Therefweeassume the semantic meanings
of words in a sentence are correlated in this rekea

To evaluate the experiment, Ping-Ze database id tsdind out the tone of
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words. However, some words have multiple pronuramat The problem is solved

by choosing a tone of a word that has the highesgj@ rate iChinese Dictionary of

Ministry of Education

The test data in the experiment is from “ tHegfobal couplet compositiod{Ek

MT%)". The purpose of the™global couplet composition [16] is giving a second
sentence *= 2 AL, and composer compose a corresponding first seateThree
stages of these couplets are collected: passingiineary selection, passing the
double selection and passing the final selectione Total number of collected
couplets is 2510. After deleting repeated coupldtech are composed by different
composers, the number of couplets is 1778. Theeeldd3 couplets passing the
primary selection; 494 couplets passing the doablection; 71 couplets passing the
final selection. Owing to the characteristics ofllexted couplets, the collected
couplets are categorized into three parts by CASi(ri=1213), middle(n=494),
top(n=71). The evaluation criterion is precisioterdor example, the top-71 in CAS
is compared to the couplets passing the final SelecThe comparison result between
CAS and expert is shown in Table7.1. The resultsvstmat 814 couplets of low-1213
in CAS are passing the primary selection; 164 cetspbf middle-494 in CAS are
passing the double selection; 11 couplets of topr7 CAS are passing the final

selection. The precision of CAS is shown in Tablz 7

36



Table 7.1: Expert level compare with the CAS score

system
Low Middle High
expert
1 814
2 164
3 11

Table 7.2: Precision of Couplet Analysis System

Level of expert grading Precision
1 67.1%
2 33.2%
3 15.5%

In this thesis, we found that the meaning of thedwc= 2" in the second line is
a Korean company name in E-HowNet. However, thenmgeof this word should be
the name of a township in Taiwan. For evaluating dipplicable of the experiment,
this research modified the meaning of the wordranan the experiment. The result is

shown in Table 7.4 and Table 7.5.

Table 7.3: Experiment result when “= 2" is name of a township

system Low Middle High
expert
1 872
2 154
3 7

37



Table 7.4: Precision of Couplet Analysis System when “= 2" is name of a township

Level of expert grading Precision
1 71.9%
2 31.2%
3 9.9%

Contrasting with these two results, we discowdren “—&” is a Taiwan
township name rather than a Korean company namest b the couplets are
evaluated higher. It means that most authors kin@awnteaning of = &” should be

a Taiwan township.

Contrasting with these two results, we discdabeir precisions are similar. The
reason is the tree structures are similar as showigure 7.3. Moreover, the attribute

sets are similar. Therefore, valuesTdunctionandF functionare similar.

=2 (40 =2 (5)

quantifier location name quantifier location domain name

T

quantifier location ame location quantifier name

T

guantifier name

Figure 7.3: tree structures of different senses on “— 2"

Since each level has different number of coupligts, results may have some
problems. Therefore, we repeat the experiment h@giby using random sampling.
The samples in each time are 71 (same with levell3 results are shown in Table
7.5. The number in parentheses is the correct nurbbeveen CAS and domain
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experts. Total precision by using random samplgng2%, which is better than the

precision by using overall sampling (37%).

Table 7.5: Precision by using random sampling

Run Level 1 Level 2 Level 3
1 38% (27) 39% (28) 46% (33)
2 37% (26) 41% (29) 46% (33)
3 37% (26) 37% (26) 46% (33)
4 42% (30) 45% (32) 48% (34)
5 39% (28) 37% (26) 48% (34)
6 30% (21) 35% (25) 48% (34)
7 38% (27) 37% (26) 44% (31)
8 39% (28) 45% (32) 48% (34)
9 44% (31) 42% (30) 48% (34)
10 34% (24) 38% (27) 51% (36)

Total 38% (268) 40% (281) 47% (336)

Average 42%

Error analysis
The reason of error in CAS can be divided itwo categories: Sense tagging
error and Ontology limitation.
Sense tagging error:
1) Non-related semantic meaning
This research doesn't consider the inner sentermal welationships. For
example: In couplett-3Z%E A\ ki =& F#%L” Word “t35” is not related to

word “E& A #r”. This couplet should have a low score becaust®hon-related
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2)

3)

semantic meaning. But we get a high score becaasgonnot consider the inner
sentence word relationships..

Different corresponding pair score

Example: HHEfE(CEE =2 FEZEL. In this couplet, the semantic meaning éf “
Fe/= 2" and “FE/F.” are similar, but the semantic meaning 6E#-” and “ |-§”

are different. The semantic score of this couplaiur system is not bad because it
is calculated by averaging the corresponding pdifswever this couplet is
estimated lower, if it is estimated by domain exper

Low semantic score

The tone score and word scores are high, but s@nsedre is very low. For

Example: & &1 tHE; =& %L, This couplet matches all the tone and word

constraints but the semantics meanings are notleted.

Ontology limitation:

4)

5)

Unknown word

Example: —fi KB4 =2 EEFL. The words, “—5:" and “4)", are not
specified in E-HowNet, therefore the semantic sadréhis couplet is calculated
by a pair K &" 1 * 5"

Unknown tone.

Example: 7EH#YIIEE =& EEFL In this example, the tone of the wortg"
cannot be identified. Since it is the last chanaofethe first sentence, the system

cannot identify the value of FZSP or Reverse F8ootext information. The tone

score is 0 in our system.

In our future work, the sense tagging error &&nsolved by using weight
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learning scheme for features. Besides, web-mingpyaach can solve unknown word

and unknown tone issues.
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Chapter 8 Conclusion

For knowledge extraction and evaluation, the thdsigelopsCouplet Analysis
System which contains three processes: word segmentasemantic similarity
computation, and knowledge evaluation. To deal witbrd segmentation, the
Heuristic Rule-Based Word Segmentatiisn proposed, which uses thsentence
pattern, known word, longest word, proper noun, atldsion to decide the word
segmentation in a sentence. For semantic similaditgputation, théleuristic-Based
Approachis proposed to solve WSD problem, and #¢lowNet Based Semantic
Similarity Computatioris proposed to calculate couplet semantic scotedsn two
sentences in a couplet. At last, the couplet kndgéeabout tone, word and semantic
meaning are extracted and graded. Couplet compoaersinderstand the advantage
and disadvantage about their compositions throhighstystem.

The experiment results show that the systemacatyze the couplet knowledge
well. The precision of this system is 42%. In tleanfuture, the system can be further
improved by identifying the semantic coincidence ansentence and identifying

unknown word.

42



Reference

[1] A.Islam and D. Inkpen. “Semantic text similaritying corpus-based word
similarity and string similarity” ACM Transactiorm Knowledge Discovery
from Datg2008):1-25.

[2] L.L.Dai, B. Liu, Y. Xia, and S.K. Wu. “Measuringegantic Similarity between
Words Using HowNet” International Conference on @aoier Science and
Information Technolog{?008):601-605.

[3] Y. Attali and J. Burstein. “Automated Essay Sconlh e-raterV.2” The
Journal of Technology, Learning, and Assess(2806)

[4] A.Wu and Z. Jiang. “Word segmentation in sentearca@ysis” Proceedings of
the 1998 International Conference on Chinese Inftion Processing
(1998):169-180.

[5] R. Bruce and J. Wiebe. “Word-sense disambiguatsingudecomposable
models” Proceedings 32nd Annual Meeting of the Asgmn for
Computational Linguistiqd994):139-146.

[6] C. Leacock, M. Chodrow, and GA. Miller. “Using coipstatistics and WordNet
relations for sense identification” Computationalduistic§1998):147 — 165.

[7] E. Agirre, O.L.D. Lacalle, and A. Soroa. “KnowledBased WSD on Specific
Domains: Performing Better than Generic Supervis&D” Proceedings of the
21st international jont conference on Artificalahigenc€2009):1501-1506.

[8] K.J. Chen, S.L Huang, Y.Y Shih, Y.J. Chen. “ExtehtowNet- A
Representational Framework for Concepts” Ontologias Lexical Resources
IJCNLP-05 Workshof?2005).

[9] L.Jiang and M. Zhou. “Generating Chinese Couplsetag a Statistical MT
Approach”_Proceedings of the 22nd International f€m@nce on Computational
Linguisticq2008):377-384.

[10] R. Navigli. “Consistent validation of manual and@uatic sense annotations
with the aid of semantic graph€omputational linquistid2006):273—-281.

[11] Y.S. Chan and H.T. Ng. 2007. “Domain adaptatiorhwvaittive learning for word
sense disambiguation” Proceedings of the 45th drmeeating on Association
for Computational Linguisti¢2007):49-56.

[12] C. Kruengkrai, K. Uchimoto, J. Kazama, Y. Wang,Ti¥risawa, and H. Isahara,
“An error-driven word-character hybrid model foirjbchinese word
segmentation and pos tagging” Proceedings of ACNLI®{2009).

[13] Z&)ifi=, “Automated Chinese Essay Scoring Syste@eneration Selection:

43



Evaluation” [Bf17.38 i K& 1R 20 %80T, FEER S (June 2005).

[14] KEZME, “Automated Chinese Essay Scoring System BasesLpport Vector
Machine” B{{17 22 B RS2 E IR L TAZ B 75T, fE-f-5R 52 (June 2006).

[15] #{E7Z, “A Bayesian Based Chinese Essay Scoring Systein} < K2 &
SHEHZ B TAZIHSTAT, B3RS (June 2006).

[16] T R KEE T 4, 2 EKEE:, < http://art.pch.scu.edu.tw/cc34.htm>.

[17] B, Bgse, BERR2ie, BN B R B2 i +£(2005).
[18] FfebR, BIBAAIGHERE, ZBrsIE1(1989).

[19] #F5%E, aesralfER R, &IbitEEs0(R(2003).
[20] s2&k10T, TRABRS, “H o CEra R 2 H9e — Brea i e iR, EAEPER
BB EEE = 22 e e am S 5E(1993):173-194.

[21] Bﬁﬁ{@, wOpR, WS, BRIGHE, “ LRI E RO R — SR
FRIMER S 2eRE" R R R SR W FT A PRI AL 2 e R A R AR 2 1y Eﬁaﬂ‘
(2005).

[22] #rons, EE2(E, FH1E, “Couplet System Based on Maximum Matching and
Markov Model” 5 VU 4= B 22 A 2 B 58 = E20ET & & it i S £E(2008).

a4



