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ABSTRACT

In many wireless sensor applications, sensors may possess sector-like sensing coverage due
to application requirements or equipment constraints. In addition, with the help of machinery
such as stepper motors, these sensors can rotate to cover the objects around them. This type of
sensor is called a rotatable, directional (R&D) sensor. In the paper, we consider the R&D sensor
deployment problem, which determines - how to place the minimum number of R&D sensors to
cover a given set of objects, such that each object can be.J-time covered, where 0 < 9 < 1. In
particular, an object is said to.be J-tine covered it during a fixed period 7', the object can be
covered by one sensor for at least 07" time.” The R&D sensor deployment problem is NP-hard
and we thus propose two efficient heuristics. The first heuristic, called the maximum covering
deployment (MCD) algorithm, always places sensors such that the maximum number of objects
can be covered. On the other hand, the second heuristic, called the disk-overlapping deployment
(DOD) algorithm, exploits the overlap between sensors’ coverage to save sensors. Simulation
results show the effectiveness of the proposed heuristics under different distributions of objects.
Moreover, to demonstrate the feasibility of our temporal coverage model, we develop an event-
based visual surveillance system by R&D sensors. In this system, objects are periodically
monitored by R&D sensors equipped with infrared detectors and cameras. When one object
is taken away, the monitoring sensor will report a warning message along with the detailed

snapshots to the user.

Keywords: directional sensor, rotation, surveillance system, temporal coverage, wireless

sensor network.

II



RR AR ARG AR LR A RERALRE S - RREH
WRBGEEIZEN > EmATEFHA LN ENRSRT MR F T AL A
SR o B RBYDORHIIE FHIEBIAR - KT RARABF B Y FHRRAR
BREMGEE RN TRRE@ORAMEEZ BERM ARG » EEXDHKR
ARG ERA XA FNRAES o BAMBLOREREFEHIL - LLAHHEN
Bk Q%M AORFECRETERAER  RABRTRH Y -

Sesh s L FOREMIABE R AR TR EOE M AR - HOLBHRE
819 5 b 300 40 fm B o 9 BOT SN MRS AT LB 5 0 UL o 5 9B
B BBIEHE S TR FERRE s FEFAE  BHITAL K
GAMRE -~ HERRS - FARARAKHSCCEREHLMAT > —FIMBRBHE L
B R B WA A S BB RA— M EAK  ABSSHERE
s ERA o

Tt > B RS s RARBIS R A 8T RN LRI
&ﬁm%ﬁ@%%¢$%’ﬁ%&ﬂ%ﬁ@°W%ﬁﬁki%%&’ﬁiﬁfi%ﬁ

RABEY L HEEE  RAFMERE BT E RBES KR RO AT » REEA TR
LEHX -

BRB W E RS

B 5 S K 4 S A St T AZER 0P A

+FRELTIEE A

III



Contents

W& I
Abstract I
&S 11
Contents v
List of Figures \Y
1 Introduction 1
2 Related Work 6
3 Problem Definition 8
4 The Proposed Sensor Deployment Algorithms 10
4.1 The Maximum Covering Deployment (MCD) Algorithm . . . . ... ... .. 10
4.2 The Disk-Overlapping Deployment (DOD) Algorithm . . . . . . ... ... .. 15
4.3 Maintaining The Network Connectivity . . . . . . . . .. .. ... ... ... 20
5 Performance Evaluation 21
5.1 Effect of The Number of Objects . . . . . . . . ... ... ... ... ..... 21
5.2 Effectof Sector Angle 6 . . . ... .. ... .. ... 24
53 Effectofd Value . . ... ... .. .. 27
6 Event-Based Visual Surveillance System 30
7 Conclusions 35

v



List of Figures

1.1

4.1
4.2

4.3

5.1

5.2

5.3

54

5.5
5.6

6.1
6.2

6.3

The sensing model of R&D sensors: (a) the sensing coverage of a sensor, (b) the
sector regions that sensors have to rotate to cover, and (c) the rotation periods

Of SENSOIS. . . . . . o s

An example of the modified GDC scheme. . . . . . . .. .. ... ... ....
The sector cutting operation on a disk: (a) assign indices to objects, (b) group
objects into clusters, (c) merge the first cluster and the last cluster if their in-
cluded angle is no larger than @, and (d) place sectors to cover objects. . . . . .
The DOD algorithm: «(a) find joint sectors of disks d, and d;, and (b) place a

sensor at location s; to cover all objects in the joint sectors A, B,and F£. . . . .

The number of deployed nodes under different number of objects in the random
distribution of objects. . © . . L L L L
The number of deployed nodes under different number of objects in the cluster-
based distribution of objects. . . . . . .. ... L
The number of sensors under different sector angles (6) in the random distribu-
tionof objects. . . . ...
The number of sensors under different sector angles () in the cluster-based
distribution of objects. . . . . . . ...
The number of sensors under different § values. . . . . ... ... ... ....

The design architecture of the event-based visual surveillance system. . . . . .

The objectmodule. . . . . . .. ... ... ...
The R&D sensor: (a) the infrared detector, (b) the stepper motor, and (c) the
camera module (within the mobile phone). . . . . . .. .. ... ... ... ..

The snapshot of our implementation. . . . . . . .. ... ... .........

13

23

28
29

32



Chapter 1

Introduction

Wireless sensor networks (WSNs) possess many charming characteristics such as ad hoc com-
munication, cooperative sensing, and distributed processing. They are widely adopted in various
military and civil applications [11, 31, 17]. To make a WSN well operate, sensors have to be
deployed to organize a connected network that covers the whole sensing field or a set of spe-
cific point-locations. Most of the WSN-deployment schemes focus on omnidirectional sensors
with disk-like sensing coverage [20, 27, 9] However, in many practical WSN applications,
sensors may have sector-like sensing coverage because of equipment constraints or application
requirements. In addition, with the help of machinery such as stepper motors, these sensors
can possess some mobility abilities such as rotation [13, 7, 8]. This type of sensor is called a
rotatable, directional (R&D) sensor.

In this paper, we consider the scenario where sensors can be precisely deployed at any
location within the sensing field, and investigate how to efficiently deploy R&D sensors to
monitor a given set of static objects, where each object is modeled by a point-location. The
sensing coverage of each R&D sensor is modeled by a sector and the sensor can rotate to scan
a whole disk, as shown in Fig. 1.1(a) and (b). The time axis is divided into fixed periods and
during each period a sensor will rotate one cycle and stop to detect the objects within its sensing

coverage for a total (constant) time 7', as shown in Fig. 1.1(c). For example, in the beginning of
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Figure 1.1: The sensing model of R&D sensors: (a) the sensing coverage of a sensor, (b) the
sector regions that sensors have to rotate to cover, and (c) the rotation periods of sensors.

each period, sensor s; first stops at sector A to monitor the objects in sector A for 0.57" time and
then rotates its sensing coverage to monitor the objects in sector 5 for another 0.57" time. Then,
in the beginning of the next period, sensor s; will rotate to cover sector A again. Similarly,
sensor s; will rotate one cycle and cover the four sectors C, D, I/, and F' in every period, where
s; will stop at each sector to monitor the corresponding objects for 0.257" time. We assume that
all R&D sensors have the same rotating speed so that each sensor will take a constant time to
rotate one cycle (without stopping). In this case, each R&D sensor can have the same period
length. Note that it is not necessary to synchronize the periods of sensors.

An object is said to be d-time covered if during each period, this object stays inside the



sensing coverage of one sensor for at least 07" time, where 0 < § < 1. A network is said
to achieve J-time coverage if all monitored objects can be d-time covered. Fig. 1.1(b) and (c)
gives an example, where the objects in disks d; and d; are 0.5-time and 0.25-time covered,
respectively, and the network can achieve 0.25-time coverage. The above temporal coverage
model can be used in many WSN applications. One common example is the radar system.
Another practical example is the visual surveillance system using rotatable video cameras [16].
Based on this model, we aim at the R&D sensor deployment problem, which determines how to
place the minimum number of R&D sensors to cover a set of objects such that the network can
achieve 0-time coverage.

The R&D sensor deployment problem is NP-hard because one of its instances is the geo-
metric disk cover (GDC) problem {30]; which is'a well-known NP-hard problem. Specifically,
given a set of point-locations, the GDC problem determines how to place the minimum number
of disks to cover these point-locations. Consider that each-R&D sensor can cover a sector with
angle of 0 € (0, 7). By making § = %, our R&D sensor deployment problem can reduce to the
GDC problem because we can place one sensor at each disk to make all objects in that disk be
0-time covered.

To solve the R&D sensor deployment problem, we propose two efficient heuristics. Our de-
ployment idea is to first place the fewest disks to cover all objects and then deploy the minimum
number of R&D sensors at some of these disks such that all objects can be )-time covered. The
first heuristic, called the maximum covering deployment (MCD) algorithm, always first places
a sensor at the disk that covers the maximum number of objects. On the other hand, the second
heuristic, called the disk-overlapping deployment (DOD) algorithm, takes advantage of disk
overlap to reduce the number of sensors. Simulation results show that the proposed heuristics

can deploy fewer R&D sensors under different distributions of objects. Specifically, the MCD



algorithm can reduce the number of sensors when objects congregate at some locations. On the
other hand, when objects are arbitrarily distributed over the sensing field, the DOD algorithm
can achieve a better performance.

Moreover, to demonstrate the practicability of our temporal coverage model, we develop
a visual surveillance system for security applications by using R&D sensors. In our system,
each R&D sensor is equipped with an infrared detector to monitor objects, a camera to provide
snapshots of the environment, and a stepper motor to support the rotation capability. Initially,
we adopt the proposed deployment algorithms to determine the locations to place R&D sensors.
Then, each R&D sensor will rotate one cycle to scan its surrounding objects. After identifying
the objects around it, the R&D sensor will follow our temporal coverage model to periodically
monitor these objects (and take their snapshots accordingly). However, when one object is
taken away from the sensing.coverage of the R&D sensor, the sensor will be aware of the
disappearance of that object when it rotates to the corresponding sector. In this case, the R&D
sensor will report a warning message along with the detailed snapshots of the environment (by
zooming in its camera) to the user. Compared with the traditional surveillance systems that
collect a large volume of video information, our visual surveillance system is event-driven in
the sense that only when objects are moved will the warning messages be sent to the users for
notification. In this way, we can avoid using huge computation or even manpower to analyze a
large volume of video information.

The contribution of this paper are three-folds. First, we define a new temporal coverage
model for R&D sensors to monitor objects and formulate the R&D sensor deployment problem.
Second, we propose two efficient deployment heuristics, the MCD and DOD algorithms, that
can reduce the number of sensors under different distributions of objects. Third, we develop

a prototyping system for the event-driven visual surveillance application to demonstrate the



proposed temporal coverage model.

The rest of this paper is organized as follows: Related work is surveyed in Chapter 2. Chap-
ter 3 formally defines the R&D sensor deployment problem. In Chapter 4, two efficient deploy-
ment heuristics are proposed. Simulation results are presented in Chapter 5. Chapter 6 gives

our prototyping experience of the visual surveillance system. Finally, Chapter 7 concludes this

paper.



Chapter 2
Related Work

The issue of deploying omnidirectional sensors to cover a sensing field has been extensively
investigated in the literature [32]. The sensing model of these omnidirectional sensors can be
either binary [27, 18] or probabilistic [12, 35]. Under the binary sensing model, the sensing
coverage of a sensor is one disk and a location can be either monitored or not monitored by
the sensor. On the other hand, under the probabilistic sensing model, the sensing coverage may
be an arbitrary shape and a location will be monitored by the sensor with some probability
function.

Many research efforts address how to-use mobile, omnidirectional sensors to automatically
organize a network. For example, references [34], [25], and [15] consider moving sensors to
enhance the network coverage by adopting a Voronoi diagram or the attractive/repulsive forces
among sensors. The work in [26] partitions the sensing field into grids, and then moves sensors
from high-density grids to low-density grids to achieve a more uniform network topology. The
studies in [28] and [29] address two deployment-related problems, namely the sensor placement
problem and the sensor dispatch problem. The sensor placement problem determines how to
place the minimum number of sensors to cover the whole sensing field. On the other hand, the
sensor dispatch problem determines how to assign mobile sensors to move to the target locations

(calculated by the placement solution) such that their moving energy can be reduced.



Several studies consider a randomly-deployed directional sensor network. The work in [6]
discusses how to identify a minimal set of directions for the sensors to cover the maximum
number of specific point-locations. Given a randomly-deployed sensor network, the study in
[21] analyzes the probability that a point-location can be covered by directional sensors. Refer-
ence [10] divides the network into subsets of sensors to alternatively cover a set of predefined
point-locations, so that the energy of directional sensors can be preserved.

How to deploy static directional sensors has also been discussed in the literature. The work
in [14] considers deploying a minimum number of directional sensors to organize a connected
network that covers either a set of point-locations or the entire sensing field. References [23]
and [22] adopt an integer linear programming manner to minimize the number of directional
sensors needed to be deployed to«cover a set of point-locations. However, the above studies
do not consider the rotation capability of directional sensors. Using R&D sensors to localize
objects is discussed in [19], but the rotation of each sensoris constrained by a limited angle. To
the best of our knowledge, none of prior work addresses the R&D sensor deployment problem
and the temporal coverage model. In this paper, we not only propose two efficient R&D sen-
sor deployment heuristics but also implement a visual surveillance system to demonstrate the

temporal coverage model by R&D sensors.



Chapter 3

Problem Definition

We are given a set of static objects O = {01,009, , 0, } to be monitored by R&D sensors,
where each object is modeled by a point-location in a two-dimensional plane. Each sensor s;
has a sensing range modeled by a sector with angle of § € (0, 7) and radius of r,, and possesses
an omnidirectional communication‘range with-radius of r., where r; and r. are the sensing
distance and the communication distance of sensors, respectively. We make no assumption on
the relationship between 7, and r.. We consider the binary sensing model. Thus, an object
o € O is said to be covered by a sensor s; if oy locates inside the sensing coverage of s;, as
shown in Fig. 1.1(a). Sensors have the rotation capability. When a sensor s; rotates one cycle
(without changing its position), its sensing coverage will scan a whole disk d; that is centered
at s; and with radius of ;. According to the objects in disk d;, we can cut d; into «; disjointed
sectors, where each sector has an angle of 6. Sensor s; then rotates its sensing coverage to fit
each of these a; sectors. When the sensing coverage of sensor s; completely fits a sector, we
say that s; covers that sector. Fig. 1.1(b) gives two examples. Disk d; is cut into two sectors and
sensor s; will rotate to cover sectors A and B, while disk d; is cut into four sectors and sensor
s; will rotate to cover sectors C, D, I/, and F'.

The time axis is divided into fixed-length periods. During each period, a sensor s; will rotate

one cycle to cover the objects in its disk d;. Specifically, for each disk d; with «; sectors, its



corresponding sensor s; will stay to cover each sector for az time and then rotate to the next
sector. Thus, the length of a period is the total time that a sensor stays to cover all sectors (that
is, time 7") and the time for the sensor to rotate one cycle (marked as grey in Fig. 1.1(c)). Note
that strict time synchronization of sensors is not necessary. Fig. 1.1(c) gives two examples.
Because disks d; and d; are cut into two and four sectors, sensors s; and s; will stay to cover
each disk for 0.57" and 0.257" time, respectively.

Given a threshold 9, where 0 < & < 1, an object is said to be d-time covered if and only if
during each period, this object can be covered by one sensor for at least 7" time. Fig. 1.1(c)
gives two example, where objects in disks d; and d; are 0.5-time and 0.25-time covered, re-
spectively. Then, given the set of objects O and the threshold 6, our R&D sensor deployment
problem determines how to place the minimum number of R&D sensors to cover all objects in
O such that each object can be.J-time covered. Note that.in this case, each sensor can cover at
most | ;| sectors during each period. When adisk is cut into more than |3 | sectors, it requires
more than one sensor to cover all of its sectors. Fig. 1.1(b) gives an example. Supposing that
0.5-time coverage is required (that is, = 0.5), we need to place two sensors at disk d; to make

all of its objects be 0.5-time covered.



Chapter 4

The Proposed Sensor Deployment
Algorithms

Our deployment idea is to first place the fewest disks to cover all objects and then deploy the
minimum number of R&D sensors at a subset of these disks to make all objects be J-time
covered. We propose two deployment algorithms. The first MCD algorithm places sensors at
those disks that cover the maximum number of objects, while the second DOD algorithm tries
to reduce the number of sensors by exploiting the overlap between two disks. Then, we discuss

how to add the minimum number of relay nodes to maintain the network connectivity.
4.1 The Maximum Covering Deployment (MCD) Algorithm

Given a set of objects O to be monitored, our MCD algorithm involves the following three

phases:
e Phase 1: Calculate a set of disks D that cover all objects in 0.

e Phase 2: Initially, all objects are unmarked. We then select the disk with the maximum
number of unmarked objects and conduct the sector cutting operation on that disk to
calculate how many sectors should be placed in that disk to cover all of its unmarked
objects. Then, we mark the objects in that disk. The above two operations are repeated

until all objects in O are marked. Then, we remove those disks that are not conducted

10



with sector cutting operation from D.
e Phase 3: Place R&D sensors at the disks in D to cover all objects in 0.

We then discuss the detail of each phase. In phase 1, we modify the GDC approximate
solution in [30] to calculate the set of disks D that cover all objects in O. This modified GDC

scheme contains the three steps:

1. For any two objects o; and o0, in (5, if their distance is smaller than 27, we place two disks
such that their circumferences intersect at o; and o;. The objects 0, and o0, in Fig. 4.1 give

an example.

2. For any two objects 0; and o; in (5, if their distance is equal to 27, we place one disk such

that its circumference passes 0; and o;. The objects o3 and o4 in Fig. 4.1 give an example.

3. After the above two steps, there may remain some “isolated” objects whose distances to
their closest objects are larger than 2r,. For each of these objects, we place one disk such

that its center is located at that object.~The object o5 in Fig. 4.1 gives an example.

Because we need to check each pair of objects in O, the maximum number of disks in D will
be 2C3".

Then, in phase 2, we iteratively select the disk in D that covers the maximum number of
objects and conduct the sector cutting operation on that disk. The idea of this operation is to first
identify where objects gather in the disk and then cluster these objects accordingly. Then, we
place sectors to cover all objects in each cluster. Specifically, considering that the disk covers a

set of k objects, the sector cutting operation involves the following three steps:

1. Randomly select an object, say, o; as the initial object. We then scan the objects in

the disk counterclockwise and assign indices to these objects accordingly. In particular,

11
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Figure 4.1: An example of the modified GDC scheme.

let s, be the disk center. Object o; is assigned with a smaller index than object o; if
£01540; < Z0154,0;. Note that all angles are scanned counterclockwise. When there is
a tie, we randomly assign indices to the objects. Fig. 4.2(a) gives an example. Because

Z015,03 < £015,0s, Object og is assigned with a smaller index than object og.

. Starting from o; and scanning objects according to their indices, we then group objects
into clusters. Object o, is added into cluster 1. Then, for two adjacent objects o; and
011, 1 < i < k — 1, supposing that o; belongs to cluster j, object 0;, is also added into
cluster j if Zo;s40;41 < 6. Otherwise, 0;, is added into cluster j + 1. Fig. 4.2(b) gives
an example. After grouping all objects, we then check whether or not the first cluster and
the last cluster can be merged. Specifically, if Zogs,0; < 6, these two clusters can be
merged and we reindex those objects originally in cluster 1. Supposing that objects o1,
02, - - -, and o are originally added into cluster 1, they will be assigned with new indices

Ok+1> Oki2, - - -, and og4y, respectively. Fig. 4.2(c) gives an example.

. For each cluster of objects, we place sector(s) to cover them. Specifically, starting from

the uncovered object with the smallest index in the cluster, say, o;, we place a sector
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Figure 4.2: The sector cutting operation on a disk: (a) assign indices to objects, (b) group
objects into clusters, (c) merge the first cluster and the last cluster if their included angle is no
larger than 6, and (d) place sectors to cover objects.

whose edge passes o; such that the sector can cover the maximum number of objects in
the cluster. This operation is repeated until all objects in the cluster are covered by sectors.
Fig. 4.2(d) gives an example, where sectors A, B, and C' cover the objects in cluster 1

while sector D covers the objects in cluster 2.

Note that since there are m objects in O, we will conduct the sector cutting operation on at most
O(m) disks. Then, all remaining disks (without conducting the sector cutting operation) will

be removed from D and the size of D can shrink from O(2C7") to O(m).

13



Finally, in phase 3, we place R&D sensors at the disks in D to cover objects. In particular,
we select the disk, say, d; that covers the maximum number objects when we place an R&D
sensor'. Then, we place a sensor at the center of disk d; and make the sensor rotate to cover
each of «; sectors in disk d;. (When disk d; has more than L%J sectors, these «; sectors are the
first L%j sectors that cover the maximum number of objects. Otherwise, «; is the total number
of sectors of disk d;.) Then, we remove the objects covered by the sensor from 0. (In this
way, these «; sectors are also removed from disk d;.) The above operations are repeated until
O becomes empty. Fig. 4.2(d) gives an example, where 6 = 0.5. We first place a sensor at s,
to cover sectors A and D and remove these two sectors from the disk. Then, we place another
sensor at s, to cover sectors B and C'. Note that a sensor will stay to cover each sector for 0.57
time.

We then analyze the time complexity of the MCD algorithm. Running the modified GDC
scheme in phase 1 requires at-most O(C%") time since we need to search any pair of objects
among m objects. In phase 2, it takes O (207"~ 1g(205")) = O(m?1gm) time to sort all disks
inD (with size of 2C%") to select disks for conducting the sector cutting operation. The sector
cutting operation totally takes O(3m) time because in each of the three steps, we have to scan
at most m objects. In phase 3, we can build a maximum binary heap to maintain disks in
D (whose size is shrunk to O(m)), which requires at most O(m) time. Since deleting the
maximum from the heap takes O(lgm) time, it takes totally m - O(lgm) time to deploy R&D
sensors at the disks in D to cover all objects. Therefore, the time complexity of the MCD

algorithm is O(C") + O(m?1gm) + O(3m) + O(m) + m - O(lgm) = O(m?Igm).

"When a disk contains more than L%j sectors, the maximum number of objects covered by an R&D sensor is

the number of objects in the first L%J sectors, where sectors are sorted based on to their objects in a decreasing
order. Otherwise, the maximum number of objects covered by the R&D sensor will be the total number of objects
in that disk.

14



To summarize, the MCD algorithm prefers placing R&D sensors at those disks that cover
the maximum number of objects. In this way, the MCD algorithm could well perform when
objects are distributed in a non-uniform manner. In fact, the simulation results in Section ??
will show that the MCD algorithm can reduce the number of sensors when objects congregate

at some locations.
4.2 The Disk-Overlapping Deployment (DOD) Algorithm

The above MCD algorithm does not take advantage of disk overlap to help reduce the number
of sensors. Fig. 4.3 illustrates an example, where 6 = 0.5. The MCD algorithm requires to
place totally four sensors at locations s, and s; to cover all objects. In fact, we can place one
sensor at location s, to cover sectors C and D, one sensor at location s; to cover sectors ' and
Gz, and one sensor at location s; to cover all objects in sectors A, B, and F. In this way, we
can save one sensor. Here, sectors A, B, and E are called joint sectors because they can be
“jointly” covered by the third disk. Based on the above observation, our DOD algorithm tries
to reduce the number of sensors by exploiting the joint sectors. The DOD algorithm is outlined

as follows:

e Phase 1: Use the modified GDC scheme to find a set of disks D. We then select a subset

of disks ZSS C D that cover all objects in 0.

e Phase 2: For any two disks in D,, if the distance between their centers is no larger than

2rs, we find their joint sectors.

e Phase 3: For each disk in 733, we place R&D sensor(s) to cover its sectors. When two
adjacent disks in 233 have joint sectors, we may add some R&D sensor(s) between them

to cover their joint sectors.

15
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sector G ¢

Figure 4.3: The DOD algorithm: (a) find joint sectors of disks d, and d;, and (b) place a sensor
at location s; to cover all objects in the joint sectors A, B, and E.

We then discuss the detail of each phase. In phase 1, we want to find a subset of disks 235
from D to cover all objects in O such that 1) the size of 138 is minimized and ii) the number of
disks that contain no more than L%j sectors is maximized. Objective 1) is to use the fewest disks
to cover all objects. On the other hand, since we prefer the disk that can be placed with just one
R&D sensor to cover all of its sectors, objective ii) is to select as more such disks as possible

from D. To achieve these two objectives, we propose a disk selection scheme as follows:

1. Initially, each object in D is unmarked and the set 238 is empty.

16



2. Select the first # > 1 disks from D that cover the maximum number of unmarked objects
and conduct the sector cutting operation on these disks individually*. Then, Among these
[ disks, if there exist some disks that contain no more than L%J sectors, we give up
those disks that have more than L%J sectors (to satisfy objective ii)). However, if each of
these (3 disks contains more than L%J sectors, no disk will be given up. Then, among the
remaining disks, we select the disk, say, d; that covers the maximum number of unmarked

objects. We then mark the objects covered by disk d; from O and add disk d; into 135.
3. Repeat step 2 until all objects in O are marked.

Then, in phase 2, we try to find the joint sectors of any two (adjacent) disks. Specifically,
two disks d, and dj, have joint sectors'if 1) the distance between their centers is no larger than
2r and ii) both disks have more than L%J sectors. Here, condition 1) indicates that disks d, and
d, are close enough so that we can place the third disk to overlap both of them. Condition ii)
indicates that each of disks d, and d;, requires more than one sensor to cover its sectors. In this
case, we could add sensor(s) at the/third-disk tojointly cover their joint sectors. Then, to find
the joint sectors of disks d, and dj, we put a disk, say, d. such that its center is at the middle
of s, and s;, where s, and s, are the centers of disks d, and dj, respectively. A sector of disk
d, (respectively, dp) is called a (d,, dy)-joint sector (respectively, a (dy, d,,)-joint sector) if all
objects in that sector are also inside disk d.. Fig. 4.3(a) gives an example, where sectors A and
B are (d,, dy)-joint sectors and sector E is a (dy, d, )-joint sector. Note that a sector may belong
to multiple joint sectors. If a sector does not belong to any joint sector, it is a non-joint sector.
For example, sector F' is a non-joint sector because one of its objects is not inside disk d..

Finally, in phase 3, we place R&D sensors to cover the sectors of the disks in 735. This phase

involves the following steps:

2In other words, after conducting the sector cutting operation at one disk, we do not mark those objects in that
disk.
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1. For each disk d; in 238 without joint sectors, we place [«;d] sensor(s) to cover its sectors,
where «; is the total number of sectors in d;. We then remove all objects in disk d; from

O and remove disk d; from 235.

2. After step 1, 133 must remain only the disks that contain joint sectors. We then place
sensors to cover the non-joint sectors of these disks. In particular, for each disk in 235 that
contains a; > 0 non-joint sectors, we place [«;d| sensor(s) to cover its non-joint sectors.
Note that since each sensor can cover at most L%j sectors, there could be one sensor that
covers only, say, v non-joint sectors, where v < L%J In this case, we make this sensor
also cover the first ([%J — 7y) joint sectors that contain the maximum number of objects.
Then, we remove all objects covered by these sensors from 0. (Those sectors and disks
contain no object are alsoremoved accordingly.) Fig. 4.3(a) give an example. We place
one sensor at location s, to cover the non-joint sectors C' and D in disk d, and one sensor
at location sy, to cover the non-joint sectors ' and G in disk d. Then, only joint sectors

A, B, E are left in disks d,‘and.d;, as shown.in Fig. 4.3(b).

3. After step 2, each disk in 135 must contain only joint sectors. Then, we select the two
disks in 735, say, d, and d,, such that (d,, d;)-joint and (d,, d,,)-joint sectors contain the
maximum number of objects. Let @C be the set of the objects covered by all (d,, dy)-joint
and (dy, d,)-joint sectors. We then adopt the modified GDC scheme on @C to calculate
a set of disks. Among these disks, we select the disk, say, d;, that covers all objects
in @C and has the fewest sectors (by conducting the sector cutting operation). We then
place [a;0] sensor(s) to cover the sectors of disk d;, where «; is the number of sectors of
disk d;, and remove the objects in @C from O. The corresponding joint sectors are also
removed from disks d, and d,. Note that disks d, and d;, will be also removed from ﬁs if

they contain no sectors. Fig. 4.3(b) shows an example. The above operations are repeated
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until O becomes empty.

In step 3, we do not simply place sensor(s) at the middle of centers of disks d, and d, to cover
their joint sectors. The reason is shown in Fig. 4.3. Since the objects in the joint sectors of disks
d, and d, locate around location s, it may require to place more than one sensor at location s,
to cover all objects in sectors A, B, and E. Instead, we can place just one sensor at location s;
to cover all objects in these joint sectors.

We then analyze the time complexity of the DOD algorithm. In phase 1, running the modi-
fied GDC scheme takes O(C%") time and selecting the subset D, requires O(m?21lgm) + O(m)
time because we need to sort all O(m?) disks in D and then check at most O(m) disks from D.
Because 255 contains at most O(m) disks, finding the joint sectors of any two disks in phase 2
spends O(C4¥") time. Finally, in phase 3, placing sensors-to cover the disks without joint sectors
in step 1 takes O(m) time. Similarly, placing sensors to cover the non-joint sectors of the disks
in step 2 also requires O(m) time. Then,instep 3, conducting the modified GDC scheme on the
set O, of objects requires at most Q(C") time. In addition, running the sector cutting operation
on the selected disk takes O(m) time. Because objects are removed when we add sensors to
cover the joint sectors, the iterations in step 3 will be repeated at most O(m) times. Thus, the
total time to execute step 3 is O(m - (C5* +m)). Therefore, the time complexity of the DOD al-
gorithm is O(C5")+0(m? 1g m)+0(m)+O0(CH)+0(m)+0(m)+0(m-(Cy*+m)) = O(m?).

To summarize, the DOD algorithm exploits disk overlap to reduce the number of sensors.
The simulation results in Section ?? will show that the DOD algorithm can well perform when

objects are arbitrarily distributed over the sensing field.
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4.3 Maintaining The Network Connectivity

Till now, our deployment algorithms focus on covering all objects. However, the network may
not be connected. To solve this problem, we can place some relay nodes to maintain the network
connectivity, where a relay node is the communication module of a sensor®. There are two
advantages to use relay nodes to maintain the network connectivity. First, the cost to deploy the
network can be reduced. Second, the deployment algorithms can allow arbitrary relationship
between the sensing distance and the communication distance of sensors.

To place the minimum number of relay nodes, we modify the scheme in [14]. In partic-
ular, given a set of sensors S calculated by the deployment algorithms, we first construct the
minimum spanning tree on S. Then, foreach tree edge whose length, say, [ is larger than the
communication distance 7., we place ( Lﬂ — 1) relay nodes along that tree edge. The distance
between two adjacent relay node is r.. The above operations are repeated until all tree edges

are checked. In this way, the network connectivity can be maintained.

3In many sensor platforms such as MOTE [4] or Jennic [3], a sensor node is composed of one sensing module
and one communication module and these two modules can be separated.
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Chapter 5

Performance Evaluation

We develop a simulator in C++ to verify the effectiveness of our proposed algorithms. In our
simulator, the sensing field is a 400 x 400 rectangle, on which there are some objects needed
to be monitored. We consider two distributions of objects. In the random distribution, objects
will be uniformly, arbitrarily placed inside the sensing field. On the other hand, in the cluster-
based distribution, we arbitrarily select ten locations inside the sensing field and objects will
be placed around these locations. For comparison purpose, we develop a greedy deployment
algorithm, where a subset of objects are selected as disk centers such that these disks can cover
all objects. Then, we conduct the sector cutting operation on these disks and place R&D sensors
accordingly. Each sensor has a sensing distance () of 10 and a communication distance (r.)

of 20. In the DOD algorithm, we set 3 = 5.

5.1 Effect of The Number of Objects

We first evaluate the effect of different numbers of objects on the number of deployed nodes
by the greedy, MCD, and DOD algorithms. The number of objects is ranged from 50 to 500.
The ¢ value is set to 0.5 and 0.3 so that a sensor can cover at most 2 and 3 sectors, respectively.
The sector angle 6 is set to 45°. We consider the number of nodes (including sensors and
relay nodes) needed to maintain both the object coverage and the network connectivity and the

number of sensors needed to cover all objects.
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Figure 5.1: The number of deployed nodes under different number of objects in the random
distribution of objects.

Fig. 5.1 shows the number of deployed nodes under different number of objects in the ran-
dom distribution of objects. As can be seen, when there are more objects, we need more sensors
to cover them. In this case, we may also require more relay nodes to maintain the network con-

nectivity. A smaller ¢ value can help reduce the number of sensors because each sensor can
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based distribution of objects.

cover more sectors in every period. Since objects are randomly distributed, when there are
fewer objects (for example, 50 objects), the number of nodes deployed by the three algorithms
will be similar. On the other hand, when the number of objects grows, the difference between

the number of nodes deployed by different algorithms also increases. From Fig. 5.1, we can
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observe that the DOD algorithm can deploy the minimum number of nodes (that is, sensors and
relay nodes) in the random distribution of objects, because it can take advantage of disk overlap
to help reduce the number of sensors.

Fig. 5.2 shows the number of deployed nodes under different number of objects in the
cluster-based distribution of objects. Recall that in this distribution, objects will be placed near
ten locations. Thus, even though there are only 50 objects, the difference between the number
of nodes deployed by different algorithms will be significant. In the cluster-based distribution
of objects, the MCD algorithm can deploy the minimum number of sensors and relay nodes be-
cause objects are placed near each other. In this case, deploying sensors at those disks covering

the maximum number of objects can significantly reduce the number of sensors.
5.2 Effect of Sector -Angle 6

We then measure the effect of different sector angles # on the number of deployed sensors by
the greedy, MCD, and DOD algorithms. We place 200 and 400 objects and set ¢ values to 0.3
and 0.5. The sector angle € is ranged from-15°to 120°. We measure the number of sensors used
to cover objects and ignore the relay nodes.

Fig. 5.3 shows the number of deployed sensors under different sector angles # in the random
distribution of objects. A larger angle # means that a sensor can cover a wider range and thus
more objects may be covered by the sensor. In this case, the number of deployed sensors can
decrease when the angle 6 increases. Such a trend is more significant when there are 400 objects
and = 0.5. In this case, we need more sensors to cover objects. From Fig. 5.3, we can observe
that the DOD algorithm can deploy the minimum number of sensors to cover objects under
different sector angles 6 in the random distribution of objects.

With the same simulation settings, Fig. 5.4 shows the number of deployed sensors under
different sector angles 6 in the cluster-based distribution of objects. Compared with the ran-
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Figure 5.3: The number of sensors under different sector angles () in the random distribution

of objects.

dom distribution of objects, the effect of sector angle ¢ is more significant in the cluster-based

distribution of objects. Since objects are placed near each other, a larger angle 6 can help a

sensor cover more objects. In this case, the number of sensors will sharply decrease when the

angle 0 increases. From Fig. 5.4, we can observe that the MCD algorithm can deploy the min-
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imum number of sensors to cover objects under different sector angles 6 in the cluster-based

distribution of objects.
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5.3 Effect of 5 Value

Finally, we evaluate the effect of different ¢ values on the number of deployed sensors by the
greedy, MCD, and DOD algorithms. We place 200 and 400 objects and set the sector angle 6 to
30°. The ¢ values are set to 0.1, 0.2, 0.3, and 0.4 so that each sensor can cover at most 10, 5, 3,
and 2 sectors in every period. Again, we calculate the number of sensors used to cover objects
and ignore the relay nodes.

Fig. 5.5 shows the number of deployed sensors under different ¢ values. Clearly, when ¢
value grows, the number of sensors also increases because each sensor can cover fewer sectors
in every period. Such a trend is more significant in the cluster-based distribution of objects.
It can be observed that our DOD and MCD ralgorithms can deploy the minimum number of
sensors under different o values'in the random and the cluster-based distributions of objects,

respectively.
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Chapter 6

Event-Based Visual Surveillance System

Traditional surveillance systems typically collect a large amount of videos from wall-board
cameras, which require huge computation to analyze. Integrating the sensing capability of
sensors can help reduce such overhead while provide more advanced, context-rich services
[24]. Motivated by this observation, we-develop-an event-based visual surveillance system by
R&D sensors.

The architecture of our event-based visual surveillance system is illustrated in Fig. 5.6. We
consider an indoor environment, inside which there are several objects needed to be monitored.
Each R&D sensor is equipped with an infrared detector, a camera, a wireless interface, and a
stepper motor. The infrared detector has a directional sensing range and it can be used to moni-
tor objects. The camera has the capability of zooming in and out to take different resolutions of
snapshots from the environment. The wireless interface can communicate with the monitoring
server (via multi-hop communication) to receive commands from the server or to transmit the
warning messages along with snapshots to the server. The stepper motor supports the rotation
capability for the R&S sensor.

We give a security scenario to illustrate how our event-based visual surveillance system
works (refer to Fig. 5.6). Depending on the distribution of objects, we first determine the lo-

cations to place R&D sensors by the proposed sensor deployment algorithms. In particular,
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when objects congregate at some locations, the MCD algorithm can be used to deploy sensors.
Otherwise, the DOD algorithm can be adopted to reduce the number of sensors. Then, the
monitoring server will broadcast commands to the deployed R&D sensors, which indicate the
objects needed to be monitored by the sensors. On receiving the server’s command, each R&D
sensor first rotates one cycle to scan all objects around it and then monitors the specific objects
(indicated by the server) following our temporal coverage model. During each rotation period,
the R&D sensor will zoom out its camera to get a wider snapshot from the environment. How-
ever, when one object is taken away, the R&D sensor will be aware of the disappearance of that
object when it rotates to the corresponding sector. In this case, the R&D sensor will zoom in its
camera to take more detailed snapshots from the environment and send the warning messages
along with these snapshots to the monitoring server: In this way, the user can be notified of the
movement of the object.

To make the R&D sensor correctly detect an object, each object is equipped with an object
module, as shown in Fig. 6.1. An object moduleis composed of an infrared receiver to obtain
the infrared signal from the R&D sensor and a Jennic board [3] for communication purpose. In
particular, when the object module receives the infrared signal from an R&D sensor, it will no-
tify the R&D sensor by transmitting a message through the Jennic board. We adopt the 940 nm
wavelength module as the infrared receiver, which has a sensing angle of 45°. The maximum
receipt distance of the infrared receiver is 10 meters. The Jennic board is a small embedded
computer that can conduct the operations of computation and wireless communication. Two
Jennic boards can communicate with each other following the ZigBee standard [33].

On the other hand, an R&D sensor is composed of an infrared detector, a stepper motor, and
a camera module, as shown in Fig. 6.2. The infrared detector consists of an infrared transmitter

and a Jennic board. The infrared transmitter has a beam angle of 15° and we make it transmit
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Figure 6.1: The object module.

an infrared signal every 50 milliseconds. For the stepper motor, we adopt the SANYO 103-540-
1551 module [5], which can turn 1.8° per step.-For the camera module, we adopt the HTC Hero
mobile phone [2] that supports the Android system [1]. 'When taking snapshots, the mobile
phone can transmit the snapshot-to the monitoring server.through its wireless interface.

Fig. 6.3 shows the snapshot of our implementation, where the dashed circle is the sensing
range of an R&D sensor (when it rotates one cycle). Each R&D sensor will continuously rotate
to monitor the objects around it and report a warning message along with the snapshots when
it finds that the object disappears. Through the above implementation, we demonstrate the

feasibility of the proposed temporal coverage model.
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Chapter 7

Conclusions

In this paper, we have defined a new R&D sensor deployment problem to achieve temporal cov-
erage of objects and propose two efficient deployment algorithms. Our MCD algorithm deploys
sensors at those disks covering the maximum number of objects. On the other hand, by exploit-
ing disk overlap, our DOD algorithm tries to reduce the number of sensors by placing them to
cover the joint sectors of adjacent disks: How to place the minimum number of relay nodes to
maintain the network connectivity is also addressed in the paper. Simulation results have shown
that the MCD algorithm can well perform when objects congregate at some locations, while the
DOD algorithm can reduce the number of sensors when objects are arbitrarily distributed over
the sensing field. In addition, we have developed an event-based visual surveillance system to
realize our proposed temporal coverage model. This surveillance system will provide warning
messages along with detailed snapshots from the environment when objects disappear. Thus,
the weakness of traditional surveillance systems can be significantly improved because only

critical context information is retrieved and proactively sent to users.
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