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ABSTRACT

An adaptive auto-regressive model is proposed in this thesis for frame rate
up-conversion. In conventional AR model, each pixel in the to-be-interpolated frame is

modeled as a linear combination of temporal neighborhood, spatial neighborhood, or

joint temporal-spatial neighborhoc S hesis proposed a temporal AR model

(called TAR) utili odel (called SAR)

utilizing sp eme which

selects. TA
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Chapter 1 Introduction

Frame rate up-conversion (FRUC) one of the main issues in video data

transmission. To transmit huge amount of video data, the spatiotemporal resolution of

video signals is often reduced to achie ited bitrate. In temporal domain, video
frames may be skip or lower bitrate, which also degrades isual quality at the

decoder store the skipped ed at the

decc a post-processing.

dll D€ USEQ I 10!

30 frary . F
ighe /ﬂ' Juality.
Meanwhile,. many ER algorithms have been developeo / on solutions
without extra efforts is to prod he mmwﬂ'/ el value in previous

temporal neighborhood (frame repetition, FR), or by combining two temporal

neighborhood co-located pixels value (frame average, FA). Though these algorithms

provide an efficiency performance, they ignore the motion information in video data,

and therefore, results in the visual quality degraded (for example, blurring) in motion



part of video. Another kind of FRUC algorithms is developed to overcome such effects.

These algorithms are referred as motion compensated FRUC (MC-FRUC). The frame

interpolation in MC-FRUC is along with the motion trajectory to achieve better visual

quality. Given the correct motion vectors, MC-FRUC outperforms the FR/FA algorithms.

Many motion estimation orithms_have eveloped to increase the accuracy

of motion ve jorithm (BMA)

have been broad ied i : ) ’ I motion
‘ - process in vi i J erfor

still look ur

Auto regressive’ (AF el._has been_a image processing
applications, such as detecting and interpolating “dirt” areas in image sequences [3],
ME [4], super-resolution [5], forecasting video data [6], may give us inspiration using
AR model in FRUC issue. Yongbing Zhang et al. [2] proposed a spatial-temporal auto

regressive model (STAR) for FRUC. Each pixel in STAR is modeled as spatial



neighborhood and temporal neighborhood’s linear combination. Using an iterative

self-feedback weight training algorithm can derive accurate weighting coefficients for

STAR model. The STAR model is able to consider the non-stationary statistics of video

signal, and thus can resolve the challenging issue such as zooming, panning, and

non-rigid objects.

Althoug

complex '
co omplexity iS proportio E 0 s ‘i ' : del’s
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el can achieve quite well visua ty, the computation

ably high. The S aining’s
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fion may have mo ec )orhood. We prop 3

ased sche and a mc

criter ‘ a&i e fer 1 896 nd

auto-regres

patial

computation efficienc

The following of this thesis is organized as follows. First, a brief introduction of

the related works, including the traditional MCI with bi-directional motion estimation

and STAR model with self-feedback weight training is given. Then, proposed method is

presented, which describes the proposed spatial AR model, temporal AR model, and



how to adaptively select AR models properly. Experimental results are provided in

section 4, and last, the conclusion is summarized at final section.




Chapter 2 Related Works

21 MC-FRUC

MC-FRUC can achieve better visual quality than frame average by exploiting the

motion redundancy between S # he overall architecture of

bi-direction ma -/ :

“revious fra 1

: Bi-di
First the to-be 'terpoded frame is divided into non-overlapping or each
block, the bi-d \\ /u ion search will

ionsearch is performed. Thebi-d

find a motion vector v forblack B(i, j) by minimizing the bi-directional sum of square

error (SBSE) in the search window.

The bi-directional motion search can be interpreted by

SBSE[BG,),v] = ) (Fyoals = v] = Fyyals +v])’
seB(i,j)

(1)



v;; = argmin{SBSE[B(i, j), v]}
v

(2)

, Where S is a 2-D vector representing a pixel location, the F;_;, F;, and F;,,denote the

previous, to-be-interpolated, the following frames, respectively. The v; ; represents the

bi-direction motion search’s result forblock: B(isj) in to-be-interpolated frame F;. After

the motion searc e th the-moti iformatio interpolate the block. Also,

to-be-interpolated block B(j, j) in F; is given by (3).

IACIS 10Cd

arise

object is no

2.2 STAR model

Spatial-Temporal auto-regressive model (STAR) is proposed in [2] to enhance the
visual quality of the interpolated frames. It models each pixel as a linear combination of

its temporal and spatial neighborhood. First, frames are divided into non-overlapping



area with size W,xWy, said training window R. Assuming each pixel in a training
window is interpolated by corresponding spatial-temporal neighborhoods using the
same weighting vector w. Using least square method, the best fitting weighting vector

can be solved. The STAR model is illustrated in figure 2-2.

A\

/3.

(/

N

O

O
e

1O/O/G

LU

me t
5 a linear cor w inat

e 2-2 : STAR
temporal and

support regio

yixel in to-be-i ) § ormulated as

2

L=(u, L

Rioi(k+u,1+v) X W(u,v)

0,—L<us<L}u {v=0,—L<u<0}

(4)
where R_; is the to-be ated_tratning_wine ; Vo, W, W, represent the
weights of temporal neighborhood in the previous frame, the weights of temporal
neighborhood in the following frame, and the weights of spatial neighborhood,

respectively. The L is defined as spatial-temporal support order (support order, for short).

When L is set to 1, the pixel is modeled as the weighted sum of 9 pixels in previous



frame, 9 pixels in following frame, and 4 pixels in current frame. The (k, I) represents

the pixel location within the training window. The (u,v) represents looping index for

each element in spatial-temporal neighborhood, called support region. The optimal

solution for weighting vector is, the one that minimizes the distortion € between training

windows R,_; and Ry,

(5)



Since the actual pixel values in the to-be-interpolated frame are not available in
FRUC (In (5), for example, R(_;), equation (5) can’t be used for deriving correct
weighting coefficients. An iterative method, called self-feedback weight training loop

algorithm was proposed with STAR model to deal with such issue. The self-feedback

weight training loop consists ‘of two parts. The pixels ining windows R._; and
Rys; are first/interpolated by using their spatial-tempora borhood with the

an in 1-D

weighti : , Which consists 0

Ri(k1) = Rei(k+u, 1+ v) x W,(u,v) + Rusr (K +u, 14+ v) x We(u,v)
—L<g(u,v) <L —L=(u, V) <L

+ Z Re(k +u, 14+ v) x W,(u,v)
{v<0,~L=us<L}u {v=0,—L=<u<0}

(6)

After R,_;, R, Ri;; have been interpolated, the jointly distortion is defined as




follows:

Wy WY

D)= Y ' [(’Rittll(k, D- R,k 1))2]
k=0 1=0
Wy Wy , wy Wy )
+ 3 B (Rt = RiaGed) |+ > ) B[(RE 6D — R D) |
k=0 1=0 k=0 1=0
(7)
Where iteration index is ed-asiv Rizyrand. e the interpolated training

th pare method

windows p [0 and after the i iteration, respectively._ Line
1. which.n i eri >curate

rewriting_tne g ' eighting
—
|

square met

(9)

Where A’ is a matrix, b is a column vector, and T represents the transpose operation
for matrix (See details in appendix for constructing each element in matrix A’ and

column vector bY).

10



2.3 Flow chart of STAR model

The STAR model and the self-feedback weight training algorithm are summarized

with following flow chart.

@ Start

@ Initislize RY jand RY,,

Construct matrix Ai and w—,\ctorgi
sovle regression with LSM

© i

=

Figure ‘ i Ve ining.
Step 1: Se p model parameters, such as training win e Wy, Wy, jointly

distortion threshold, max eration times (iIMAX) .. .etc.

Increase 1 and set up
next iteration

Step 2: Use Bi-MCI’s result as initial value for training windows R?_; and R?,,
Step 3: Initialize iteration index
Step 4&5: Use formulas mentioned before to construct corresponding matrices and

vector for least square method. After least square method performed, the new weighting
11



vector is obtained. Then the D(i) from (7) is calculated.

Step 6: Test if D(i) is less than predefined threshold or not. If it does, then the

procedure is done. Else, increase the iteration index, write back the new training

window’s result as next iteration’s initial value and loop again.




Chapter 3  Proposed Method

3.1 Motivation

The STAR model provides a very good visual quality for interpolated frames;

however, it also costs arhes ation due to applying least square method.
Suppose that th 0 Is set to 1 and the trai Vi ize is 32x32, each

pixel in

matrix_dimens i ' 3 pe used to
interpolate or the high

motion part in the video, pixe e strongly related.to spa eighborhood, rather than

temporal neighborhood pixels.

13
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Figure 3-2 : Weight distribution in window A and B of 2" to-be-interpolated frame of the
test sequence Mobile_CIF.

The figure 3-2 shows weight distribution for two different training windows in the
14



to-be-interpolated frame 2 of Mobile CIF sequence ( as Figure 3-1 ). The window B has

more motion intensity than window A since there is a rolling red ball across it. The

weight distribution of spatial support region in window B obviously holds large part

than those in window A. Based on the observation of weight distribution; we split the

original STAR model intortwo pa ¢ al au ssive model (TAR) and spatial
auto-regressive’ mo 0. O em to perform
regression-bas RUC (ATAR and , (hai help us

decr in ation _compilex I :s OC 0 isual
i s ing \ i f d.

e UNNECESS al or spatia

L]
1]

O
J
()

Q
-
L
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frame t-2 frame t-1 framet
Figure 3-3 : ATAR diagram.

In the proposed TAR model, each pixel in to-be-interpolated frame t-1 is modeled

as linear combination of temporal neighborhood, and all pixels in the same training

15



window will share the same weighting coefficients.

Ri-1(k1) = Z Z Rk +ul+v)x Wy(u,v) + Z Z Ri(k+u,1+v) x We(u,v)
—L=(u, V) <L —L<=(u, v) <L

(10)

The R(_; means the training window in frame t-1, and W, W represents

weighting coefficients in previo al rneighborhood and following temporal

neighborhood, respec fraining window, and

(u,v) is looping [ region.- Assuming that

UL Urall e

16



3.3 SAR Model

—

AR TIOUEL,

)1_UIC SPdL

ﬁt—1(k; 1 ) =

A UREEL /R

coefficients | al neighborhood. The (k1) represents
window, and , o

ng index for each spatial neighborhood. Supposed that the
support order is set to 1, the

gth of weighti ector will be 8 as illustrated in figure

training

3-4. Due to applying to self-feedback weight training algorithm, we can’t add the
co-located pixel in to-be-interpolated frame as our spatial neighborhood. Supposed that
our model contains it, then all other weighting coefficients will be zero after LSM, and

the co-located weighting coefficient will be 1.
17



3.4 Model Selection Criterion

This section describes the selection criterion which is used to adaptively select
appropriate AR model (SAR or TAR) to be applied to current training window.

The motion vectors obtained by Bi-MCI are utilized to measure the motion degrees

in training window. We

dopted

___ADSOIUU

in it as regression-based

FRUC algorith in a training

window; form

(14)

where MA

| \ po o
When MA,,, is larger t Ve 3 the adaptive SAR

edefined threshole

(ASAR) as our regression-based FRUC. O e, adopt adaptive TAR (ATAR).

ATAR, ifA<6

selection model: {ASAR, otherwise

(15)

After defining the selection criterion, we have to verify the validity of it.

18
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Note that the calculation of SSE,_; in figure 3-5 is based on available

to-be-interpolated frames, that is, the ground truth if the to-be-interpolated frame is
19




known. Ri_;,Ri,Reyq in formula (16) denote the ground truth of the training
windows in to-be-interpolated frames t-1, t, and t+1 respectively, while
RTAR RTAR RTAR represents the training window after interpolation with TAR model,

and R{AR RFAR RI4R represents the training window after interpolation with SAR

model. Wx , Wy are the width and height of the regression-window size, and (k,1) is

/" 6) is.based on known

to-be-interpolated frames, we can use election.

used to loop

1er _than z AR for

| CONtUrast, ! alu a a ‘ IS
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15000
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Figure 3-6 : The validity of selection criterion of the test sequence Mobile_CIF

The figure 3-6 is SSE;_; vs. MA,,,, of all the training windows in test sequence

Mobile_CIF. Since the trend of SSE;_ is dramatically arisen around MA,,,,, = 4, we

use MA,,, =4 asour selection criteria threshold.

20



3.5 Flow chart of proposed method

The summary of proposed method is illustrated in following flow chart. We merge
SAR and TAR with proposed model selection criterion together. & is a predefined

model selection criteria threshold.

@ _

Use Bi-MCI as initial value
/S

Initialize AR model parameters
Calcuate MAmv

training windg

Step 2:

Step 3: Judge if MA,,

If does, TAR is selected for this training window.

Otherwise, choose SAR.

Step 3: Entering AR model procedure, such as setting up LSM’s matrices and

iteration multiple times and so on.
21



Chapter 4 Experimental Results

To examine the performance of proposed method, we split various test sequences
into odd and even subsequences, perform the proposed FRUC algorithm on even ones

to generate odd ones, and evaluate the Peak signal-to-noise ratio (PSNR) of interpolated

U

odd frames to original oddfra e propo od 1s'compared with the FA, MClI,

and STAR me yv sual quality. Also, we compared:the putation efficiency

between'STAR model and proposed

4.1 Environ

periment IS _Perrorm - IS

eeBSD 8.1-REL

ydel Pé

De ‘ th bl ement
with quarter p Q otia

h was adopted by bi-direc estimation
here. The parameters for reg on_based FRU( regression window size,

order, and jointly distortion threshold will

maximum iteration times, maximum suppo

be listed below:
€ Regression window size Wx, Wy:
QCIF: 16x16

Higher resolution: 32x32
22



€ Maximum iteration times:

5 for STAR model

2 for proposed method
€ The jointly distortion threshold

50

€ Model selection criteria ethod only)

B LJ)LIALLLY

LIE SUD)CC

compé
use MCI model [2]. The
Proposed_S represent the proposed TAR,
and the Proposed_AST represents the method adaptive selection between SAR and
TAR. Proposed_UB is the performance upper bound of the proposed adaptive schema
because it selects the best AR model (SAR or TAR) according to ground truth of the

to-be-interpolated frames.

23



47.5
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425 ——FA
—f— MCI
40
e=fr=—=STAR
37.5
e+« Proposed_S
35 = 9= Proposed_T
325 =—@— Proposed_AST
30 === Proposed_UB
27.5 T T T T T T T T T T T T T 1
1 2 3 4 5 6 7 8 9 10 11 12 13 14

orhood

otion

informa in ods for
strongly depe ace! of motion information, v ard to obtain in
FRUC, since there is no pixel information in to-be-interpolated frame. The bi-direction
motion estimation gives an acceptable motion vectors for MCI interpolation.

The parameters of regression-based methods (STAR, Proposed_S, Proposed T,
Proposed_AST, Proposed_UB) in figure 4-1 are set as following: maximum iteration

time = 1, and maximum support order = 1. The STAR model outperforms the MCI since
24



it reduces artifacts. But regression-based FRUC such as STAR  costs more

computation time than MCI does. Proposed_S (SAR), Proposed T (TAR) and

Proposed_AST (adaptive selection between SAR and TAR) uses same model selection

criteria threshold 4. The MA,,, obtained from his test sequence is not significant

enough to change AR model 3 . S performed almost equal to MCI,
and Proposed proposed_AST

outperfo cy. The

Prop

frame

those used

25



35

325
—o—FA
30 - —=— MCl
—a— STAR

25 A

275 - H—'l)\-"l
W‘(

es<ses Proposed_S
= 9= Proposed_T
=@— Proposed_AST

=== Proposed_UB

22.5

20 T T T

8

- Periorirarl

Ul _LUIE PIC

dB. Besides,

the computation loading i

9

10 11 12 13 14
e CIF

COBY

NO0C 11 COIN) SO AR Cé

26




25.5

245

23.5

22.5

215

20.5

19.5

18.5

loadi

maxi

mum S

Sequence Name
Akiyo_QCIF
Coastguarad_QCIF
Foreman_QCIF
Mobile_QCIF

Akiyo_CIF
Football_CIF
Foreman_CIF

Mobile_CIF

Mother_and daughter_CIF

News_CIF

The table 4-1

8 9

10 11 12 13 14

—o—FA
—&— MCI
—&— STAR

e+ Proposed_S

= (= Proposed_T

=—@— Proposed_AST
et Proposed_UB

50.143
33.873
34.426
32.528

46.162
19.896
31.011
24.830
43.317
38.138

49796 50.641
34.805  37.328
37364 37.704
31568 33.723
46613 47.054
20399 21.164
34204 34.694
27218 27512
43.646  44.092
38146 37.937

38.514
35.566

47.641
21.191
34.686
29.092
44.498
38.306

gives the average PSNR

27

37.136
33.107

47.055
21.263
34.717
21471
44.308
37.939

39.053
39.462
36.336

48.113
21.151
34.763
29.932
44.543
38.712

51.742
39.064
39.492
36.320

48.113
21.248
34.796
29.873
44.561
38.712

putation

52.002
40.098
40.256
36.680

48.350
21.646
35.553
30.234
44.974
39.102

here

?Av._'h/[‘(d““ﬁ.ed]t’ro’d_T Proposed_AST Proposed_UB
151303 | 50641 51742
39.105 " 37356

of different sequences using FRUC



algorithms. Compared to STAR model, the Proposed_AST have better visual quality
among all test sequences except Coastguard_QCIF. In this experiment result, the
average gain of Proposed_AST to STAR model is 0.39dB, and the maximum average

gain is 0.97dB for Foreman_QCIF. The following table shows the performance results

of AR-based methods. T Il methods and maximum

iteration time i

|ﬂPlsman CIF . 3511687 34753 . 351595

:Ilbﬂe CF 2942002 2750040 29838 | 29.8319
| Mother and_daughter CIF 445958 | 448376 .& 446652 | 44.6787
e News_CIF 38-r © 03793750 | 388607  .38.8615

half o 2 salr DE visual

quality co AR model. The average gain is O. pared to STAR

model, and the maxim 0 5 0.63dB fo

4.4  Subjective Quality

This section examines the subjective quality of the interpolated frame using FA,

MCI8x8, STAR and Proposed_AST.
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h

(b)

SIEMENS

w SIEMENS
W
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4

(c)

IF.

8 in the

Ou £ (a) k ) ¢ f
Blurring happened ound* ear, mouth, and helmet. Figure 4-4
same frame. Blurring ect is e iminated for motion mpensatic ill, the artifact

around the mouth occurred because its discontinuity of adjacent block’s motion vectors.

The figure 4-4 (¢) is STAR model’s interpolation result, for maximum iteration 1
and support order is 1. It alleviated the artifact around the mouth a little, and improved
overall visual quality. But it also required much computation cost than proposed method.

And a little blurring effect occurred at the edge of the helmet, since it may contain too
29



many unreliable spatial-temporal neighborhoods in moving filed. The figure 4-4 (d) is

proposed method Proposed_AST’s interpolation result. Though the artifacts around the

mouth are not totally alleviated, we improved the blurring effect at the edge of the

helmet.

45 Time compl

Since we del, the LSM’s

computa ] , 2 he time

bet
ratio k

criteria thres

30



Table 4-3 : Model selection ratio

LAST
Input SAR TAR

Sequence name (non-invertible)

Fr.

Now Pw Niw Pow Niw Pw

Akiyo_QCIF 665 | 0.52

Coastguard_QCIF

ected training windows and the

The Nuw and Py, represent
percentage of it with respect to the total number of training windows in the frame. The
SAR column shows the number and the ratio of the training windows that are selected
for applying SAR model according to the proposed selection criteria; and TAR column

shows those for TAR model. The LAST column shows the number and the ratio of the
31



training windows whose constructed matrix is non-invertible AR. From Table 4-4, it is
observed that test sequences with large motion will choose SAR as their AR model,

while the sequences with low motion will choose TAR as expected.

Table 4-4 : Execution time comparison between STAR and Proposed_AST (support order

=1)
STAR-IT1 | Proposed_AST-IT1 | STAR-IT5 | Proposed AST-1T2

Sequence name
(clks) clks ratio (clks) clks ratio
Akiyo_QCIF 369 247 0.67 1175 422 0.36
Coastguard_QCIF 473 354 0.75 2470 657 0.27
Foreman_QCIF 855 547 0.64 4416 1073 0.24
Mobile_QCIF 888 601 0.68 4339 1235 0.28
Akiyo_CIF 1677 1140 0.68 5931 1930 0.33
Football_CIF 2247 811 0.36 11896 1650 0.14
Foreman_CIF 2184 1279 0.59 11574 2560 0.22
Mobile_CIF 2240 1528 0.68 11217 2988 0.27
Mother_and_daughter_CIF 2353 1411 0.60 11300 2705 0.24
News_CIF 3556 2452 0.69 15202 4521 0.30

The above table shows the number of clocks consumed by the AR process. We
only consider the execution time for regression part of the STAR method and our

proposed method because both methods performed the same operations (MCI) before

32



starting AR model process. The support order is set to 1 in this table. The STAR-IT1,

STAR-IT5 means the STAR model is performed iteratively once and five times,

respectively. The percentages in the table show that the proposed model consume only

36% to 75% clocks compared to STAR model for iteration once. Since STAR-IT5

(iteration 5 times) and Rroposed AST-IT ation 'two times) have similar visual

performance, : om eir execution times i able and the results show

that the prop ) areg STAR model.
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Chapter 5 Conclusion

In this thesis, an adaptive auto-regressive model for frame rate up-conversion was
proposed. In this schema for frame rate up-conversion, we save a lot of computation

loading from removing the unnecessary variables from the STAR model. In the

experimental results, wes perform o oposed methodycompare with the other
algorithms. Als ’ -i- STAR model, which

states ou e visual

the
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