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A Proxy Mobile IP Architecture with
Fast Network Address Translation

Student: Chen-Chuan Lin Advisor: Dr. Yaw-Chung Chen

Institute of Network Engineering
National Chao Tung University

ABSTRACT

A variety of wireless technologies have been popularizedéent years and enable users
to connect to the Internet from almost everywhere. Thisdwithe demand on the user mo-
bility that allows a mobile device roams from one place tothapwithout any application
disruption. Proxy mobile IP (PMIP)yprovides/network baseabitity management to sup-
port unmodified mobile device:but itEeannot apply-on non ptaapoint networks suck as
IEEE 802.11. On the other hand, the demand for IP addresse®bife terminals can be
solved by NAT which is unfortunately not-compatible with MEMIP. In this thesis, we
propose a novel cross-layer networkr-address' translatioense called Network Address
Translation on Demand (NAToD) and integrate it with proxybie IPv4. The scheme al-
lows PMIP running on the most popular IEEE 802.11 networkd,ionly requires software
upgrading on the AP itself. Doing this way, we can reduce tygayment cost as well as
shorten the system deployment time. The experiment resoNts that NAToD achieve bet-
ter performance in most cases.

Keywords:Mobile IP, Proxy Mobile IP, NAT, IEEE 802.11
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Chapter 1

| ntroduction

In recent years, the population of mobile IP-based devigesRDA, netbook and smart-
phone have grown rapidly. These devices can_connect to teembt through a variety of
wireless network technologies«(e.g.-Wi-Fi,- WIMAX; 3G). Réiane applications like VoIP
and video streaming togetherwith wireless technologigsenuaers’ daily life more conve-
nient. Without mobility, users need\to stay In a fixed locatio have a persistent connection
to the Internet. Most Internet applications suffer sendsguption while user is in moving.
For example, IPTV will get stuck or have frame skipped. Inwwest case, the user needs
to reconnect to the service manually. These problems makeranaiting for a long service
disruption time. This issue is critical to real-time applions.

To provide mobility for a terminal host, many approachesehiasen proposed to provide
continuous service while a mobile terminal changes its poiimttachment. Mobility man-
agement can be taken place on different layers. Applicdéger approach such as Session
Initiation Protocol (SIP) [12] maintains an applicatiorss®n while a mobile node changes

its IP address. But this approach requires modificationeatbplication software. Network



layer approach like Mobile IP [11][5] and Proxy Mobile IP [[8] provide a fixed global
IP address to maintain upper layer sessions and withoulvimgpthe application. Mobility
in data-link layer is like intra-ASN mobility in cellular mork. The advantage of network
layer mobility is that it does not require modifying and rsidging the application software.
It is not only supported on cellular network, but also auaiaon other types of wireless
networks.

Internet Engineering Task Force (IETF) has defined sevetalark layer mobility man-
agement protocols such as Mobile IPv4, Mobile IPv6, ProxyoNéolPv6 and recently com-
pleted Proxy Mobile IPv4. Some extension like Fast Hand¢ug6], Route Optimization
[1] and Hierarchical Handover [13] are also introduced t@riave the performance or to
reduce service disruption time duting -handover. Most ofrtliequire the mobile node to
involve the handover process as well-as:tomodifysmobile isoaketwork stack. These re-
quirement might become a barrier for the deployment witly anhort time.

The network based mobility management protocol like PMIBsdwot require, involving
with a mobile node. It can be deployed by upgrading softwarthé¢ infrastructure. IEEE
802.11 WLAN is the most popular Internet access technologphéme, company, campus
and even for the entire city. The coverage of WLAN can be wikdgmncreasing numbers
of access points. Unfortunately, the current PMIP standandt suitable for IEEE 802.11
because PMIP can only support point-to-point access linelEEE 802.11 uses broadcast
access scheme.

In another aspect, the demand of IP addresses is increasetbfe and more mobile
terminals accessing the Internet. Each mobile node neddasitone IP address to access

the Internet and requires more to operate with mobile IPretuly, IPv4 address space is



almost exhausted, and it faces a tremendous demand on I€saddwo solutions have been
applied, one is upgrading the current IPv4 into Internetdta version 6 (IPv6), the other
is applying the Network Address Translation (NAT) [14]. Unbw, the deployment of IPv6
is still slow. Google has measured that less than 1% hostssarg IPv6 worldwide in 2008
[8].

In this thesis, we proposed a PMIPv4 scheme that can be dpmtiehe most popular
IEEE 802.11 wireless network and integrated with NAT to sarppnobility with merely a
little demand on IP address. Our proposed scheme is one ohdisefeasible IP mobility
solutions in the current network environment.

This thesis is organized as follows: In Chapter 2, we intoedbiow mobile IPv4 and
proxy mobile IPv4 work, and describe-the-problem we face wt@mbining MIP/PMIP
with NAT. In Chapter 3, we explain-the proposed NAToD schemeé how it works with
PMIP and operates with different access link technolodieShapter 4, we implement the
proposed scheme on Linux kernel:and performsseme experitoertify that the proposed
scheme can provide mobility for an un-modified MN. We also pame the performance of
proposed NAToD and original NAT implementation. Finally gige a conclusion in Chapter

5.



Chapter 2

Background

When a node changes its point of attachment (POA) to thereteit needs to change its IP
address as well if the new link is not in-the same subnet. OndE address is changed, the
upper layer connection will be broken:The-Mokile IP and Frivbobile IP enable a mobile

node to change its point of attachment without changingldbaj IP address.

2.1 MobilelP

Mobile IP is a host-based mobility management protocol. stineeds to modify its TCP/IP
stack to support Mobile IP. An MN uses two addresses to cdrioethe Internet, Home
Address (HoA) and Care-of-Address (CoA). An MN always uses\lds the address for L4
protocol to communicate with Corresponding Node (CN) notematvhere it resides. When
an MN is in the home network, it picks a Home Agent(HA) to paw/imobility. At this
time, the MN does not need any help from HA, it directly senaskets to CN via the access

router in the home network.



140.113.215.0/24

(Foreign)
Network

HA: Home Agent
MN: Mobile Node
CN: Correspond Node
HoA: Home Address
CoA: Care-of Address
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HoA: 140.113.215.218
CoA: 140.113.216.251

Figure 2.1 Mobile IPv4 architecture on co-located caraadress mode

When an MN is away from home, it-shouldget a new address toesirta the Internet.
The address is called care-of-address. An-MN registersirteist position to its HA, which
intercepts all the packets destined to MN’s'HoA, and-forngdhgm to MN’s CoA through IP
tunnel as shown in Figure 2.1. Onthe opposite direction, Mhldds packets to CN directly
or it tunnels packets back to HA first. There are two operatiogle in MIPv4: foreign-agent
care-of-address mode and co-located care-of-address. mode

The latter one operates like MIPv6, it does not require atfyyfnem Foreign Agent (FA).
When making registration, the MN gets a global unique CoA emdmunicates to HA by
itself instead of by FA. The HA creates an IP tunnel to the MNahihs the end point. Since
IPv4 address is limited so the other mode may be applied. FA i@ode lets many MNs
share a single CoA. The MN asks FA to register to its HA whiamates a tunnel to FA and
forward packets to FA, and then FA forwards packets to MN tasethe inner IP header. In

this mode, it requires installing an FA in every visited netkw For both modes of MIPv4,



MN sends packets to CN directly without having to tunnel gaskack to HA.

2.2 Proxy MobilelIP

Proxy Mobile IP provides a network-based mobility. The nlibprequirement is done by
the network itself and the MN does not need to involve in hardprocess, so it can support
unmodified mobile node. The proxy mobile IPv4 standard wkesased in early 2010. The
PMIP architecture is as shown in Figure 2.2.

The mobility is accomplished by two network entities — HongeeAt and Proxy Mobility
Agent (PMA)L. HA is placed in MN’s home network, it intercepts all the patskdestined
to MN from home network’s router even if MN is at home. The PM#Asdike FA in MIPv4,
when MN is attached to a PMASPMA registers the current CoA #a Hhe CoA is called
Proxy CoA which be shared by:multiple MNs.-Then HA forwards placket to PMA through
a bi-directional tunnel. Finally,the packet-reaches'MN:. &otgoing traffic, PMA acts as
MN’s default router, instead of forwardingpacket to CN difg, PMA forwards the packet
back to HA first, and then HA forwards the packet to CN.

PMIP allows MN to only detect L2 change, but still in the san3eetwork. To do so, the
PMA/MAG emulates MN's home network. In IPv6 MAG “unicast” R@r Advertisement
with MN’s home prefix; In IPv4, DHCP is the most common addessfiguration tool, and
DHCP server always assigns the same IP for a specified MN in i Flmain. Internet
Protocol Control Protocol (IPCP) can also be used in PMIRw4renment. Both PMIPv4

and PMIPv6 standards can only support point-to-point acliekss.

1IPv6 uses the term Local Mobility Anchor (LMA) and Mobile Aess Gateway (MAG)

6
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Figure 2.2 Proxy mobile IP architecture

2.3 Network Address Tnansiation

NAT maps IP address from one ' domain to another,-usually frovaie-use range to public
IP. It is usually as a solution te save 1Pv4-address. The NAVeseN internal hosts and
maintains a public IP pool which contains:M 1P addresses. Ntm@sts seldom get online
concurrently so the number of M is usually less than N. Whenngrnal node starts a
connection, NAT picks an IP address from the pool and asstgrihe host and all the further
connection for the same host. When the internal host shutdwvdoes not communicate
with external host for a while, the mapping will expire an@ #issigned public IP will be
returned to the pool.

In some environment, especially Local Area Network (LANhese only a single public
IP address is allowed, mapping several private IP addré&s®es single one might cause L4

port conflict and makes the upper layer connection brokert Atdress Translation (PAT)



is introduced which will also translate L4 port number toighthis problem. PAT is a kind of
extension of NAT and the translation table is larger than [dAd operation is more complex.

In the following sections, we use the term “NAT” to stand f&TP

2.4 Interoperatewith NAT

Mobile IP requires two IP addresses for each MN. One is a peemtaaddress on MN’s
home link and the other one is a temporary address — carddrséss. In current IPv4 net-
work, IP address is almost run out. The most common way tesaddress shortage is NAT,
which makes several MNs to share one single home addressesofzaddress. MIP is in-
compatible with NAT in some environment, Table 2.1 is the panson and in the following

sections, we will explain in detaikwhy it doeshotwork.

Table 2.1 Comparison among MIPv4, PMIPv4 and NAT

Type Made NAT on HOA | NAT on CoA
Co-located'CoA X X
Mobile IP FA CoA X )
PPP-link O
Proxy Mobile IP Broadcast-link X N/A

241 Mobilel P with NAT on Home Address

One way is to do a NAT translation on home address, that istipleiMNs share a single
home address. When an incoming packet is intercepted by hgerd, HA will lookup the

NAT table and modify the IP header to change destination tfesm$, and change L4 header
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Figure 2.3 MIPv4 uses FA-CoA with NAT

if necessary, and finally tunnel the packet to'™™IN's eare-ddrass.

It looks trivial, but this way is notfeasiblein MIPv4 envitment. For the packet sent by
the MN, instead of tunneling backito HA, the'standard IP royis applied. The packet will
not pass the NAT device in the home hetwork and an IP datagréimpnvate IP address
will be forwarded to the Internet. It is illegal for a packeithvprivate IP address traversing
through the Internet as shown in Figure 2.3.

When using foreign agent care-of-address mode of MIPv4,sohdion is that the FA
should also be responsible for translating packets sent By ¥ synchronize NAT table
with HA and FA, the overhead of control messages is too lardeetacceptable. When a FA
wants to add a new translation entry into the table, it mustroanicate with the original
NAT on HA to check whether the new translation is conflictechot.

For co-located care-of-address mode, the MN is the end pbthe tunnel, the outgoing



packet will be forwarded to CN instead of via FA. In this mot#\ must support address
translation and communicate with HA to synchronize NAT ¢allk is more complex than

FA-CoA mode.

2.4.2 MobilelP with NAT on Care-of-Address

The other solution in Mobile IPv4 is to use private IP addfessare-of-address. MIPv4 has
two type of care-of-address. For co-located care-of-adgreach MN in the same foreign
network obtains a private IP address, and registers thaessltb their own home agent.

The FA-CoA mode is designed to relief the address requirémethe limited address
space. Private IP address can be applied on MN'’s access Gmkce an FA received an
incoming packet, it forwards the packetbased-on MN’s addagsthe access link. Both
public and private IP address ean he-applied on the accéskdoause that address is only
used between MN and FA. When MN sends a packet, it uses its hddress as source and
CN'’s address as destination andforwards the-packet to CRA/idhe address of that link
will never exist on any packet in the Internet. So, FA-CoA madn support NAT on the
Foreign Agent.

For Co-located CoA mode, if an MN is behind an NAT with an ase private IP
address and registers to HA with the private IP address. TAled¥ FA must rewrite the
registration request to let HA know MN’s corresponding pcitiP. The protocol works fine
since then, but once the HA creates a tunnel to MN, it will emter failure. The IP-in-IP
tunnel is simply an outer IP header combined with the otheeiiP header, it does not
contain any identification like port in TCP and UDP or any satee in ICMP. Unmodified

NAT router cannot translate such header format and the tuviidbe broken as shown in

10



Tunnel
Outer IP header Header Inner IP header IP Payload

Src: HAA Src: ...

Dst: CoA (Optional) | Dst: ... Data
Proto: IPIP or GRE Proto: ..

‘ [P-in-IP Tunnel !!’

NAT Router HA

Figure 2.4 IP tunnel cannot cross NAT router

Figure 2.4.

One solution is using Generic Routing Encapsulation (GRE)e! (IP protocol type 47),
it contains an optional key field to identify different tunsie But most NAT only support
TCP, UDP, and ICMP packets, they cannot translate GRE tuigtettly speaking, MIPv4

cannot work with NAT on care-of-address in.co-located CoAdmo

2.4.3 Proxy Mobilel P with NAT (on-Home Address)

For Proxy Mobile IP, an MN only uses one'IP address — Home Asddaed every outgoing
packet will be tunneled back to HA before being forwarded 1. Every packet can be
translated correctly without the problem from NAT with MI®o, PMIP can operate well
with NAT on MN’s home address.

Let’s consider the following scenario. Two mobile nodes ednom different home net-
work, each of them has been assigned a private IP that happdiesthe same, but they
share different public IP with other MNs. [P address confiicturs in this situation. Al-
though addresses conflict, the AR/PMA can still disting@abh MN by their L2 addresses.

AR/PMA creates a map between tunnel ID and MN’s L2 addresd {émich interface the

11



Dest MN | Tunnel ID Dest IP
MAC-1; 1 192.168.1.100
MAC-2: 2 192.168.1.100

MN2

192.168.1.100 HA2 +NAT

Figure 2.5 PMIP with NAT

MN connects in if needed) as shown in Figure 2.5. By lookinghat table, the packet can
be forwarded correctly for both incoming and outgoing tcaffi

For point-to-point access link like WiMAX IP convergencdfayer, private address con-
flict does not affect MN because.their-traffic through-baskmsido access router is separated,
and Address Resolution Protocol (ARP) willnotapply in tink because it is not necessary.
As a result, mobile nodes will netdetect address/conflictimabdcasting ARP packets.

On the other hand, broadcast link like'IEEE 802.11 and E#terannot apply to this
scenario. Each MN will detect address conflict and most O#skow the warning message.
Although PMIP can still work but it will result in with very gy quality of experience to

users.

2.5 Related Works

Zhen et al. [15] proposed a scheme to share home address hiplenNs. The MN
translates packets for both incoming and outgoing traffit does not have to maintain a

global translation table. The basic idea is that each MN sigagd the same HoOA with

12



different port ranges. This allows MN to translate packselitwithout conflict with other
MNs. When MN starts a session, the Mobile IP layer maps ptotassigned port range and
sends the packet. For the incoming packet, the HA interdbptpacket and forwards it to
MN based on the port range.

The main drawback is that each MN is only allowed a limited benof concurrent ses-
sions, depending on the pre-allocated port range. If an Mhtsv® maintain more sessions,
it needs an extension to allow MN to ask more port ranges aitgatlization. When an MN
is at home, it might detect address confliction because ah®iMNs are set to the same
address.

The mobile IP NAT traversal draft[10] uses UDP datagramawdrse through NAT when
an MN is in a foreign network using,private-tP (MIP + NAT on cachted CoA mode). When
an MN sends a registration request-it creates an, IP/porpmgmn the NAT, and HA can
send a packet with the same port to MN-topass though the NAlisrextension, HA makes
the IP tunnel over UDP packet, ‘and sends to MNvby the prewarrslated NAT hole. The
keep alive feature is very important, otherwise the mappinghe NAT might expire and
will break the IP-in-UDP tunnel.

MobileNAT[2] is an architecture which combines NAT with MitdIP and supports mi-
cro and macro-mobility. This scheme allows HoA and CoA to i @mbination of pub-
lic/private address and also allows an MN moving from NAT @mto non-NAT domain.
This requires both MN and FA modification to support NAT besmtranslation might occur
on MN, FA, or both.

Although the above proposed schemes are trying to save keusahe MIP environ-

ment, the additional modification has to be taken on MN, HATN@Auter or all above. This

13



makes much difficulty for the deployment to every MN. So, ia ttext chapter, we propose
a network based mobility architecture that can be appliedA® to relieve the demand of
the IPv4 address for mobile terminals. This scheme wasrailyi proposed in [4], in this

thesis, we have implemented this scheme on Linux with a tyaoieexperiments.

14



Chapter 3

The Proposed Scheme

In this chapter, we propose a novel NAT scheme called NATolixlwhan be installed on
every HA. MNs are behind the NAToRwithout:knowing the existe of the NAToD. Unlike
PMIP, in which every MN has«its own unigue.home address, HAgassall MNs with
the same IP address, HA also uses thisiaddress on its exietedhce. As mentioned
previously, our scheme is based’on.PMIPv4, all.signalingdlarve almost the same. In most
cases, address translation will not occur and packets pa$¢AToD directly.

Just like PMIP, the incoming traffic from CN to MN is received HA first, a NAToD
translation will be performed if necessary and then the etscwill be forwarded to PMA
through a bi-direction tunnel. Finally, PMA forwards thecgat to MN on the access link.
On the other hand, outgoing traffic will be forwarded to HAtfiemd performed a translation
before being forwarded to CN. The proposed NAToD does natire@ny modification to

the MN.

15



3.1 Network Address Trandgation on Demand

The proposed NAToD uses the same IP address for the NATorrand all the hosts under
it. Although these hosts use the same IP address, the rarnestitl distinguish between
them by MAC address. In other words, NAToD maps multiple MAfdi@esses into a single
IP address. Figure 3.1 is an NAToD example in Ethernet enment. The NAToD router

does not occupy any additional IP address and does not eeciifiguring any IP address
on its internal interface.

When a host connects to the NAToD router and requests foraddRess, DHCP protocol
will be applied. This DHCP server is installed on the NATouter and will assign the
same address for every client instead of picking up an unlBéa a pre-configured pool.
Although the default router of internal hosts.shoeuld be tdd®D router, DHCP cannot
configure this way because the NAToD router does-not have Riaygtiress on the internal
interface. The default router must bennsthezsame networkoafigured IP address and

netmask, so we cannot set a private;iP-address in the intetealace as client’s default

router’s IP.
Who has 140.113.215.254 7
Tell 140.113.215.218 ARPj
on 00:11:22:33:44:55
140.113.215.254 i | %
06:22:44:66:88:00 | sﬁ
m N | 140.113.215.218
@ D R e — ]| 00:11:22:33:44:55
u Default: 140.113.215.254
140.113.215.218 X.y.Z.W
140.113.215.254 00:22:44:66:88:00 \@3
00:0c:38:a4:¢2:00 NAToD S
(Default Router) Router

140.113.215.218
00:11:22:33:44:66
Default: 140.113.215.254

Figure 3.1 NAToD network architecture
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Instead, all hosts will be told that their default router he texternal router (NAToD’s
default router) even the external router, e.g. 140.11328bin Figure 3.1 is not on the
internal link, the NAToD router can still capture internalgts’ outgoing traffic by Proxy
ARP. This means that the NAToD router is transparent to matelnosts. Also, the NAToD
scheme has to apply some technique so that each internavitiogit detect address conflict
and this will be discussed in Section 3.5.

To fit NAToD, the translation table has to be extended with enftglds to contain link
layer information as shown in Figure 3.2. The new field weddtrced is the source MAC
address and source interface. Source MAC is used to idexdly host. Source interface-id
is also necessary, and it becomes part of binding cache vamehined with PMIPv4 and we
will discuss it in Section 3.2.1. This\can-alsosupport hastzched from different internal
interfaces. The external IP field has-become unnecessaaydedNAToD router keeps the

source IP address unmodifiedzand does’not need to:pick amakiiérfor any session.

Internal | Internal | Remote | Remote | External | External
1P Port 1P Port IP__ | Port |

Src Internal InternallP Internal | Remote | Remote | External
MAC | Interface Port 1P Port | _Port |

Figure 3.2 Comparison of NAT and NAToD translation tableisture

When an internal host starts a new session, it transmits lkeeps NAToD router. The
router gets a{SrcMac, SrclP, SrcPort, DstIP, DstPptuple from packet’s header. And
then it checks whether this tuple has already existed in €N table. If not, NAToD
inserts this tuple into NAToD table with received interfdDe and forwards the packet to the

external interface. In this case, all headers above theanktiayer are unchanged.
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Match L

Internal Internal Internal Remote | ﬁtcﬁlar‘
SeMAC | joterface | 1P Port | ReMOCP Tpo | port

MAC-A eth0 140.113.215.218 1234 140.113.40.35 80 l

NAToD Table

Fill

/——\ Choose

’ L2 | 1P I L4 | Payload ‘
DATA —input-ae-
eth2

eth3

Dest Mac
00:11:22:33:44:55

8 [ N
LY
N, vt
s\ 1T

Sre Mac
00:22:44:66:88:00

IT;""I P | L4 | Payload ‘

NAToD Router

L

Figure 3.3 NAToD incoming packet flow

If the tuple has already existed, the collision will happ€&hat is, more than one internal
hosts use the same port to connect to the same external ltbpban The NAToD router
then needs to search the table, chooses an unused port $tateathe packet, and then
recomputes the checksums of 4P“and k4.header:. Finally, thkepas passed to routing
routine and forwarded as a normal packet.

For incoming traffic, NAToBD: router checks the*NAToD table tadiout whether the
corresponding record exists. If the recordiexisted, thé&gtareeds to be passed to internal
host and packet’s header has to be translated if necessheyywise the packet has to be
dropped. We do not handle this packet in a traditional wanpcé&ihe destination address
equals to NAToD’s external IP address, the routing functuilhpass the packet to the upper
layer instead of forwarding it.

The NAToD will cover both routing and address resolutiongghfor the incoming packet.
All the information needed by these two functions has alydaeen stored in the NAToD
table — interface and link layer (MAC) address. Once we getinkerface information, the

routing decision can be made. Address resolution is notssacg, because it is already
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presented in the NAToD table. In short, NAToD function madéntthe routing decision and

filling the L2 header, the packet is ready to be transmittetherinternal interface as shown

in Figure 3.3.
Internal Internal Internal Remote | External
e lC Interface 1P Port LGNl Port Port
MAC-A eth0 TI3215218 1234 1401134035 | 80— -
MAC-B eth0 140.113.215.218 1234 140.113.40.36 80 -
MAC-C etho K20113.215.218 1234 140.113.4035 | 80— 5678
/\ TCP TCP @
HTTP N From: From:
Server 1[5 s | = | inas || 4 140113215218
140.113.40.35
DATA DATA
/\ v < ': B 140.113.215.218
HTTP o
NAToD I
Server 2 0\ 140.113.40.254 140.113.215.254 Rout(;r @
140.113.40.36 §/

C140.113.215.218

Figure 3.4 Example of'session conflict

Figure 3.4 is an example seenario of session conflict. Therdhaee hosts under a
NAToD router. Host A starts a HTTP session with an outer HT&R/ar (destination port
80) by a randomly selected source port 1234, and defaulindg¢isin port 80. This tuple
does not exist in the NAToD table, the router adds the tupdEfarnvards the packet to HTTP
server without modifying any IP or TCP header. Host B comméztanother HTTP server
and the randomly selected source port is the same. The twestape not conflicted because
the destination IPs are different. The packet for the se¢thRtiP connection can also pass
the NAToD router without modification. Host C starts a HTTRsSen to the first HTTP
server, the randomly selected source port is still the salmechance. In this case, NAToD

router picks a random port, e.g. 5678, to replace the ofigimarce port, and add the tuple
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together with the information of port replacement into tteslation table.

3.2 Proxy MobilelPv4 with NAToD

The proposed scheme combines PMIPv4 with NAToD. A singledandress is shared by
a number of mobile nodes in NAToD scheme. Every packet fromtbI8N is forwarded to
HA first and checked whether that session needs to be tradstatnot. We use DHCP as
address configure mechanism and every PMA is equipped witmodified DHCP server

(instead of DHCP Relay mode which can also be applied in PK)IPv

3.2.1 Binding Cacheand NAToD Table

Binding Cache/List keeps tracking the-association betvi¥eis home address and care-of-
address. HA receives registration request ifrom PMA and t@sdhe corresponding entry
with the new care-of-address. \When MN'sends a-packet ancfdsat to HA, HA look
up the binding cache to validate the packet."For the incorpatket, HA forwards packet
to PMA based on the care-of-address provided by bindingecaetA checks whether the
packet is forwarded from care-of-address for outgoinditraf

The proposed scheme only allows sessions initiated fronvitkeFor a valid incoming
packet, there must be an existing translation entry whicttaios the forwarding informa-
tion. If the entry does not exist, the packet should be illega dropped by HA. It is not
necessary to look up binding list. The only time it needs tklap Binding list is when a
session starts. The NAToD router inserts a new tuple intdréreslation table, it must check

whether the SrcMac and the source of tunnel (care-of-adfiematched in the binding list
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or not. Once a tuple is created, every packet of that sessibmatch this translation entry
and will be valid.

When a binding entry is expired or de-registered by PMA, tiieitdrates through the
translation table and deletes all the entries with that MMAC address. From now on,

packet involved with that MN will be dropped.

3.2.2 Access Router/Proxy Mobility Anchor

In PMIP environment, PMA is responsible for emulating MN&nhe network. The DHCP
server on the PMA gets MN’'s home address through AAA messad@ & assigned to MN
no matter where the MN is. DHCP server and PMA are usually ¢oetbwith AR. MN
always gets the same IP address, fiem-different DHCP servkfess that it is still stayed
in the home network. For broadcastlink-like Etherpet or IEFER.11, when an MN sends
ARP request for its gateway’s+P, the PMA replies proxy ARPssage for MN, so the MN
will forward all its outgoing packets.to PMA without knowirthat L3 has changed. For
point-to-point link, ARP is not necessary and MN will alwdgsward packets to PMA.

To prevent MNs from detecting each other using their own Ifr@sk, the Base Station
(BS) should block all broadcast ARP packets between eachadilonly forwards broadcast

ARP packets to AR.

3.2.3 Ethernet frameover GRE Tunnel

MIP or PMIP uses IP-in-IP or IP over GRE as the bi-directidnahel between HA and AR.
When a packet is received from the tunnel, AR removes the betder and finds out which

MN is the destination through the inner IP header. The NATeBsuthe same IP so that if
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two MNs belong to the same HA under the same AR, the AR is urtaldestinguish which
MN is the correct destination.

One solution is that the AR also keeps track with the MAC/t?{Ruple. But it may
require an extra effort, and the occurrence of port coltisitay occur in the AR, and cause
the AR to do NAToD translation too. The additional translatbrings extra overhead, and
in the worst case, collision happens both on AR and on HA side.

To solve this problem, we use Ethernet frame as the paylo&R# tunnel instead of
IP (Transparency Ethernet Bridge, ethertype 0x6558). TRecAn get MN’s MAC address
from the Ethernet header and forwards the packet to MN'ssacliek. If the access link is
IEEE 802 type link, the frame can be forwarded without any ification. If the link is not
in IEEE 802 family, like PPP, AR assigns-a-pseudo MAC addresddntify that MN, and

adds a table to map Ethernet frame te-that:access link’s freaader.

3.2.4 Stateless Forwarding

Before forwarding packet from MN to HA, the AR must look up ding list to fetch MN's
home agent address. In our proposed scheme, MN'’s IP addredsoi home agent's IP
address, AR can directly copies MN'’s IP address from thecsofield of inner IP header to
the destination of the outer IP header without having to yjaey other table.

In the opposite direction, if the access link is also an IEBE.8 link, the AR can forward
the payload of GRE packet — the original IP packet with Eteeheader to internal interface,
without doing any additional table lookup or modify packdinker layer header. This means

PMA does not require keeping any state about MNs as showrgur&i.5.
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Figure 3.5 Ethernet frame over GRE tunnel & stateless fatimgr

Dst
MAC

Src
MAC

PROTO |
1P

Dst IP

Src IP
(CN)

(AR)

Src IP
(HoA)

Payload

3.3 Signaling Flow
The initial attachment signaling flow is described as fobow

1. MN establishes a L2 link with the BS and performs L2 autivation/authorization.
At the same time, the AAA client exchanges AAA messages wiflASserver and

downloads the profile of MiN/includingsMN’s home address.

2. After L2 link is established, the MN‘acquires L3 addres®b{CP and sends a DHCP

discover message.

3. When DHCP server receives DHCP discover, it sends a DHfePtofMN with MN’s
home address from the profile which was obtained previob&lye that normal DHCP
server will perform a Duplicated Address Detection (DAD)dre sending DHCP
offer. But in NAToD, we do not need it because IP address idichafed for some

MNSs.

4. The MN makes sure to use this address, it sends a DHCP tequaesfirm the offered

IP address.

5. Instead of sending a DHCP ACK immediately, DHCP servedsenProxy Registra-
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—3. DHCP Offer——
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Figure 3.6 PMIP4 with NAToD signaling when MN is attachedtftise

tion Request (PRRQ) message to.HA!

6. The HA receives and confirmsthe PRRQ;updates binding ortthe MN, and sends

Proxy Registration Respanse (PRRP) message.

7. After received a PRRP, DHCP Server;sends DHCP ACK to MN nawthe same
time, both HA and AR creates a bi-directional tunnel to eatttep and is ready to

forward packet for that MN.

8. The MN can send and receive packets now if the access l@alPBP link, or send a
ARP request for the default router's MAC address if the limlaimultiple access link

like that in IEEE 802 family.

The MN might move its position after attached to the servii®y B/hen the MN detects
that the current BS’s received signal strength decreasedtboeshold, it starts handover
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procedure. How does an MN choose target AP/BS is out of thpesao our proposed
scheme, instead, we focus on the L3 handover process. Aftedétided the target BS,
MN disconnects L2 connection with old-BS and p-PMA detela&sNIN detached event, and

sends a De-Reg Request to HA.
1. MN establishes a L2 link with BS like step one in the pregisignaling steps.

2. MN sends a DHCP Request to detect whether the L3 condiasrbben changed or

not, and confirms whether the MN can use the original addressaé address).
3. DHCP server sends PRRQ to ask HA to update its binding daahew-AR.

4. If HA confirms that PRRQ. It looks up the NAToD table, upda&dl the entry cor-
responding to MN with the interface fieldto the new tunneéiface, and then HA
replies PRRP to DHCP Server-| From_now\on, all of the incomiagkpts will be

delivered to the new AR through-the new tunnel.

5. After receiving PRRP, the mobility-fanction has been dbypehe AR. DHCP server
sends DHCP ACK to MN, allows MN to use its original IP, and thdN thoughts
it’s still in the same subnet. At the same time, new AR and H#ate a bi-directional

GRE tunnel to each other.

6. Although MN feels that it did not move and the default rougestill the same, but
AR’s MAC address has already been changed. AR sends a gisUNRP message
to ask MN to update its ARP cache if the L2 is a non-PPP linkhso the outgoing

packets can be delivered to AR correctly.
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Figure 3.7 PMIP4 with NAToD signalling when MN is re-attache

3.4 Message For mat

PMIPv4 uses the same message formatwithsMIPv4 which is iestin Section 3.3 of RFC
3344. The NAToD uses MAC addressias an identifier for each M&lnééd to modify the
original registration request message ta.-meet our envieoinThe request is carried by an
UDP packet with destination port 434. The payload of UDP giata is the MIPv4 packet
with variable optional extensions. The mostimportantgpare Type, Home Address, Home
Agent, and Care-of-Address. The additional field we addeséu one in Table 3.1 — MAC

address.
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Table 3.1 Packet format of registration request message

0 8 16 24

Type F|ag L|fe t|me

Home Address

Home Agent

Care-of-Address

MAC address (bit 0-31)

MAC address (bit 31-47) Padding

Identifier

extension ...

3.5 Supported Access Link Technology

The proposed scheme can be applied on both-hroadcast andg@ioint access links.

351 IEEE802.11

The proposed scheme is primarily designed for IEEE 802.1dramment. To apply the
scheme with IEEE 802.11, the most important part is to adjusess point’s forwarding
behavior — blocking the broadcast ARP traffic as shown in lEdi8. Most APs act like
a bridge between wired Ethernet link and the air link. If an eBeived a broadcast ARP
message, it must only forward the message to the wired p@tAR side). Also, AR must

not send broadcast ARP on that link, instead, it sends ARRug/ir unicast.
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Figure 3.8 AP blocks broadcast ARP traffic

In most OS implementation, before passing a frame to upger the IEEE 802.11 layer
will convert IEEE 802.11 frame header to Ethernet frame beéstrip IEEE 802.11 and LLC
header). Once the bridge layer receives-a Ethernet franmelRitt can directly forward the

frame through the tunnel to HA:

3.5.2 WIiMAX |IP Convergence Sublayer

WIMAX uses a connection orientated link. Although its amKiis a point to multi-point
media, the traffic between each Subscriber Station (SS) asd Btation (BS) is separated
by connection ID (CID). The most common configuration is theteral BSs connected
to a single Access Router (AR). The BS maps each CID to SeRlm& ID (SFID) and
bridges traffic to a GRE tunnel assigned with different keysuélly same as SFID). The
other endpoint of tunnel is the access router. So, the limkédxen each SS and AR can be
treated as a point-to-point link.

The traffic is already isolated so it can be applied with NATdiEzctly or with PMA on

the AR. With our proposed scheme, the access router jusjésidne tunnel to another as
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Figure 3.9 PMIPv4 with NAToD on WiIMAX

shown in Figure 3.9. One tunnel is connected to BS and SSharather tunnel is connected
to HA for that MN. Because the payload of SS-tunnel is IP pgtke AR must add a pseudo

Ethernet header so that the NAToD can work correctly.

3.5.3 Ethernet

Ethernet is the most common wired access link. Althoughat lisoadcast architecture, the
NAToD can still be applied on this kind of link by using poraded VLAN. Each port is
configured to different VLAN-ID and the port connected to PMANATOD is set to trunk
type — with IEEE 802.1Q VLAN tag. With this configuration, eygort is isolated to each
other and all traffic will be forwarded to the trunk port anggaated by VLAN-ID as shown
in Figure 3.10. When receiving a packet, PMA or NAToD routen adentify each host by
the VLAN id and insert that id when packet is forwarded backhtem. PMA creates a map

between VLAN id and tunnel id to HA, and can simply operate dsidge and forward
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Figure 3.10 PMIPv4 with NAToD on Ethernet

packets to each other between the two interfaces.

354 PPP

The proposed NAToD can also be applied on dial-up PPP(PAAIRYVThe PPTP server
creates a virtual MAC address based-on the authenticatemasie. When a client connects
to PPTP server, a pseudo intefface is-created, and can beUsAdoD table to distinguish
each client. The PPTP serverwill also'need to be modified amgh the way it assigns IP
(PPP/IPCP), so that the server can-assign all-clients welsaime IP instead of picking one

free IP from the pre-configured pool.
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Chapter 4

| mplementation and Experiment

We have implemented the NAToD scheme on Linux 2.4 kernel aRdA both Linux 2.4
and 2.6 kernel. HA is installed on a K8'level.RC with NAToD andARis installed on a PC
and embedded environment (Andes-Core) with\ AP functionhéneixperiment, we've tested

both handover latency in different OS as'well as the-perfoceaf the proposed NAToD.

4.1 Implementation

On Linux we implement NAT function based on netfilter framekval he netfilter useson-
ntrack to keep tracking every connection through the host. @tnatrack entry contains
information including the direction of traffic, the sourdestination IP and port, the con-
nection state, and the protocol specified information likd#® last ACK sequence number.
NAT also stores information in theonntrack, including when and where to change source
or destination header. To acceleratentrack lookup, netfilter uses hash table to improve

performance. Each tuple of tleenntrack will be hashed and the tuple with the same hash
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Figure 4.1 Packet flow in Linux’s IP layer

value will be chained together in a linked list.

Figure 4.1 shows the packet processing flow in Linux kernehe TP layer provides
multiple hook points to allow othermedules to hook-and totlnehpacket. A packet gets into
IP layer from the lower layer will first reach- NPRE ROUTING hook. The netfilter hooks
a routine with a higher priority te_analyze the-packet heagletrtuple and look uponntrack
tables here. After resolving theonntrack, the packet data structure (structskff) will
associate with @onntrack entry. This provides other modules to use this informatike |
NAT and Firewall.

Figure 4.2 is an example of NAT information and the followisdnow the NAT module
cooperates witkkonntrack. The mainipplace tells the NAT whether to change source or des-
tination IP/port. If the type is SRC, the NAT will change thecet matching thisonntrack
after routing, and replace the source IP by Repldand source port by Replag®ort and
re-calculate IP and TCP checksum. When a packet travelaghrt® layer, the NAT will

modify the incoming packet at pre-routing hook and the ounggacket at post-routing
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= Tuple — P Tuple L4 = TCP
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: Type = Reply Type = Reply
Manip_place = Src
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140.113.215.218
Connect Info Connect Info Replace Port =
6789
NAT Info NAT Info

Figure 4.2 Data structure of conntrack entry

hook.

When aconntrack entry is initialized, it checks\the NAT rule to see if this cattion
needs to be translated or not. 4f so,netfilter picks an IP frioapool to replace the internal
IP address. At first the source portis.remained:ithe same cakdp the conntrack table to
examine whether the new source IP port is conflicted or nahdfconfliction happened, it
increases source port number by 1 until the new combinagiomique. Finally NAT keeps
this binding in the NAT information ofonntrack entry.

We extend the tuple structure with MAC address, device-id arflag to contain L2
information. The flag is used to indicate whether the MAC addr&dev-id existed and
needed to compare or not when performougpntrack lookup. (The packet generate from
the upper layer of local host will not contain any L2 informoaf. We add a hook function
at pre-routing hook. When a packet with neanntrack gets into the hook function, NAToD

checks the rule table to see whether this connection traeis® be translated or not. The
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initial phase is almost the same with original NAT. Then atgoing packet is passed into
the hook function, the packet will then be translated if ssegy, otherwise NAToD will keep
this packet unmodified and passes it to the next function. tAegacket will be forwarded
to next hop through normal IP routing.

When an incoming packet comes in, the NAToD will generate\a Béhernet header
and decide which interface the packet should be forwardédsed on the L2 information
stored in theconntrack. Also, it translates the packet if necessary. Finally, NAToasses
the packet to the device driver (deueuexmit) directly without going through the original
routing routine. NAToD will report a “stolen” state to thediofunction as well as tell other

hook and the following function not to do anything to this keic

4.2 Experiment Setup

4.2.1 Handover Latency

In this test, we setup an experiment environment as showigur&4.3. There are two access
points running in IEEE 802.11g mode and connected to difteaecess routers. The two
ARs belong to different subnets and both are connected tpperuier router by Ethernet.
HA is located in the same subnet with AR/AP 1. MN moves and baedfrom AP 1 to AP
2. The CN is connected to the upper tier router with two hopadise and is also connected
by Ethernet.

The CN sends Constant Bit Rate (CBR) UDP traffic to MN at abddibfds (1280 bytes
UDP packet for every 10-10.1 ms) to MN. We observe packetsath BN side and the

sniffer, which also fetches IEEE 802.11 management framagsalyze the delay on L2 and
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Figure 4.3 Network topology for handover test

L3 handover. The MN is running on different operating systentluding Windows Vista,

FreeBSD 8.1 and Linux kernel 2.6.32 to measure how diffétx3g effect the total handover

latency.

4.2.2 NAToD Performance

Compare to normal IP forwarding procedure,»an NAT routertbasheck the payload of IP
packet, lookup NAT table, rewrite’packet header'and retaiechecksum. These tasks take
time and decrease router’s forwarding performance. Ingkgeriment, we compare normal

1000M
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@—@‘

Sender Normal/ ’é Receiver
NAT/ ©

NAToD

AN
Router AN
| Packet

Figure 4.4 Network topology for performance test
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routing, NAT and proposed NAToD by measuring their progagsiapacity.

To measure the performance of NAT router, we refer to the masi number of packet
the router can process per second (pps). There are two loosteating to different interfaces
of the router. One host is the source that sends packet assfasissible. The router forward
packets to the destination host. On the destination, we uneddow many packets can
arrive correctly. Each host is equipped with Intel Pro/1@§abit Ethernet adapter and the
router has two network interface cards (NIC), and conneutigal 1000Mbps Ethernet as
shown in Figure 4.4. In the second setup, we replace the Nh@exied to the sender with
Intel Pro 100 to measure how does the NIC/driver affect tealte

To make sure that the bottleneck is on the router instead ysiphl link, we send small
packets (payload of UDP is 1 byte)s The-packet sending rateoig than 350,000 pps and
is larger than the router’s capagity. The generatedtrafiiesists of different sessions from
1 to 65536. We tested on normal routing-mode (forward packisf) ONAT mode (forward
+ table lookup + manipulate packet) and NAToD mode ( forwarie lookup) for both

outgoing and incoming directions.

4.3 Experiment Results

4.3.1 Handover Latency

The handover latencies are different for each OS. For th@folg test, handover is triggered
manually at 1 sec. The experiment result shows that servgcepdion is about 1100 ms in
Windows Vista, 2000ms in FreeBSD with full scan, 60 ms in B®P without scan and

130ms in Linux.
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Figure 4.5 Service disruption time in Windows Vista

Figure 4.5 is the result in Windows Vista. From the inforroatprovided by sniffer,
Windows Vista cost 700 ms in L2 handover and 180 ms in L3 handeéifst, Windows
Vista sends disassociation and de-authentication whenbélertmost leaves its serving AP.
Second, it turns the wireless NIC to-target=AP’s'channekfam previous scanning result
and scan for that AP. Beforerit| starts to scan, it is-idled al6®® ms. If the target AP
responded for the probe, Windews.Vista.stops scanning inmatedy and starts to connect
to the target AP. According to IEEE 80211, when station emts1to an access point, it
exchanges authentication message first and then sendsatissomessage. We found that
Vista does not send association request right after goeatitation reply from AP. Actually,
it waits about 100 ms.

After L2 connection is completed, it takes about 138 ms gger DHCP client to send
DHCP request. The RTT of DHCP request and ACK is about 8 msuing processing
time, transmission time and propagation time). If it got DIMHEBCK, which means that the
client can continue to use the original IP. The Vista send® Aéquest for the default router

again, and from now on, it can receive packet from the new otwAfter receiving ARP
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reply, it can start to send packet.
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Figure 4.6 Service disruption time in FreeBSD without Scan
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Figure 4.7 Service disruption time in FreeBSD with full Scan

In FreeBSD, there are two modes to switch from one AP to amottighe last scan
was taken no earlier than a threshold, the FreeBSD IEEE &0ayker will try to direct
connection to target AP based on the last scanning resulthisrmode, the total service
disruption time can be reduced to 60 ms as shown in Figure@tberwise, it does a full
scan over all available channel and it takes about 1900 misaag is Figure 4.7. For each
channel, the scan takes place for 200 ms on each channet.fidfslhing scanning the last
channel, it starts passive scanning on channel 12 to 14.
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Unlink Windows Vista, once a station finished exchangindhantication message, it
starts to send association message immediately. Aftemkadiconnected, the DHCP client
on FreeBSD takes 15 to 25 ms to detect link state and starhtbBECP request. The delay
on DHCP is about 10 ms and is close to the result from Window&Vi

Figure 4.8 is the result on Linux. It's behavior is like Wina® Vista but without the idle
period. After disconnected from serving AP, it probe for tagget AP based on the scan
cache and start to connect immediately after the target Aporeded the probe. Compare to
Windows, the gap between every IEEE 802.11 message is mweih (@-2 ms vs. 100 and
600 ms). In L3 handoff, the DHCP client in the Linux cannotdisto IEEE 802.11 event,
the client will not send DHCP request after it associatebédarget AP, instead the user has

to launch DHCP client manually or,execute-byother prograscopt.
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Figure 4.8 Service disruption time in Linux

There are two common DHCP client in Linux, ISC-DHCP cliend adhcpc. The former
one is a standard DHCP client and will record the currenddémluding IP address, subnet
mask, default router etc.), the next time it starts up, it veiad the lease file and request for

the previous IP first instead of asking for a new one. But thesmthas a longer startup delay
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Figure 4.10 Comparison of handover process excluding tensicg

about several hundred ms. The'later onejis@ light-weigantlit has lower start up delay
but it does not support lease file. Every time it starts; idsddHCP Discover first and need
twice round-trip time between MN, and DHEP server. We chaatbepc as DHCP client in
Linux because the delay is less than‘the other one even ihgwoes 2 RTT.

From the experiment result, L2 handover latency is muchdotitan that in L3 especially
when L2 needs to perform scan process. Figure 4.9 is the asupabetween L2 & L3
handover latency from different OSs. We can find that fullns@ag cost the most time
during the handover process. Figure 4.10 is the same cosopagkcluding scanning. Vista
costs more time in L2 link connection and its DHCP client takauch more time to detect
link change before starting the DHCP process.

The L3 handover latency is related to the RTT of target AP aAd Fhe experiment

environment is in the LAN connected by Ethernet so the Iagtesdow. From the above
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experiment, the delay of DHCP request is about 10 ms (abous &fravhich is link RTT
including IEEE 802.11 frame processing time and the remgiis the processing time).
Practically, when an MN is away from home, the RTT from foreigetwork to home is

usually less than 100 ms and is still lower than L2 handovenizy.

4.3.2 NAToD Performance

Figure 4.11 is the average number of packets that the roatepmcess per second. The
curve forward is the number of packets that the router cacga®when it operates as router
mode. IP routing is based on IP header and is not related tpayead of IP, so its per-
formance is the same for different sessions. In our expertintke performance can reach
nearly 300K pps. When the routecwith -NAT IS enabled, besid@snal routing, it has to
lookup conntrack from the hash, table-and other, routine procedure includintingetuple
and checking whether theonntrack is'valid.” This makes the forwarding performance to
drop even when the number of séssion is only“1% The two NATabes'forward’ and ‘re-
verse’ are the performance for outgoing and incoming traBioth incoming and outgoing
performance are very close for NAT so we just put one resuét.he

From the result, we can find that outgoing traffic experienoetier performance with
NAToD when the number of sessions is less than 32768. NATafIsi¢0 compare more
fields than NAT when looking up translation table, but it daeshave to translate for every
packet. That is why the NAToD can process packets faster. nvitie number of sessions
grows, the collision in the hash table also increases. Itdhasmpare evergonntrack entry
with the same hash value. As a result, NAT performs better a&ToD when number of

sessions is more than 32768.
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Figure 4.11 PPS vs. number of sessions

Figure 4.12 is the average Sing. time obtanoed the reciprocal of the

above result. The ‘get tuple’ € etfilter gefse from packet header and
other routine job. The ‘conntrack , et.tiadavell as look up translation table
but without NAT. The difference betweén-cot antrack’ andt'geple’ is close to the time cost
by NAT table (hash table lookup). The other 3 curves NAT, NBTorward and NAToD
reverse are the time cost by traditional NAT, NAToD with anitgy traffic and NAToD with
incoming traffic, respectively.

The reciprocal of pps is the processing time for a single padiut we cannot compare
these numbers and calculate overhead based on dividingIN&poocessing time by NAT.
The processing time includes the time cost in driver, MACelayP layer and NAT. We
calculate the relative time by the difference between th& NAToD curve with the forward

curve.
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Figure 4.12 Packet processing time vs. number of sessions

For incoming traffic, NAToD seheme doesnotfequire lookipgauting and ARP table,
it gets better performance than'NAT even when the humberssice reaches 65536. When
number of sessions is less than 128y itis faster than nownéhg withconntrack. That is,
the time save in routing and ARP table-lookup'is more thanithe tonsumed by NAToD
table.

Figure 4.13 is also the average packet processing time wifgreht network adapters
(setup 2). We can find that although packet processing tigreater than the previous result,
the difference between NAT and forwarding is close to theipres result. The processing
time in NAT and NAToD layer grows when the number of sessiats targer. It shows that
we should measure the relative processing time insteadngiigimeasuring the pps.

Table 4.1 is the comparison of time consumption between NATMAToD. When the

number of sessions is less than 4096, NAToD spends about 80€égsing time of NAT.
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Figure 4.13 Packet processing time vs. number of sessionrdigaration 2

NAToD spends more time when the'number of sessions is mone3@iz68 but the overhead
is still less than 10% which is acceptable.

From the above result, when the router:isiequipped with b€, it can process more
packets. With poor NIC, it takes ‘much-more "'CPU time on infgriservice routine and
cause the pps drop tremendously. Comparing the packetgsiogecapacity between normal
forwarding and NAT, with poor NIC, the number of packet dr@gtwut 24%, and packet
drops 60% when using a high performance NIC. Although ther lahe drops more, but the
number of packets it can process is almost double of the foome. The overhead of NAT
(the difference between forward curve and NAT curve) is more than the difference

between NAT and NAToD.
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Table 4.1 Packet processing time and overhead of NAT and RATo

No. of sessions | <128 256 512 1024 2048 4096 8192 16384 32768 65536
NAT - 2139 2527 2696 2.785 2.844 2957 3.255 3.852 5.083
Setup 1| NAToD - 1.960° 2.313 2.434., 2.495 2504 2707 3.117 3.788 5.394
overhead| -10 -8.38_ . -844 ~-9.v2 1-1040 -11.97 -846 -425 -1.67 6.3
NAT - 1.372 (1:760..1.870 //1.895 1921 2.078 2.355 2.801 3.p30
Setup 2| NAToD - 1.184¢71:885 1737 1.755 1.852 1966 2.298 2.867 3.[/34
overhead| -12.95 -13.69 -9.95 -7.08 -742 -3.60 -538 -241 235 577
Unit: uSec.
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Chapter 5

Conclusion & Future Work

In this thesis, we proposed a novel NAToD scheme which cantegiated with Proxy Mo-
bile IP. We implemented this schemewn-Linux©S, and one ahiblality entity — AR/PMA
& AP is also ported into an embedded-environment-We proviceaiork based mobility on
the most popular IEEE 802.11 wireless-networks and we verifiat this scheme is work-
able by the connectivity experiment, “This showsthat we e@ailyedeploy this scheme into
a mobility domain like campus.

From the experiment, our PMIP handover latency is low thatm@vide almost seam-
less handover when MN's NIC and OS support fast roaming frae AP to another. The
proposed NAToD is more complex doing translation table lapkout we showed that the
overhead is acceptable and our scheme performed even thettethe original NAT when
the number of sessions is less than 32768. On the incomiagtdin, the experiment result
shows that we get better performance even if the number sf@esis more than 32768.
Nowadays the price of RAM is not expensive, we can reduce &lo&gi processing time by

increasing the hash size of the translation table with lessgee of RAM.
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The NAToD still faces the problems caused by NAT e.g. theisassn only be initiated
by the internal host, and the host under the same NAToD raistierbarely communicate
to each other because they do not know the existence of eheh dn the future, we can
solve this problem by using FQDN to identify each host. TheS>d¢rver integrated with
NAToD router creates a pseudo IP address and a temporaiatian entry to forward

packet between two internal hosts.
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