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Abstract

Botnets become a popular technique for deployirtgriet crimes. Existing
botnet detection methods using string signaturechiag usually get high false
positive rate (FPR) and low true positive rate (JPFRherefore, the behavior-based
detection method becomes a major way for botneictien. In this thesis, we propose
a behavior-based botnet detection method usifgzzy pattern recognitions-based
filtering (FPRF) algorithm. The proposed FPRF extracts batufes first and then
recognizes botnets based on collected bot behawotkis algorithm, there are three
stages. Theraffic reduction stage is to reduce input raw packet traces foedipg
processing. Théeature extraction stage is used to extract features from the reduced
input packet traces. THazzy pattern recognition stage has two phases. First, DS
(domain name systenphase analyzes features of DNS packets. If a domain name
(DN) is determined to be malicious, the corresppgdbDN and its associated IP
address(es) will be marked without going to the tnpkase. Second, th&CP
connection phase analyzes features of TCP connection packets. Bsecated IP
addresses will be marked if TCP connection paclkeés malicious. Performance

evaluation results based on real traces show tlitht features extracted from raw



network traces, the proposed FPRF can reduce mpupacket traces by over 70%,
while achieve a high TPR (95%) and a low FPR (0 .88%). Unlike two
representative methods, Livadas and Gu, we usddbotaet trafficand only one
traffic reduction filter for evaluation. FurthernerFPRF is resource-efficient so that

on-line botnet detection based on FPRF can bepocated to hosts.

Keywords: Botnet, fuzzy pattern recognition, network setynieal trace.
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Chapter 1

Introduction

A botnet, or the army of bots (zombies), is corsguli of more than thousands or
tens of thousands of compromised computers. Althosttistics show that the
number of botnets are increasing [6], most Inteuselrs are still unaware of what is
going on and how serious the problem is. Many ekéusers’ computers are easily
got infected by bot malwares and then become aebsitrmembers. Since bot
malwares usually do not affect regular uses ofciefeé computers, bot masters, also
called bot herders, can control these infected ctenp remotely and ask them to
carry out malicious activities such as sending SBAS), launching distributed denial
of service (DDoS) attacks, and stealing personaapy information.

Bot detection solutions can be classified into tategories, i.esignature-based
and behavior-based solutions. Although a~signature-based solution khashigh
precision, it has the following drawbacks. Firsgnature-based solutions cannot
detect unknown bots. Second, a string signatuferia specific bot. When a bot has
bot variants, even with the same malicious behayitire string signature does not
work for these variants. That is, different strisggnatures are needed to detect
different bot variants. Hence, the false negatate (FNR) may increase when new
bots are developed. Third, as the number of disbots increases, the false positive
rate (FPR) may be increased as well. This is becamsextremely large database
containing all identified bots’ signatures may decitly match benign software.
Finally, a bot is able to easily bypass signatwuasell checks by using techniques such
as code obfuscations and mutations.

On the contrast, behavior-based solutions try &mtifly bot activities by using



observed particular bot behaviors. If well tunedhdvior-based solutions are able to
perform better than signature-based solutionsrimgeof detection rates. In addition,
to detect unknown bots, a behavior-based solutioesdnot need to maintain a
signature database.

In this thesis, we propose a behavior-based solutadetect malicious domain
names (DNs) and IP addresses used by botnets. drtebation of the thesis is
three-fold. First, we propose an effective inpuaifftc reduction algorithm to reduce
the amount of input traffic that is required to bkeecked by the bot detection
algorithm. Second, we make in-depth observationisotoactivities and then extract
proper behavior features to detect bots in thenete Third, a bot detection algorithm
based on fuzzy pattern recognitions is proposedluations show that the proposed
bot detection solution has good detection ratesdulition, it is able to detect various
types of bots including IRC, HTTP, and peer-to-p&xP) bots.

The rest of this thesis is organized as followsajier 2 overviews of botnet
behaviors and reviews related work. Chapter 3 fdynaefines main problem and
sub-problems the proposed solution is going tolvesand explains the design of the
proposed solution, which is named as the fuzzyepattecognition-based filtering
(FPRF) algorithm. Chapter 4 presents the experinggnvironment and discusses
experimental results. Finally, a concluding remarkd future work are given in

Chapter 5.



Chapter 2
Background and Related Work

2.1 Overview of botnet behaviors

The working scenario of a botnet can be classifitd two phases. One is the
infection phase and the other is thattack phase, as shown in Figure 1. In the
infection phase, as shown in Figure 1(a), a botldresends a command and tries to
intrude and compromise a regular user’'s computdrraake it become one member
of the botnet. There are many methods to intrudmraputer, such as exploiting
software/hardware vulnerabilities and social engiimg. Once the intrusion is
successful, the infected computer sends its stattie bot herder and tries to install a
remote controllable software, which-was downloafleth a binaries-download server.
The binaries-download server iS responsible foorgpg infected hosts status, error
log and receiving the upgraded software. In thachttphase, a bot herder sends
commands to compromised hosts, i.e., the bots.eCeipt of the commands, the bots
act based on the instructions embedded in the comisna® bot herder is therefore
able to ask bots to collect valuable informatioapart botnet status, and launch

attacks to target hosts.



* Infection phase

Bot herder
Send command Upgrade \Rﬁport status / error log

remote
controllable
software

ExploitHost ~ Binaries-download server

Download
InfectQ binaries () Report status

Download
Infect Biriaries ( ) Report status

Target host Infected host (bot)

(a) Bot herder infects a normal host.

Execute command / T

* Attack phase

Bot herder
Send command H Report status

C - Server
Send command 1 T Report status

\:\ Report status

=M

Bot Bot

(b) Bot hesnds commands to

infected ho@ists).

Figure 1. Botnet working scenario: infection anthek phases.



2.2 Existing methods for traffic reduction

To improve botnet detection efficiency, existingearches have tried to reduce
the amount of input traffic by filtering out bot@evant traffic. A good input traffic
reduction algorithm is able to reduce the datad@iocessed and can also reduce a
FPR. Some common criteria used to filter out inpates are listed as follows
® Eliminate all port-scanning activities [4][14][15]

A TCP packet containing only SYN and RST flagsfdrered out.
® Ignore P2P [4][14][15]

If a detection solution focuses only on IRC botnéteften filters out P2P traffic

and hence gets a significant traffic reduction .rddewever, such a solution

cannot detect P2P bots.
® Skip short lived flows [4][14][15]

Filtered out flows of only: a few packets or a feecends. These do not

correspond to bots that are standing by “at thdy'e@].
® Filter out based on black and white lists [9]

If the source or destination address of a packetad-known, it is often not

necessary to check it. Hence, these packets caafély ignored.

The above criteria raise come concerns. First,riggdP2P traffic removes the
possibility of identify P2P bots. Second, skippsiwrt lived flows may cause failures
in detecting inactive botnet traffic. An inactivethis a host that was compromised,
but it cannot connect to its command and contr@Cserver temporarily, due to a
C&C server’s IP address that is unavailable or e&CGrver that is out of bot herder
control. If a bot can connect to its C&C servelsitn active bot. Third, extra efforts

are needed to maintain black and white lists, am&l reeds to keep track and update



the state of each member in the black (white) kst. example, a host in the black list
may clean up its botnet program someday, butstiilsin the black list. A host in the

white list may have the similar situation.

2.3 Related work

Kolbitsch et al. [3] proposed a host-based malvestection method. They use
behavior graphs to match a stream of system cadications and determine whether a
program is malicious or not. The method has toraamed before it can be used.
Although it is possible to detect variants of a waake program, it may fail on
detection of unknown malware. The evaluation shotixad the detection rate is only
64% and there is no report on FPR. In additiontatget applications only involve
Explore, Email software, putty and text-editor.detection method might fail in other
applications.

Livadas et al. [4] developed a machine learnindntegue to identify the C&C
traffic of IRC-based botnets. The solution focusesy on IRC traffic. In the first
stage, they extract traffic attributes, includingwf duration, maximum initial
congestion window, average bytes per packet fdow, fand so on. In the second
stage, they use a Bayesian network classifier tkenthe classification achieve the
best trade-off between FNR and FPR. However, the @3.04%) is still high. Their
results can be improved by using more training .dAg&Sadhan et al. [8] tried to
identify botnet C&C traffic and they found that ghiype of traffic can be observed
periodically. However, the observation was madeafegimulated bot, not a real world
bot. The validness of the results needs to be durélxamined by using real world
bots.

Choi et al. [12] focused on features of DNS traffidy. They proposed a botnet

detection mechanism that monitors DNS traffic ttedebotnets, which form a group



activity in DNS queries simultaneously sent by mlsited bots [12]. Their
anomaly-based botnet detection mechanism can déteefriants of bots by looking
at their group activities in DNS traffic [12]. Ewaltion showed that a botnet can be
detected by a similarity value. Gu et al. [9] prepd a “botsniffer.” They used
features of spatial-temporal correlation and simyaand statistical algorithms to
detect botnets [9]. They used real traces, reimpidrhotnet traces, and self-produced
botnet traces to evaluate the proposed solutiontlaadesult showed high detection

rate and low FPR, but their real traces sampleardarge.



Chapter 3

Proposed Fuzzy Pattern Recognition
Filtering Algorithm

3.1 Problem statement

3.1.1The main problem

Given a network packet trace, the goal of the psepgcsolution is to identify the
domain names (DNs) and IP addresses used by bo&@tservers. These DNs and
IP addresses can be classified into two categoréesactive andinactive. Active DNs
or IP addresses can be used to reach C&C serverdhemce are used to report
information, send feedback, and.receive commandasth® contrast, inactive DNs
and IP addresses can be used to reach C&C senethdy do not work for some
reasons. A domain name may be inactive if the D&8es in charge has no mapping
record. An IP address may be inactive becausedseisshutdown. It is possible that
an inactive one becomes active again. Thereforg,important for us to identify and

maintain both categories of records.

3.1.2The sub-problems

® Traffic reduction
Input raw packet traces contain many different sypé packets, but most
of them are not relevant to botnet detection. Iheotwords, packets
irrelevant to botnet detection could be filtered.ittWa high traffic
reduction rate, it makes a botnet detection allgoritun in a more efficient

way.



® Feature extraction
Bots usually operate with particular behaviors. Sehbehaviors are usually
different from regular users’ behaviors and heneatures of these
behaviors can be extracted for bots detection.d®ali feature is that it is
applicable to as many bots as possible and isusbtimited for a specific
bot.

® Pattern recognition
Once distinguishable features are extracted, wed reeegood pattern
recognition solution to identify bots based on thdracted features. A
good solution should be able to correctly classifyut traffic. The solution
cannot be too complex. It.must be efficient so thalassification can be
made within a short period of time. -In additionmust have a high true
positive rate (TPR) and low false positive rate RrPAlthough the FPR

often increases with the TPR, it is a trade-offAmstn the two rates.

3.2 Design of a botnet detection algorithm

The proposeduzzy pattern recognition filtering (FPRF) algorithm for botnet
detection is shown in Figure 2. There are thregestan the algorithmtraffic
reduction, extraction feature and fuzzy pattern recognition. First, input traffic is
passed to the traffic reduction stage. Then, @llgpackets are passed to the feature
extraction stage. Finally, the fuzzy pattern rectgn stage is used to detect

malicious DNs and IP addresses based on extrasitarés.

10



/ Input traffic H 1|Traffic reduction

2 |[Feature extraction

3 [Fuzzy pattern recognition

/ Malicious DNs/IP addresses Infected

/ Benign DNs/IP addresses /

Figure 2. Fuzzy pattern recognition filtering: (FBRiFgorithm for identifying botnet

DNs/IP addresses.

3.3 Traffic reduction

We have discussed the pros and cons of severafingxifraffic reduction
methods in Section 2.2. It is true that a gooditra&duction filter can reduce the data
needed to be processed and also increase classifieecuracy. However, if a filter
eliminates data improperly, the bot detection ratey be affected. In addition, if too
many filters are used, the traffic reduction timaynbe too long. Therefore, the use of
traffic reduction filters must be carefully considd.

In the proposed solution, we use only one intrirtsédfic reduction filter, as
shown in Figure 3. To prevent botnets from beintgcted, it is common for bots to
dynamically retrieve the IP addresses of C&C sexvkr addition, a bot herder may

11



register several DNs and asks the bots to lookbepP addresses of these DNs. As a
result, bots need to send domain name system (RN8)ies frequently to get IP
addresses which are currently being used by C&Geser

Since bots activities always involve DNS queriéss tharacteristic can be used
to filter out botnet-irrelevant traffic. Based dmd feature, we check DNS query and
response packets and put returned IP addressesifeoDINS into an IP address list. A
packet is sent to the feature extraction stagendf anly if its source or destination

address is listed in the IP address list.

Resolved IP address
in IP address list

DNS response
packet

Input traffic :

Add resolved IP address
to IP list

Source/destination
IP addresses in IP list

Discard the packet

Save the packet

End of input traffic

To next stage

| 2 |Featm‘e extl'acti011| |

Figure 3. The traffic reduction procedure.
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3.4 Feature extraction

A bot activity often starts by sending a DNS quay/shown in Figure 4. If a DN
cannot be resolved or the resolved IP addressewtée used to connect to C&C
server (invalid IP addresses), the bot is inact®®a. the contrary, if one of the
resolved IP addresses is valid and the bot istaldennect to the C&C server, it is an
active bot.

As mentioned in section 2.2, we divided bots into types: active and inactive
bots. For an active bot, it can establish malicioosnections that involve malicious
behaviors. As to an inactive bot, malicious conioast cannot to establish due to no
DNS record or the resolved IP addresses unable teseéd to make TCP connections.

Both types of bots are malicious and can be dedesntd identified by our algorithm.

Bot execution

L
ol e

DNS quk >

>| Inactive bot
No such domain name

Resolved IP addresses

Initiate a TCP connection
using a randomn selected
IP address

Invalid IP address

Valid IP address

Bot activation

Figure 4. The procedure of bot execution.
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3.4.1Feature extraction from DNS packets

As we mentioned before, bots activities always im@dNS queries. Based on
the bot traces we collected, we found that DNSigadrom bots are often periodical.
These periodical DNS queries can be further cliaskihto two types. The first type is
a single fixed interval pattern, as shown in FigGreThe interval between any two
DNS query packets for a single bot is fixed. InUfeg5, the interval pattern is {15, 15,
15, ...}. The second type is a multiple fixed intdrpattern, as shown in Figure 6.
The multiple fixed interval pattern shown in Fig@és { {1, 1, 2, 4}, {1, 1, 2, 4}, ...}.

In Figure 7 shows the relationship between DNSigeeand TCP connection packets.

—— DNS query

R N R R R N N N SRR R
2330m, 2340m. 2350m 2360m 2370m 2580m, 2300m, 24005 2410m

Figure 5. The distribution of botnet DNS query patsk single fixed interval pattern.

[x axis: minutes; y axis: number of DNS packets]
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— DNS query

|

R e e o o e e o o o B
Q5700 05800 05300 Q6000 06100 06200

Figure 6. The distribution of botnet DNS query patsk multiple fixed intervals

pattern. [X : seconds; y : number of DNS packets]

| —— DNS query

mmm= TCP connection

Jll T T T T T ||| T ||| T T ‘l—| | T 0

3509803 36000z 36020z 36040z 360603 36080s

Figure 7. The distribution of DNS query and TCP roection packets. [x : seconds y :

number of DNS query or TCP connection packets]

3.4.2Feature extraction from TCP connection packets

Figures 8 and 9 show the packets and bytes disitviisi of botnet traffic,
respectively. Both figures show the packets andsglistributions of botnet traffic are

periodical.
15
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Figure 8. Packets distribution of botnet traffic.. [minutes; y : number of packets]
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Figure 9. Bytes distribution of botnet traffic. [xninutes; y : number of bytes]

3.5Fuzzy pattern recognition

To prevent from being detected, bots often tryibousate human-like behaviors.
To resolve this problem, we use fuzzy pattern radamm to detect bots.

In the proposed FPRF algorithm, there are two p)d3NS phase and TCP
connection phase, as shown in Figure 10. In the DNS phase, we tlatéot based on
DNS features. If a DN does not belong to an in&ctiv active bot, the DN is passed
to the TCP connection phase. In the TCP connegqi@se, we detect a bot based on

TCP connection features. If an IP address doebelonhg to an inactive or active bot,
16



the IP address is benign. If a DN failed to pasthenDNS phase, the associated IP
addresses are usually also malicious. We do nat teepass these IP addresses to the
TCP connection phase for filtering. Both phases fuszy pattern recognition to
classify bot and non-bot behaviors based on the MA&mbership principle, as
shown in Figure 11. Each membership function cpoeds to a state and has a
membership value.

The FPRF algorithm will find a MAX membership vaJuend the DN or IP

address is in the state associated with this meshipevalue.

¥

FPR in DNS phase

/ Packet features /

/

Inactive/active malicious
DNs

/ Malicious packet

FPR in TCP connection phase

%

Inactive/active malicious
TCP connection

N

/ Benign packet /

Figure 10. Procedure of the fuzzy pattern recognisitage.
17



Membership functions [ ¥1(x) MAX {X,(x)}
/ Packet features /L> for DNS/TCP connection | X (x) Sorting l

i e11,2,3
X ie{123 [* X&) A

Find MAX X;(x) with MAX

Calculate . "
membership value  membership value

membership values

Figure 11. Fuzzy pattern recognition based on masirmembership principle.

3.5.1DNS phase

In the DNS phase, we define a packet features v&cto(a, B, v), wherea
is a set of number of occurrences for a specitieriral time between the current
response packet and the next request paecketa, 0 < i < n, wherei is the
length of the interval time, andis the length of the MAX time intervap; is the
number of DNS responseg;is the number of failed DNS responses. In this
phase, we define the following three states and #Esociated membership
functions
® |nactive malicious DNS query
An inactive malicious DNS query usually receivefaided DNS response.
More failed DNS responses lead to a higher membpexstiue. We define a
membership functionX; for calculating the probability of being an ina&iv

malicious DNS query. By observation, we chose 3Hoesholdr .

L 1B- Y|, >
X1 (x) = B
o , otherwise
o: the threshold for number of failed DNS responses (1)

18



® Malicious DNSquery
A malicious DNS query usually has the same intetirak. If the DNS
guery interval time is fixed, it might be a maliag®DNS query. We define a
membership functionX, for calculating the probability of being a malicgu

DNS query.

MAX(a; fori € {0,1,2 ) zn:( =
_)—=—fori € {0,1,2...,n}, ag) = 0
X0 = ZZ:o(ak) k=0

0 , otherwise

p: the threshold for the number of time intervals between the current
response packet and the next request packet (2)
® Normal DNSquery
We define a membership functiaxy for calculating the probability of
being a normal DNS query:.

X3(x) =.1 = MAX{X; (%), X;(x)} (3)
3.5.2TCP connection phase

In the TCP connection phase, we define a packatares vector x =of 3,
v), wherea is a set of number of occurrences for a specitierval time between
the current response packet and the next requelstéipa; € o, 0 < i <n,nis
belong to maximum time intervel;is the number of TCP connection requests;
is a set of payload sizg¢g€ y,0 < i < n, nis belong to maximum payload size.
In this phase, we define the following three stated their associated
membership functions.
® |nactive malicious | P address

If a TCP connection sent many requests but didex#ive any response, it

is highly probable that it is associated with aaciive malicious IP address.

We define a membership functiaXy for calculating the probability of
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being an inactive malicious IP address. By obsewmatwe chose 3 for

thresholdy .

60 =11 ;Z:o(ak) 0,820

0, otherwise

o: the threshold for number of TCP connection request packets (4 )

Malicious| P address
Malicious IP addresses are usually associated swuitfilar packet payload
sizes. We ignore packets with zero payload size.défene a membership

function X, for calculating the probability of being a malic®lP address.

MAX@D) ¢ >
X,(x) :{ — forie {1,2..,n}, B —vo=Zp

0 , otherwise

p: the threshold for number @CP connection request packets (5)
Normal |P address
We define a membership functiaxy for calculating the probability of
being a normal IP address.

X3(x) = 1 - MAX{X, (x), X, (x)} (6)
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Chapter 4

Evaluation

4.1 Traces collection

To generate real botnet traces, we ran unpatchedidis XP SP3 in a virtual
machine using Ubuntu and Virtualbox, and executeéd feal bot samples inside a
Windows environment (HoneyTrap). We used a shddefdo manage honeytraps, as
shown in Figure 12. Both input and output netwaéffic of the virtual machine were
recorded and stored in a database via DBInsertanry 100 bots, only 44 bots had
network traces. The rest of bots were not execetdlile botnet traces were recorded

for 48 hours. Both the packet header and complat&gi payload were stored for

further botnet analysis.

& | Network ._
| interface Internet

Share Folder

Database

Apache

Figure 12. Experimental environment for botnetesacollection.
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4.2 Test results for botnet traces

We used real botnet traces to evaluate our FPR¥itm. In Figurel3, we ran
different thresholds op for botnet traces to check the false negativesréf®Rs) of
malicious DNs/IP addresses. Afncreases, FNR also increases. This is because some
malicious IP addresses only contained very few etckand these malicious IP
addresses would not be detectedoifs set too large. Statistics of the botnet traces
and the bot DNs/IP addresses detection resultsharen in Table 1. The evaluation
result shows that FPRF has a high malicious DNsditfesses detection rate (95.29%

/ 95.24%). In Table 2, we detailed the statistitadive/inactive malicious DNs/IP

addresses. We found 35 active malicious DNs anactige malicious IP addresses.

7.00%

6.00%
5.00%
4.00%
3.00% i
2.00%
[ .f = DNs
1.00%

== |P addresses

False negative rate

0.00%

1 2z 3 4 5 & 7 g 5 10 11 12 13 14 15

Number of the time intervals (p)

Figure 13. Malicious DNs/IP addresses false negatte vs. o .
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Table 1. Botnet traces statistics and detectiasrébr o = 7).

Number [ Number | Number | Number | Number of | Malicious | Malicious
of bots of of of DNS TCP DNs IP
maliciou | malicious | packets | connection| detection| addresses
s DNs IP packets rate detection
addresses rate
44 85 84 294,385| 675,164 95.29% 95.24%

Table 2. Statistics of active/inactive malicious &IR addresses (fop = 7).

Inactive malicious DNs Inactive malicious Inactive malicious IP

(without IP addresses) DNs addresses

17 33 39

Active malicious DNSs Active malicious IP addresses

35 45

We also collected four normal traces (T1 through) ®4evaluate the FPRF's
traffic reduction rate and the false positive réi®R). These traces contain various
types of benign applications from different usezsy., IRC, HTTP, and P2P. In
Figurel4, we ran the threshold pffor these normal traces to check the FPR of
malicious IP addresses. Asincreases, the FPR decreases. This is because more
benign packets were examined and the corresporéiagdresses can be determined
to be malicious or not. In Table 3, we found tHat FPRF achieves high reduction

rates and low FPRs of malicious DNs and IP addsesse

In our experiments, we choge= 7 to have better performance. According to
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Figures 13 and 14, it is a trade-off between hig bw p values. Forp = 7, the
FPRF had the detection rates of 95.29% / 95.24%naticious DNs/IP addresses,
respectively, as shown in Table 1, and the FPR8 o6f3.08 % in benign DNs/IP

addresses, as shown in Table 3.

Table 3. Normal traces statistics and FPRs of loeDigs/IP addresses (fpr 7).

Test Reduction [ Number | Number of | Duration FPR FPR of
Trace rate of DNS TCP of malicious
packets| connection malicious IP
packets DNs addresses
FPR
T1 71.8% 1,507 249,527 | 48 hours| 0.4% 2.89%
T2 94.2% 567 37,624 7 hours 0% 2.45%
T3 93.74% 2,155 44,298 | 16 hours| 3.67% 2.1%
T4 96.38% 3,483 43,667 | 13 hours| 0.89% 3.08%
20.0%
O]
fd
©
15.0%
(O]
= \
-l—l
0 10.0% %
o
o ——T1
) 5.0%
0 -T2
LCE 0.0% 13
9 10 11 12, 13 14 15 =>T4
Number of TCP connection requests
(p)

Figure 14. Benign IP addresses fault positive vatep .
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In Table 4, we compare the proposed FPRF and tter dwo existing botnet
detection methods. Unlike these two existing meshdtPRF not only used 44 real

bot samples to generate real botnet traffic andonbeone reduction filter for normal

traces, but also can detect inactive bots.

Table 4 Comparison of behavior-based botnet detection oaksth

Approach

FPRF (proposed)

Livadas [4]

Gu [9]

Basic idea

Fuzzy pattern

recognition

Machine learning

technique

Spatial-temporal
correlation in network
traffic and utilizing
statistical algorithm [9]

Botnet trace

Real botnet traffic

Lab traffic with
reimplementation

of a.bot without

Real traffic: 1 bot
Reimplementation: 3 bot|

Written by themselves:

packet payload 2 bots
Botnet IRC logs: 2 bots

Traffic Over 70% N/A N/A
reduction (with 1 filter) (with 4 filters) (with 2 filters)
rate
Inactive Yes No No
bot detection
True positive 95% 92% 100%
rate
False positive 0~3% 11 ~ 15% 0~6
rate
Bot samples 44 1 8
Categories of| IRC + HTTP + P2P IRC IRC + HTTP
bot samples bots bots bots
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Chapter 5

Conclusion

5.1 Concluding remarks

In this thesis, we have presented a fuzzy patteoognition-based filtering
(FPRF) algorithm for botnet detection. Our FPRFodtgm is divided into three
stages: (1) traffic reduction: reducing input raacket traces for speeding up the
processing of bots specific activities, (2) featasgraction: extracting features from
the reduced input packet traces, and (3) fuzzyepatecognition: using features as an
input pattern and fuzzy membership functions basedhe maximum membership
principle to detect bots. We have used real botgeioerate real botnet traces for
evaluating the proposed of FPRF. Experimental teduhsed on real botnet traces
have shown that the proposed FPRF has high detecties of 95.29% in malicious
domain names detection and 95.24% in malicious dBresses detection. The
experimental results based on normal traces hagesslown a high traffic reduction
rate of over 70% and low false positive rates %) in malicious domain names and
IP addresses detection. This means that FPRF mnhpefficient but also accurate. In
addition, FPRF can detect inactive botnets, whiely imecome malicious but have no

any malicious action up to now.

5.2 Future work

In our FPRF scheme, 48-hour botnet traces were ieeanfior botnet detection.
The future work will focus on how to achieve ondihotnet detection while still
maintaining a high detection rate and a low falsgitive rate based on the proposed

FPRF.
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