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ABSTRACT

A growing number of location-based applications are probably based on indoor position-
ing system. In the indoor positioning, there is much effort focusing on the pattern-matching
technique. However, the accuracy of pattern-matching positioning system depends on the com-
parison between current received signal-strength (RSS) and the training radio map. The RSS
might be different from those RSS in the training radio map due to the environmental dynam-
ics. In this paper, we deployed the beacons in our environment, which can real-time monitor the
environmental dynamics and we proposed a novel technique which can adapt the radio map to
the environmental dynamics and predict the current radio map in the positioning phase based on
the inter-beacon measurement. The main difference between other works is that we do not need
the extra hardware to monitor the environmental dynamics. Our simulation and experiment
show that both the regression-based and clustering-based methodology are better than original

pattern-matching localization in the unstable environment.

Keywords: k-means clustering, mobile computing, regression model, pattern-matching lo-

calization, sensor network.

II



Acknowledgement

I have to thank many people for the assistance they have provided me during my research.
Firstly, I have to express thanks to my advisor, Prof. Yu-Chee Tseng, for his guidance in my
research. I have learned from him not only the skill of doing research and the writing skill of
thesis but also the attitude toward everything. And I also appreciate my dissertation committee
members: Prof. Wen-Tsuen Chen, Prof. Yeh-Ching Chung, Prof. Ruay-Shiung Chang, Prof.
Hsi-Ya Chang. The information and advice they gave and their expertise and help is invaluable
to me.

Besides, I am also grateful to my seniors, Dr. Sheng-Po Kuo, Chi-Chung Lo, and Che-Pin
Chang. They gave me the invaluable information-and help, so I have learned more from them.
And I also thank to HSCC members who work and play with me, I will treasure the memory
which they accompanied with me‘in HsinChu. Finally, I sincerely thank my family and my boy
friend, Curis, for their love, encouragement, and support. With their company, I would be full

of energy to finish the thesis.

Lan-Yin Hsu
Department of Computer Science

National Chiao Tung University

June 2010

III



Contents

W& I
Abstract I
Acknowledgement I
Content v
Lists of Figures VI
1 Introduction 1
2 Backgrounds 4
3 Adaptive Radio Maps via Inter-Beacon Measurement 6
3.1 Solution 1: Clustering-based methodology . . . . . . . . .. .. .. ... ... 8
3.2 Solution 2: Regression-based methodology . . . . . . . ... ... ... ... 10
4 Simulation Results 13
4.1 Environmental setting . . . . . . . .. ..o 13
4.2 Impactof environmental noise . . . . . . . . ... .. L Lo 14
4.3 Impact of number and deployment of beacons . . . . . . .. ... ... ... .. 16
4.4 Impact of interferenceof wall . . . . . . . ... ... L oL, 17

v



4.5 Impact of cost time .

5 Experimental Results
5.1 Environmental setting

5.2 Experimental results

6 Conclusions

Bibliography

Curriculum Vita

20

20

20

22

23

24



List of Figures

1.1

3.1

3.2

4.1

4.2

4.3

4.4

4.5

5.1

5.2

Tendency toward positive correlation. . . . . . . ... ... ... ..., 3
An example of applying inter-beacon measurement. . . . . . . . . ... .. .. 6
Flow chart of the proposed two solutions. . . . . . . ... ... ........ 7
The simulated setting. . . . . . . . . . .. .. ... ... 14
Impact of environmental noise . ...... . . . . . . . .. ... L. 15
Impact of number and deployment of beacons. . . . . . . ... ... ... ... 16
Impact of interference of wall. . ... . 0. . ..o oo 18
The costtime of oneroute. . = . . . . . Lo 19
The environmental setting. . . . . . . .. .. .. ... ... 21
The CDF of experimental results. . . . . . . . ... ... ... .. ....... 21

VI



Chapter 1

Introduction

Positioning system is one of the most popular issues for wireless technology and mobile com-
puting used in commercial and research interest. A central task for developing this system is to
enable mobile devices to attain its location and provide location-based service (LBS) [4], such
as navigation and tracking. At present, GPS. is a technology that is often used for car navigation,
tracking, and other location-related services. But it .cannot be used when the user is in the in-
door environment due to the line '©of sight (LOS) problem, i.e., GPS signals cannot pass through
buildings or other sheltered objects:

There is much research focusing on the development of wireless positioning in an indoor
environment, which is based on using Radio Frequency (RF) to locate the mobile user (the
person who wears mobile device and wants to be localized). The wireless positioning system is
a system that utilizes RF as input and outputs the location of mobile user. A promising approach
based on the pattern-matching technique has achieved meter-level accuracy [1,5, 6, 10]. The
pattern-matching technique consists of two phases: training phase and positioning phase. In the
training phase, the operator which enables wireless (e.g. mobile devices and notebooks) is used
to receive the signal strength from all the beacons in the environment at the fixed points and
save those signal strength to the remote database. While in the positioning phase, the mobile

device receives real time signal strength and sends to the server. The server compares the signal



pattern with those patterns in the remote database, and then chooses the best-matched location
for the mobile user.

However, the received signal strength (RSS) would fluctuate due to environmental dynam-
ics, such as people blocking, temperature, humidity and temporal variation in the reality. As
a result, positioning accuracy based on the pattern-matching technique would reduce rapidly.
In the past, online determination of the training data has been proposed in LANDMARC sys-
tem [8], LEMT system [11], and sensor-assisted system [2] to improve the reliability of radio
maps and cope with the time-varying phenomenon of radio environment.

The LANDMARC system [8] uses reference tags to dynamically construct and update radio
map. It could alleviate the effect caused by the fluctuation of signal strength in RF. The system
computes the distances between the RSS vectors received from the tracking tags and those from
different reference tags to get the user’s location. The LEMT system [11] utilizes reference
points to detect real-time RSS samples, and then uses regression analysis to adapt the measured
radio map to estimated radio map. Finally the system attains the estimated location by nearest-
neighbor method. The sensor-assisted system [2] produces radio maps through the mobile user
real-time receives data and uses extra sensors to detect environmental dynamics. The LAND-
MARC system [8], LEMT system [11], and sensor-assisted system [2] were effective in the
dynamic environment. However, they required additional hardware to detect the environmental
dynamics.

The purpose of this paper was to propose a system which can monitor the environmental
dynamics and do not need the extra hardware. We propose the scheme of real-time predicting
radio maps and adapting radio map by using Inter-Beacon measuring system (the system with
the beacons can receive signal strength from each other) to choose or produce the best-matched

radio map that conform to environmental dynamics without any extra cost. We utilize the inter-
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Figure 1.1: Tendency toward positive correlation.

beacon measuring the environmental dynamics, and save those inter-beacon measured values
with signal patterns which received by mobile device to remote database for the positioning
phase. Our scheme proposed two methodologies of finding the radio map that is almost in
accordance with the current environment. Firstly, we can real-time measure the environmental
dynamics and apply the appropriate radio maps to the current environment. Secondly, we can
real-time predict the appropriate radio maps by the regression model. The regression line had a
tendency toward positive correlation between the inter-beacon measured value and the RSS of
signal pattern. Fig. 1.1 shows the observation. According to the observation, we can utilize the
regression line to predict the radio maps in accordance to the current environment when given
the inter-beacon measured value.

The rest of the paper is organized as follows. Chapter 2 describes the backgrounds of the
pattern-matching localization. We explain our approach in Chapter 3. Chapter 4 and Chapter 5

demonstrates the performance of our system and the Chapter 6 concludes the paper.



Chapter 2

Backgrounds

Positioning systems can be classified as AoA-based, ToA-based, TDoA-based, and radio-based
ones. In this paper, we are more interested in radio-based systems. Such system can be classified
into two categories: Radio-Propagation Model [3] and Empirical-Fit Model [9].

In the first Radio-Propagation Model. [3],. it tries to use the perceived RSS vector and a
multi-lateration mechanism to caleulate-the device’s location. The path loss of a beacon b; at a

location [ is modeled by:

d
Pr(€7 bj) =5 (bj) - 107710g10(d

—0) + N(0,04), 2.1

Where P, is the transmit power of b;, 1) is an environment-dependent constant, dy is a refer-
ence distance, d is the distance between b; and [, and N (0,0 f) is a zero-mean normal distribu-
tion random variable with a standard deviation o to represent background noise.

Suppose that the location of b; is known, formula (2.1) helps us to measure the distance d.
If at least three beacons can be heard, then through a multi-lateration algorithm, the location of
the device can be predicted. Unfortunately, this model is less useful in indoor environments due
to two reasons: (i) formula (2.1) is not so accurate in indoor environments and (ii) it is hard to

model the locations of beacons in a multi-floor building.

The second Empirical-Fit Model [9] is also known as pattern-matching localization. It tries



to empirically capture the RSS patterns at different locations for RSS-matching purpose. Given
a set of beacons B = {by,bs,...,b,} and a set of training locations £ = {l1,0s,...,(,}
in a sensing field & C R2. Each beacon in F is capable of periodically transmitting radio
signal. The system works in two phases. In the training phase, we measure the RSS vectors
from beacons at each training location ¢; for a time period and create a feature vector v; =
[Vin, Vi, ..., Uim] for {;, where v; ; € R is the average RSS from b;, j = 1..m. Those feature
vectors are collected in a set V = {vy,vs,...,v,}, or called radio maps. In the positioning
phase, a mobile user measures RSS vector s = [sq, s9,...,S,,] and compares s against V.
The best matched one or ones in V are used to predict the mobile user’s current location. For

example, in [1], the distance between s and each [; is defined as:

h(t:) =Js:0ill = Y24/ (s5 — viy)? (2.2)
=1

The ¢; with the smallest distance is considered the predicted location.



Chapter 3

Adaptive Radio Maps via Inter-Beacon
Measurement

An inherent limitation with the pattern-matching localization method is the signal instability
problem. In this paper, we propose to use an inter-beacon measurement to alleviate this prob-
lem. We observe that most beacons used in-practice have both transmitting and receiving capa-
bilities (for example, WiFi and ZigBee stations are widely used as beacons). If we allow these
beacons to measure neighboring beacons’ RSSs, the result may help calibrate our radio maps.

Consider the example in Fig. 3.1. “Suppose that b; and b, are two beacons and [ is a training

1
A

/ S; (S;)

(I)

j

Figure 3.1: An example of applying inter-beacon measurement.

location. At the training phase, let S; and S; be the RSSs measured at [. During the positioning

phase, suppose that a device arrives at [ and measures the RSSs of b; and b; to be S; and S;, re-



spectively. If, unfortunately, S; and SJ/ deviate too much from S; and 5}, it will be very difficult
to determine whether the device is at [ or not. The main idea of our inter-beacon measurement
method is to add two tags, S; ; and S} ;, during the training phase to represent the RSS of ; seen
by b, and the RSS of b; seen by b;, respectively. Then, during the positioning phase, in addition
to measuring S; and S;, we will also collect S;j (the RSS of b; seen by b;) and SJ'Z (the RSS
of b; seen by b;). It is expected that using the set {.5;, 5, S; ;, 5;;} collected from the training

phase and the set {S;, 5}, S;

4,7 S;z} collected from the positioning phase, we may have more

clues to tell that the mobile device is now at location /.

Clustering-based |  Regression-based

Beacon-assisted
Training
Phase

Data Clustering
Phase

Regression Line
Phase

Beacon-assisted
Positioning
Phase

Figure 3.2: Flow chart of the proposed two solutions.

We are given a set of m beacons B = {by,bs,...,b,} and a set of n training locations
L ={l,ls,... L} Below, we propose two solutions. The first solution uses the inter-beacon
measurement to cluster the training data into multiple radio maps. To position a device, we
first use the current inter-beacon measurement to pick an appropriate radio map, from which

the closest location is predicted. The second solution is similar, but we further use the current



inter-beacon measurement to interpolate the current radio map. Both solutions consist of three
phases, as illustrated in Fig. 3.2. These two solutions both share the same first phase. But they

differ in their second and third phases.
3.1 Solution 1: Clustering-based methodology

Beacon-assisted Training Phase: In this phase, at each training location, we will collect RSSs
from all potential beacons at different times, which we call the beacon-to-device vectors. In ad-
dition, whenever a beacon-to-device vector is collected we will ask beacons to switch to receive
mode and monitor each other’s signals, which we call beacon-to-beacon vector. Such beacon-
to-beacon vectors are to reflect the environmental factors when the corresponding beacon-to-
device vectors are collected. Specifically, for each training location ¢;, we will collect multiple
beacon-to-device and beacon-to-beacon vector pairs at different times to represent the diversity
() _ 1@

p= (v

of the environment. Each beacon-to-device vector has the format v i g

]j=1..m» where
x 1s the timestamp when the vector is measured and vyj) is the RSS of the signal emitted by
beacon b; measured by the device. Also, at time x, we will establish a beacon-to-beacon vector
ugx) = E,xj?k]j:l...m,k:l...m,j;ék:» where ,ul(”?k is the RSS of the signal emitted by beacon b; mea-
sured by beacon b;. (Note that in practice, the measurements at time x can be the average of
several samples around time x.) The vector pair at time x is written as (UZ@, u§$)).Then we col-
lect all the above vector pairs together into a training data set 7 = {(vg“’f), uéx)) | Vi; € L,Vx},
called the complete radio map.

Data Clustering Phase: As mentioned above, for each vector pair, the former is the RSSs
observed by the device and the later is to reflect the corresponding environment factor. There-
fore, in this phase, we will partition the training set 7 into several subsets according to their

environment factors. We apply the following modified k-means clustering algorithm [5, 7] to

achieve this goal.



1. Collect all beacon-to-beacon vectors into a set p = { uz@ | Vi,Va}.

2. Partition y into k subsets using the k-means algorithm. Let the result be p1, po,..., fig-

(Note that in the k-means algorithm, when computing the similarity of two vectors ug”)

and u(y) we define their distance to be

d(“p ’“q Z '“mk “q,yk) : G.D
VjVk

The k-means algorithm puts vectors of smaller distances together.)

3. Partition 7 into k subsets 77, 7,...,7; according to the result of step 2. Specially, for

each i = 1...k and each ")

- @) @)y
;€ pi, we include the corresponding (v;’, i) into set 7;.

For each subset 7;, we let its feature environment vector be w; = [w; j k| j=1..m k=1..m,j£k>

ZVNQC Mz,j k
7|

where w; ;1 =
4. The above process may not-properly partition the training data of a location ¢; into subsets
71, Ts,..., 7;. That is, some subsets 7; may not contain any training data of ¢;. If this

(=)

happens to any ¢; and 7;, we compare the feature vector w; against ()

forall z. Let p;
be the one such that d(z\") | w;) is the smallest. We add the pair (v\™, 1{™)) into 7;. This

action has two effects. First, this pair (UZ-(I), Ml('x))

thus appear in more than one subset.
Second, when we use 7; as a radio map for localization (see the third phase), it is ensured

that each /; has at least one training data in 7;.

Beacon-assisted Positioning Phase: When a device needs to determine its current location,
it measures RSSs from all beacons, denoted by vector © = [0y, s, ..., Op|, Where 0 is the RSS
of beacon b;, 7 = 1...m. Then it submits © to the location server, which determines the device’s

location as follows.

1. The server firstly asks all beacons to measure each other’s RSS. Let the current beacon-
to-beacon vector be /i = [fi; ] j=1..mk=1..m j=k» Where [i;; is the RSS of b; measured by

9



by

2. The server compares /i against the feature vector w; of each 7;. Let w; be the one such that
d(fi,w;) is the smallest. Then the location server can determine mobile user’s location by
using formula (2.2) to compare its real-time signal pattern © against 7; (with smallest

h(T:)).

Note that, firstly, all the measurements we list above are considered as the average of a
short-term measurement. Secondly, in order to avoid the short-term interference and high com-
putation cost, the beacon-to-beacon vector can be collected periodically and then the server can

determine the most appropriate sub-database.
3.2 Solution 2: Regression-based methodology

Beacon-assisted Training Phase: (This is the same as-Solution 1.)

Regression Lines Phase: In Fig. 1.1; we can-observe that the beacon-to-beacon vector and
beacon-to-device vector have a tendency toward positive correlation. Therefore, in this phase,
we will further use the current inter-beacon measurement to interpolate the current radio map.

We apply the following regression analysis to achieve this goal.

1. As mentioned above, the training data set is 7 = {(Ui(m), Mf.w)) | Vi; € L,Vz}. Consid-
ering each location /;, each beacon b;, and transmitter beacon by, we assume that there is
a predictive relationship like v; . = a X ; ;1 + b. Let p; = [a;,b;]7. We can put these

x-times measurements together in linear regression analysis A x p = C"

(1) (1)

1 Uik A i gk
Do | { o } = (32)
(@) b; (@)
1 Ui k i 5.k
— pj
A C

10



Then the value of p can be measured by the least-squares analysis:

p=[a, b = (ATA)ATC. (3.3)

Note that the total number of beacon b; are m — 1 and j # k. In this case, each beacon b;

will associate with its coefficients set p,.

2. However, some regression lines are not suitable for predicting the RSS, such as the verti-
cal lines, horizontal lines. Therefore, if the degrees between the regression line and z-axis
is larger than 80 degrees or smaller than 10 degrees, those data of regression lines will be

deleted.

3. For each location /; and transmitter beacon b;, we have m — 1 coefficients set p,- We
think the correlation coefficientis a geod parametric to decide which p; to be used. Here,
we use Pearson’s correlation coefficient. The cortelation coefficient between two random
variables X and Y with expected values X and Y and standard deviations oy and oy is

defined as:

b= cov(X,Y) _ E[(X - X)(Y =Y)] (3.4)
Ox0y Ox0Oy

where I is the expected value operator and cov means covariance. Therefore, we could

define p;:

COU\Vj k., Wi 5
p; = (Vi g, ,]Jﬂ)‘ (3.5)

Uvi,kaui,j,k
4. In the end, we claim the coefficients set p; by largest p; and it must be more than 0.

Note that there may not exist the coefficients set p; that its’ correlation coefficient p; > 0. (Be-
cause the location [;, all the beacon b;, and transmitter beacon b, would have lower relationship
or sometimes the signal patterns and the inter-beacon measurement have the relationship of a

11



small group, not a line.) Therefore, if we can not find the coefficients set p;, we say that is
unpredictable.

The Beacon-assisted Positioning Phase: When a device needs to determine its current
location, it measures RSSs from all beacons, denoted by vector © = [0y, s, ..., U,,], Where ¥; is
the RSS of beacon b;, 7 = 1...m. Then it submits © to the location server, which determines the

device’s location as follows.

1. The server firstly asks all beacons to measure each other’s RSS. Let the current beacon-
to-beacon vector be ji = [ﬁj,k]j:l...m,k:l...m,j;ék, where /i, is the RSS of b; measured by

by

2. The server predicts the expected radio map, denoted by V' = {v'l, Uy, ... ,v;}. For
each location [;, the server predicts_the expected radio map by the current beacon-to-
beacon vector /i and coefficients set p; (replace into U;’k = a X fij; + b). Specifically,
that is given location /; and transmitter beacon by, we could determine the expected RSS

! /

! / .
V; = [U; 1505 Uy gy -5 Uy ) DY coefficients set p;, where k = 1...m.

3. If v;,k is unpredictable, the server compares /i against the feature vector w; of each 7.
Let w; be the one such that d(/i,w;) is the smallest, where i = 1...k. In 7;, the server

determines v; .. from all the training data set at location /;, denoted by:

n @
Vi = — —
’ n

(3.6)

4. Finally, the location server can determine mobile user’s location by using formula (2.2)

to compare its real-time signal pattern ¥ against V.

Note that, avoid the short-term interference and high computation cost, the beacon-to-
beacon vector can be collected periodically and then the server can predict the expected radio

map, V', periodically.

12



Chapter 4

Simulation Results

The objective of simulation is to demonstrate how much accuracy of our localization system
surrounded with environment dynamics. We implemented the Ideal NNSS, NNSS, Clustering-
based methodology and Regression-based methodology for comparison. Ideal NNSS is an ideal
situation, that is, the environmental condition of the training phase is the same as in the posi-
tioning phase. While NNSS is the situation considered with environmental change, the envi-
ronmental condition of the training phase is different in the positioning phase. Based on the
simulation results, we discuss (1) What do the noisy environment affect the system. (2) How
many beacons do we need to minimize error distance. (3) How irregular do the beacons de-
ploy would have effect on the error distance. (4) What if the environment with the wall, how
heavily the accuracy of our scheme would be affected. (5) How long do our system cost to do

localization.
4.1 Environmental setting

Assume our simulation environment is a sensing field of size 50m * 50 m, and for each location
we train 3 samples, and we set up grid size of 1m apart from each location. The radio power
is set 15db to ensure that the interbeacon and device or interbeacon and interbeacon could
be reachable to each other. To simulate the movement of the user, we use random waypoint

mobility model with moving speed 1m/s and sampling period is 1s. In the Ideal NNSS case,

13



the environmental situation is set to dynamic change by Gaussian distribution with 0.6 standard
deviation. Consider the interference of walls, the setting of walls and the mobility path in our

simulation shows in Fig. 4.1.

50
K%) : H H i H £
=
© R nunny v
>_
20 - |
0 Il Il Il Il
0 10 20 30 40 50

X-axis

Figure 4.1: The simulated setting.

4.2 Impact of environmental noise

Environmental noise affects the parameter 7 of path-loss model, and also affects the RSS in the
RF-based localization. As a result, we want to use the beacon measures real-time environmental
dynamics to detect how greatly does the environmental noise affect. In this set of simulation,
we vary the noisy factor from 2 to 4, and the environmental dynamics change through Gaussian
distribution.

We found that in the Ideal NNSS, whose error distance is increasing when the noise factor
increased; whereas in the NNSS, whose largest error distance is 7.4m. Compare to our method-
ologies, we can reduce the error distance to Sm with the environmental dynamics and just have
more than 1m of error compared to the Ideal NNSS. In fact, we can achieve definite accu-

racy when the environment is changeful. The simulation results are shown in Fig. 4.2(a). For

14
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Figure 4.2: Impact of environmental noise

noisy standard deviation 0, our Regression-based methodology is better than Clustering-based
methodology, and their performance would properly the same when the noisy standard devia-
tion becomes larger. But in Fig. 4.2(b), we can see the CDF of Regression-based methodology
and Clustering-based methodology. From the figure of CDF, the Regression-based methodology
is better than Clustering-based methodology because Regression-based methodology is good at
handling worst case, for example, Regression-based methodology could predict the adaptive

radio map that does not exist in our database.
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4.3 Impact of number and deployment of beacons

The number of beacon in the environment would affect the accuracy of pattern-matching lo-
calization. In this set of simulation, we set up 3, 6, 9 beacons in the environment, we want to
see how many beacons do we need, and how much accuracy would increase if the number of

beacons increase.
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(a) Impact of number of beacon.
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(b) Impact of deployment of beacons

Figure 4.3: Impact of number and deployment of beacons.

Simulation results shown in Fig. 4.3(a). For Regression-based methodology and Clustering-

based methodology, we found that the performance would increase when the number of beacons
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increased. On the other hand, we set up the deployment of beacons as regularity and irregu-
larity. We want to see how heavily would the location of beacons affect the accuracy in our
system. The result is shown in Fig. 4.3(b). From the figure, we found that in Regression-
based methodology and Clustering-based methodology, we have the better performance than
the NNSS no matter what kind of deployment. But in irregular deployment, we also found that
Clustering-based methodology is slightly better than Regression-based methodology. So the

irregular deployment of beacons would have much effect on Regression-based methodology.
4.4 Impact of interference of wall

From Fig. 4.1 we can see the setting of wall in our simulation, and we want to see if the setting
would have impact on the accuracy. We have two setting about walls. Firstly, we deploy all
phases in Regression-based methodology-and Clustering-based methodology with same setting
of wall as in Fig. 4.1. The result is shown in Fig. 4.4(a). The performance of Regression-based
methodology and Clustering-based methodology are similar, and they are better than the NNSS.
Secondly, we train the radio maps with walls and without walls in the beacon-assisted training
phase, and in the beacon-assisted positioning phase we run the environment with walls and
without walls, half for each other. The reason is that if the environment with the interference
of walls , Regression-based methodology and Clustering-based methodology would choose the
adaptive radio map for pattern-matching localization. The result of CDF is shown in Fig. 4.4(b).
Regression-based methodology is slightly better than Clustering-based methodology, because
the handling of worst case in Regression-based methodology is better than in Clustering-based

methodology.
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Figure 4.4: Impact of interference of wall.

4.5 Impact of cost time

As described before, in order to reduce the online positioning time, we proposed the Clustering-
based methodology. As a result, the cost time is the measurement that we want to decrease. We
add the NNSS with all Radio Maps for comparison. NNSS with all Radio Maps means the NNSS
not only includes one radio map but also many radio maps for pattern-matching localization.
The result is shown in Fig. 4.5. The building time is the time we have to load the adaptive radio

map to our system, while the positioning time is the total time our positioning system reports
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the location to the user who runs the overall route (Fig. 4.1).

Ideal NNSS NNSS Clustering-based | Regression-based | NNSS with all Radio Maps
Building Time (sec) 0.3654 0.37005 1.5104 2.8332 3.8611
Positioning Time (sec) 2.88985 2.86435 3.0522 1.3547 31.48025
Total Cost Time (sec) 3.25525 3.2344 45626 4.1879 35.34135

Figure 4.5: The cost time of one route.

From the Fig. 4.5 we can see that NNSS with all Radio Maps has the worst performance.
Regression-based methodology is slightly faster than Clustering-based methodology, even though
the building time in Regression-based methodology is longer than in Clustering-based method-

ology. Regression-based methodology and Clustering-based methodology are about one second

slower than the Ideal NNSS and NNSS.

19



Chapter 5

Experimental Results

In this section, we will demonstrate our experimental environment and evaluate the performance
of Regression-based methodology and Clustering-based methodology. And we also compare

with NNSS.

5.1 Environmental setting

Our environment is shown in Fig. 5.1. The engineering building at second floor is our envi-
ronment, and its height and width-is 41 meters and 68 meters, separately. We trained the half
environment for 20 days and there are about 60 training locations for each day. From Fig. 5.1,

the blue points are training locations, while the red points are beacons.
5.2 Experimental results

The experimental results is shown in Fig. 5.2. Clustering-based methodology is better than
Regression-based methodology in practical situation. Because the RSS of beacons in the envi-
ronment may not be received by operator every day, it would have the effect on the Regression-
based methodology which is worse than Clustering-based methodology. But both Clustering-

based methodology and Regression-based methodology are better than NNSS in practical.
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Figure 5.2: The CDF of experimental results.
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Chapter 6

Conclusions

This work aims at the changing of environmental dynamics that might adversely affects the po-
sitioning accuracy in pattern-matching localization system. Unlike the previous works, the main
advantage of inter-beacon measurement focuses on the WiFi beacons and localization system.
There is no need for extra hardware. To reduce the adverse effect of the computing cost in the
positioning phase, we use k-means-clustering algorithm to partition the location database. Addi-
tionally, we can predict the radio:map which is not original in our database by interpolating the
regression model. Our simulation results have shown that the performance of Regression-based
methodology and Clustering-based methodology is similar, but Regression-based methodology
is better at handling the worst case than Clustering-based methodology. For the aspect of cost
time, Regression-based methodology is faster than Clustering-based methodology even though
the building time of Regression-based methodology is longer than Clustering-based method-
ology. In practical situation, Regression-based methodology is worse than Clustering-based
methodology because the RSS of beacons is not continuously received. As a whole, the error
distance of our methodologies is reduced compared to traditional non-adaptive localization sys-

tem. Besides, we found that our system only needs fewer beacons to provide good performance.
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