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Abstract

In this thesis, we introduce automatic gain control and frame synchronization
algorithm for 802.15.3c systems. Due to the big variation of received signal power
under path loss and shadowing effects the AGC.must periodic control the VGA for
whole packet with different‘control scheme. We.are.tracking the rest range of ADC
to reduce quantization neise without-ADC saturation and adaptive weight to defend
shadowing effects. ‘In | framewsynchronizer;” the training sequence has been
re-sampled at transmitter such that the <correlation’ property of conventional
cross-correlation metriergets too.worse.toestimate the' symbol boundary. A new
cross-correlation metric and. several enhance performance schemes such as trellis
search and Maximum likelihood is-applying for-boundary detection. Simulations in
IEEE802.15.3c channel model with a carrier frequency offset (CFO) of +£200 ppm
indicate that the detection error can be less than 0.1% at SNR = 6 dB.
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Chapter 1
Introduction

OFDM (orthogonal frequency division multiplexing) is an up and coming
modulation technique for transmission large amounts of digital data over radio wave;
this concept of using parallel data transmission and frequency division multiplexing
was drawn firstly in 1960s. Due to the high channel efficiency and low multipath
distortion that make high data rate possible, OFDM is widely applied in many
transmission systems, e.g. WLAN systems based on IEEE802.11 series, digital audio
broadcasting (DAB) and digital video broadcasting terrestrial TV (DVB-T).
However, OFDM also has its drawbacks. - OFDM systems are sensitive to imperfect
synchronization and non-ideal front-end_effects, leading to serious degradations of
system performance.

Motivation

Automatic gain control(AGC) Is.animportant issue to precisely control the
signal power of our received signalsto keeping the receive signals power level at the
ADC input avoid saturation-errors and minimize thesquantization errors from ADC.
But the signal power is variation under path-loss and dynamic shadowing effects.
There have been several research contributions that provide automatic gain control
algorithms, [1], [2], but they are not considering dynamic shadowing effects.
Dynamic shadowing effects would cause a significant loss of SNR if we used
conventional AGC without any scheme to defend it.

The frame synchronization design for OFDM systems has attracted a great deal
of attention from both academy and industry. Most of the proposed schemes can be
grouped into two categories: auto-correlation based algorithms and cross-correlation
based algorithms. Delay and correlation based algorithms utilize the repetition
structure of the training sequence or the guard intervals (GI) of OFDM symbols to
acquire frame synchronization [3], [4], [5], [6]. They usually are very simple and

have low implementation complexity. And known preamble cross-correlation based
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algorithms use the good correlation property of training sequences to achieve more
precise frame synchronization [7], [8], [9]. However, compared with
auto-correlation based algorithms, cross-correlation algorithms have higher
computational complexity. But all of those frame synchronization algorithms is
unable to applying in 802.15.3c system. The auto-correlation based algorithms are
always correlate with the first STS and next STS when receive signals. But the
length STS in 802.15.3c is longer than general STS in 802.11a or 802.11n. It’s cost
too many preamble to do the same things if full length STS is used. And the
cross-correlation based algorithm is a good choice because the correlation property of
cross-correlation be exist even correlation window is smaller than the full length of
STS. However conventional cross correlation metric may have a big problem that
the STS re-sampled at transmitter.. Although-the.correlation property get worse due to
partial length of STS and re-sample, but'manysscheme.ofSynchronization would still
work e.g. packet detection. But-the performanceof fine symbol timing is worse
because the error peak produced by cross-correlation under multipath-fading.
Objective

In this work we propose an Automatic -gain control“algorithm to defend the
dynamic shadowing effects, and,our algorithm can_achieve a little degradation than
with ideal AGC under shadowing effects. In-orderto improve the performance of
boundary detection which is suffer from above problem of correlation, a new
correlation metric and a Maximum likelihood function applying for boundary
detection. Simulations in IEEE802.15.3c channel model with a carrier frequency
offset (CFO) of £200 ppm indicate that the detection error can be less than 0.1% at
SNR = 6dB
Organization

The rest of this paper is organized as follows. In Chapter 2, a brief introduction
states the system description and system model. Chapter 3 describes the proposed
automatic gain control and frame synchronizer. Chapter 4 shows and discusses the

results. Conclusions are finally drawn in Chapter 5.



Chapter 2
System assumption

This chapter is going to describe complete simulation environments form OFDM

specification of IEEE 802.15.3c Audio/Visual HRP mode PHY layer which operate at
60GHz band with 1.76GHz bandwidth and channel model.

2.1 IEEE 802.15.3c Audio/Visual HRP mode Physical Layer

Specification
2.1.1 Transmitter

The transmitter block diagram in IEEE 802.15.3c proposal is shown as Fig. 2-1.
The source data is first scrambled to’prevent a-succession of zeros or ones, and then it
is encoded by convolution‘encoder with'EEP-coding mode, which is used as Forward
Error Correction (FEC).The FEC-encoded bit stream is punctured in order to support
1/3 and 2/3 rates, and the interleaver changes the-order of bits“for each spatial stream
to prevent burst error. Then the interleaved sequence of bit in each spatial stream is
modulated (to complexconstellation points); there are three kinds of modulations,
BPSK, QPSK and 16-QAM. To,transform the signal‘after modulator in frequency
domain constellations into time-domain constellations, Inverse Fast Fourier
Transform (IFFT) is used. There are 512 frequency entries for each IFFT, or 512
sub-carriers in each OFDM symbol. 336 of them are data carriers, 16 of them are pilot
carriers and the rest 160 are null carriers. Finally, the time domain signals appended to

the Guard Interval (GI) of 1/8 symbol length, are transmitted by RF modules.

Add preamble
and signal

and
preambl
e

DAC

Fig. 2-1 IEEE 802.15.3c transmitter



2.1.2 Receiver

The receiver block diagram is shown as Fig. 2-2. At the receiver, the signal
passes through VGA first which keeps the power level of signals and sampling after
ADC. Sync is used for synchronization, including find when exactly the packet start
and the OFDM symbol boundary. After that, FFT is used to transfer received signal
from time domain to frequency domain. Then the bit streams are demodulation,
de-interleaver and merge to single data stream. Finally, it is decoded by FEC which

includes de-puncturing, Viterbi decoder and de-scrambler.

Remove
preamble and
signal header

DAC

pilot and

Fig. 22 |EEE 802.15.3c receiver
2.1.3 AV HRP preamble format
AV HRP preamble“is defined-to provide interoperability. Fig. 2-3 shows the

preamble format for the AV HRP mode. Each packet contains TD-preambles and
FD-preambles for detection, channel estimation and synchronization purposes. The
TD-preamble shall be derived from an 8th-order- m-sequence after it is re-sampled

3/2 times. The TD-preamble shall occupy the time.interval corresponding to 4
OFDM symbols by re-sampling a sequence comprised of five repeated re-sampled
m-sequences, followed by a sign flipped m-sequence, and filled with sufficient
number of zeroes. The next four symbols of the preamble, 5-8, are defined in the
frequency domain. In this thesis, correlation techniques will be applicable for packet

detection, symbol boundary detection.

HRP short preamble

Short Short o Short cp long long cp long long
preamble#1 | preamble#2 preamble#6 preamble#1 | preamble#2 preamble#3 | preamble#4
-+

0.15us 0.05us 02us

2304 sampling = 4 OFDM symbol 2304 sampling = 4 OFDM symbol

HRP long preamble Data symbol

Fig. 2-3 IEEE 802.15.3c packet format



2.2 Channel model

There are many imperfect effects during transmitted signals through channel,
such as Additive White Gaussian Noise (AWGN), carrier frequency offset (CFO),

multipath, and so on. The block diagram of channel model is shown in Fig. 2-4.

Shadowing I
7 Multlpathl—b CFO SCO Pathloss I——bea—b |

= = @

Fig. 2-4 Block diagram of channel model

2.2.1 Additive White Gaussian Noise

Wideband Gaussiansnoise comes:-from many. natural'sources, such as the thermal
vibrations of atoms in antennasy“black body* radiation from the earth and other warm
objects, and from celestial sources such.as the sun. The AWGN channel is a good
model for many satelliterand deep.space.communication links: On the other hand, it
is not a good model for most terrestrial links because.of multipath, terrain blocking,

interference, etc. The signal distorted-by AWGN-can-be derived as
r(t) = s(t)+n(t) 2.1)

where r(t) is received signal,
s(t) is transmitted signal,
n(t) is AWGN.
2.2.2 Multipath
In wireless communication transmission system, transmitted signal arrives at
receiver through several paths with different time delay and power decay, due to there
are obstacles and reflectors in the wireless propagation channel, the transmitted signal
arrivals at the receiver from various directions over a multiplicity of paths. Such a
phenomenon called multipath interference. The received y(n) signals can be

modeled as



y(n) = > x(k)h(n — k) 2.2)
k=0

Where x(n) is transmitted signal and h(n) is channel impulse response.

In this work, we adopt the IEEE802.15.3c CM2 channel model as reference [10].
And it average RMS delay is 3.701(ns) and average number of taps are 32.1 which the
taps power is bigger than -46dB. The power-delay profile is shown in Fig. 2-5.

Fower delay profile

Relative power [dB]

-130

____________________________________________________

-140

100 150 200
Time of arrivallns]

Fig. 2-1 IEEE802:15.3c'CM2 power delay profile
2.2.3 Path loss and dynamic shadowing

The path loss(PL) is defined as the ratio of the received signal power to the
transmit signal power and it is very important for link budget analysis. Unlike
narrowband system, the PL for a wideband system such as ultra-wideband (UWB)
[11]-[13] or millimeter wave systems, is both distance and frequency dependent. In
order to simplify the models, it is assumed that the frequency dependence PL is
negligible and only distance dependence PL is modeled. The PL as a function of

distance is given by
PL(t,d) = PLo(d) + X (t)

(2.3)

For more simply, where PL,(d) is a constant value between -20 dB to -80 dB and
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X(t) is the dynamic shadowing fading which vibrate between -3dB to 3dB with

time variation. The vibrate period is 21 within whole packet. Assume that the
transmitted signal is s(t) and the received signal isr(t), then path loss effect can be

modeled as

r(t) = s(t)- PL(t,d) (2.4)

The signals distorted by the path loss and dynamic shadowing effects is shown as

Fig. 2-6 , Fig. 2-7 and Fig.2-8.

w10 PL model
2 T T T T
151 .
—
w
1F i
|:|5 | | | | |
a 1 2 3 4 ] &
time . 105

Fig. 2-6 Path loss model
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Fig. 2-7 TX transmitted signal
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Fig. 2-8 RX received signal




Chapter 3
Proposed Algorithm

In the standard of IEEE 802.15.3c, each OFDM packet has short preambles and
long preambles which that they can be used to estimate the signal arrival or not, or
recognize what the arrival of transmitter signal is. The received symbols are used to
propose method which calculates the correlation and symbol power determines the

suitable gain, packet come or not and symbol boundary decision.

3.1 AGC

The demand of an AGC loop intwireless systems comes from the fact that all
communication systems have.an unpredictable receiver power. That is to say, too
much gain in the receiving front-end will saturate the+ADC (Analog-to-Digital
Converter) and clip the signal but-tnsufficient gain will result in higher quantization
noise. Hence AGC at.the receiver has much relation with/ ADC and reference power
in AGC is very important parameter:” _Fig. 3-1-1.shows the=functional structure of
propose AGC scheme.  VGA  (Variable Gain. Amplifier) is a linear-in-dB gain
control circuitry. ADC is‘an analog-to-digital converter. Power calculator blocks
calculate the average power during 48 samples of preamble or 16 samples of pilot.
Ref. power calculator block calculates the rest range of ADC such that the ADC
would get full swing. Weight block calculate the previous gain error cause by

dynamic shadowing effects.

DAC
Ref. Gain
—> Power calcullator | Weight «—{ Buffer
calculator T
Signal Pilot
—*  power power
calculator calculator A G C
S | ADC S FFT Channel D -
> yne equlization SO

Fig. 3-1-1 Block diagram of AGC



The state transition diagram implemented physically for the AGC is shown in Fig.
3-1-2. There are several control schemes in different level of packet and each state

will introduce as below.

Set minimum

Initial gain

control Out dynamic range of ADC

Suitable gain

A
Noise gain Packet come =0
control

Packet gome = 1
N

Preamble gain Preamble end =0
control

end=1

Preambl|

Pilot gain
control

Fig. 3-1-2 AGC flow chart

3.1.1 Initial gain control

Initially, the received signal power must be adjusted at a suitable level, because
the received signal could not be over the detecting range of ADC, the real packet
information will be truncated by ADC and cause the saturation that correlator could
not clearly produce correct result. For quickly justifying the VGA gain, the
samplings power is used by AGC to do a large scale adjustment in VGA linear range.
The concept of adjust algorithm in initial gain control is binary search, which bounds

is between minimum and maximum of VGA linear range. Search until signal power
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is in ADC detection range then change state to noise gain control level or preamble

gain control level depends on whether packet comes or not.

3.1.2 Noise gain control

After signals power is in ADC dynamic range, the correct VGA gain that we
want can directly calculate by current samplings power and ref. power we predefined.

The ADC samplings power is used by AGC and the formula is

G'=G -10-log,, (Pl) (3.1.1)

ref

Where G and G’ are current VGA gain and next VGA gain respectively. S is
sampling power and D is desire sampling. power defined as the signal power value
with ADC five percents swing. - We-adjust VGA.gain to keep the received signals at

five percent swing of ADC to achieve-low power and aveid.saturation.

3.1.3 Preamble gain-caontrol

Ones the packet is_coming the concept of adjustment is.the same as noise level
but we want to reduce the guantization noise so'we must/let'the ADC get fully swing
as possible as we can. In this/state the desire. VGAgain can be calculated by current

signal power and ref. signal power. And the formula can be express as

' P
GVGA = GVGA _10'|0910 (_)
Pref (312)

Where G,, and G, are current VGA gain and next VGA gain respectively. P is

current signal power and P

ref

is desire signal power which is update each block

period and the initial value of P

ref

is defined as the signal power with ADC fifty

percents swing.
Due to the channel or some non-ideal front-end effects, P is update by

accumulating the biggest one between absolute value of real (in-phase) and imaginary
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(quadrature-phase) components to avoid the biggest components out of ADC range.
The current signal is update the reference signal power at next adjusted period such
that ADC would be fully swing without saturation. The formula of the update of

reference signal power is
' I(r(t
Pref = Pref * abS(mGX{_rea (r( )) }j/ S
imag(r(t))

Where P and P is next reference signal power and current reference signal

(3.1.3)

power respectively, and S is the sampling value with eighty percent swing of ADC.

3.1.4 Pilot gain control

Basically here is used average power ofpilot t0 adjust VGA gain , however,
owing to the size of FFT.15'512 point, we regard the size of adjustment period as
symbol period, that is VGA gain-control period is equal to FET period. But it’s hard
to use the gain error obtained by previous-symbol to adjust next symbol gain under
dynamic shadowing effeects. In order to“adjust gain more precise, adaptive weight is
used. Initially, we calculate the gain error from first two symbol and the formula of

gain error calculation defined as
E: =10l0g10 (R, / Per ) (3.1.4)

Where P and P is mean power of pilot from current data symbol and desire

average power of pilot respectively. And the next symbol VGA gain is calculate by
G, =G -W-E (3.1.5)

Where G, and G,,, are current VGA gain and next VGA gain respectively. And

t+1

the weight W is calculate by previous two gain difference E, andE,,,, the formula

can express as

E
G, =6 -1+ Et

)E,
t-1 (3.1.6)
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Although we adjust VGA gain by using adaptive weight to get more precise, the

performance is still loss if the dynamic shadowing effect is too worse.

3.1.5 Packet detector
The OFDM Short preambles have been designed to help the detection of the start

of the packet. These preambles will enable the receiver to utilize a very simple and
efficient algorithm to detect the packet. The general approach was presented in
Schimdl and Cox [5] using the special preamble composed of two identical symbols
to synchronize the timing. But it needs two consecutive identical preambles in their
detection algorithm and the short preamble is too long in 802.15.3c that will cost too
many samples to do the same things, so-the-cross-correlation based algorithm is used.
Considering the sampling rate is fast, so.the parallel cross correlation with block of
sampling shift is used instead of conventional eross correlation with sampling shift.
The OFDM short=training symbol r(t) are used for the packet detector. The

parallel cross-correlation Pattern is/defined by

QU)o PQT  PQ) P@ = =i o P(B#2) WP(B-1) P(B) |
Q,(k) PNy PO P - - P(B<3), P(B-2) P(B-1)
Q(k) P(N=D P(N) P():- - P(B~4) P(B-3) P(B-2)
Qk)=|: =
QLK | |P@ PGB  P®6)- - - P(B+1) P(B+2) P(B+3)
QLK) | |P@ P@) PE)- e P(B) P(B+l) P(B+2)
_QL(k) | _P(Z) P(3) P4)-- - - P(B-1) P(B) P(B +1) ] (317)
And the parallel cross correlation function d(t,w) is
L-1 2
du (t) =Y r(t+k)Qu ()
k=0 (3.1.8)

Where r(t+k) is the received signal, P(k,w) is the ideal pattern, d.(t) is

the cross correlation power between received signal and STF of transmitter and L is

the length of sampling used in packet detection.
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And the conventional decision algorithm is defined as below.

max(d,,(t))/S >TH, => packet present.

max(d,, (t))/S <TH, => noise present.

Where TH, is the threshold which we pre-define and S is signal power, if the

peak power of parallel cross correlation power over signal power is bigger than the
threshold TH,, we determine the packet is coming, or the received signal is still
noise.

Unfortunately, there are some problem is that the AGC will not keep the full
swing of ADC before packet comes. AGC will fix the noise power at 5% swing to
achieve low power and avoid .saturation -when ‘signal comes suddenly. But we
couldn’t predict signal power.via noise and we still need to wait the result of packet
detector even if the signalalready-comes.” The worse case:is that the signal occupies
low swing of ADC so the quantization noise increased.

To solve the problem mentioned above, we take two thresholds TH, and TH,
in packet detector.  If we want there is no false=alarm occurs, the threshold setting is

shown as Fig. 3-1-3 which _is,simulation on 6 bit ADC and 48 sampling length

cross-correlation windows.  TH, “is the same as. TH,, and TH, is quite lower than

TH.. And the decision algorithm is

1"

Casel: max(d,, (t))/S, >TH, => packet present.

Case2: max(d,, (t))/S <TH, & max(d,, (t))/S>TH, =>AGC adjust to high swing
regardless of signal or noise presence.

Case3: max(d,, (t))/ S, <TH, => noise present.

We insert a case2 between conventional casel and case3 to adjust the receive signals

14



to high swing regardless of signal or noise when case2 occurs. Then the next block
of signals after AGC adjustment is not satisfy casel, the AGC will return to noise

level again circularly until packet present.

D.DSS 1 T L) L) L) L) L) L) L) -)
—O—80% swihg signal(min value in 1000 packet) {
0051 —&— 10% swihg signal{min value in 1000 packet) []
—8B— noise(max value in 1000 packet)
0.045 7 ]
~ 004
2
3 0035
c 0
2
g 0.03
=
O

0.025
0.02
0.0159

q
0‘01 1 1 1 1 1 1 1 1 1
5 . .
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3.2 Boundary detection

Trellis
search

ML
function

| Correltion

CFO
cancelation

CIR
aquisition

A 4

Fig. 3.2.1 Block diagram of boundary detection
The proposed algorithm has 3 steps to estimate symbol boundary of receive signal:
1. Use cross correlation to determine’symbol boundary depend on correlation output.
2. Sequential search the symbol“boundary by three carrelation outputs during three
blocks of sampling shift.
3. CIR(channel impulse “response) acquisition by ' correlation output and
ML(maximum likelihooed) function Is used to determine the final symbol boundary
with CFO cancelation.

3.2.1 Parallel cross correlation

Correlation is a mathematical tool-used " in . signal processing for analyzing
functions or series of values, such as time domain signals. Correlation is one of the
most common and the most useful statistics. To detect the symbol boundary
correctly, the cross-correlation is the correlation of two different signals to determine
symbol boundary currently. But the TD-preamble is been re-sample at transmitter in
802.15.3c so it wouldn’t get good correlation property if we use conventional cross
correlation pattern. Here, we propose a new parallel cross correlation metric which
has better correlation property. At the receiver, the received signal of TD training

symbol becomes

r(t) = (h(t) ®s(t)) - e’ + N(t)
(3.2.1)
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Where N is the complex AWGN, h(t)=[h0,hl,-~-,hLm]T IS a vector containing

Ts-spaced samples of the channel response, s(t) is the t" element in training

sequence. We will separate the receive signals r(t)to three segments, R;, R, and

R; .Which is defined as below

correlation buffer

(@)
S
%" Separator
oy R3
s3 s6 s9 s96
Fig«3.2:2 Signal separator
B-1
R = )Jrit+3-k+k)
k=0 (3.2.2)

: : ! L B .
We first defined the parallel cross correlation pattern Ex 3 matrix as

QK | [ PO  PE PG P(B-4) P(B-2) P(B) |

Qi(k) P(N) PQ) PE-- - P(B-6) P(B-4) P(B-2)

Q, (k) P(N-2) P(N) P@)-- - - P(B-8) P(B-6) P(B-4)
Qk)=|: =

QL_4(k) P(7.) P(9). P(il) -------- .-P(B.+2) P(B.+4) P(é+6)

QLK | |PG) P@)  P@)- o P(B) P(B+2) P(B+4)

Q) | [P@ PE P P(B-2) P(B) P(B+2)]

(3.2.3)
Where P is the ideal training sequence before it is re-sampled, L is the length

of training sequence and B is the length of correlation window. And the parallel

cross correlation function is
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k=0 (3.2.4)

Cross
correlation b

Known
training
sequence

Q

Fig. 3.2.3 Parallel correlator

The concept of this correlation metric-1savoid. to'use the sampling which is been
re-sample at transmitter.4, S0 we-would estimate symbolsboundary index by d, .

and the formula is

Symbol._.. —argmax{d
y index g L,W{ L,w} (325)

3.2.2 Trellis search

But it’s not precise enoughwif we only do parallel cross correlation one time
under channel effects. So we do/the parallel cross correlation for K times and
defined a search rule to estimate symbol boundary. Then we check the solution by

collecting the K sets of parallel cross correlation value during K block of sampling
period. We denote each index of correlation pattern refer to a sample index as d, ;.
Where 1 is one of three segment of signals separation, j is the index of correlation

patterns and k is one of kth block of sampling shift. And we only consider Z

correlation outputs which the correlation power is bigger than the other correlation

outputs in each correlation block. And the d;;, —>d is allowable state transition

I,m,n

if J—i+B=m-I and n=k+1 just like Fig. 3.2.4. With applying the allowable

state transition rule, the survivor paths { p;‘} with K history length can be expressed
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as

k A
py =g p=> > d(',m’MK—l) (2:5)

K1 K2 K3

i=1 i=3
j=30 l j=234 l—’
Survival

path
—>

maXx

i=3
j=197

i=2
j=222

i=3
j=195

j=310

=

min

Fig. 3.2.4:Trellis.diagram
And the each different survivor-paths are our-candidates of the symbol index.
We determine the final‘result by the summation of correlation‘power with three blocks

correlation results. And-which symbolindex contains the maximum correlation value

is the best option in the set of {p:(}

3.2.3 Maximum likelihood

Although we used parallel cross correlation and trellis search to find the best
option of symbol boundary. But the performance isn’t good enough, due to bad
correlation property in re-sampled training sequence. So we propose a method based
on ML after trellis search. First, we found the CIR corresponds to each pattern from

parallel cross correlation result.  And the formula could be express as

L-1
z Mk Pk
k=0

L-1
z pn,k pn,k
k=0

Tn =

(3.16)
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But it is sensitive under CFO effects, so we must do CFO cancelation first to avoid
CFO effects. We already have correlation output of each pattern from previous
parallel correlation so we choose the pattern index j which has maximum correlation
power in trellis survival path. Then we could divide the correlation between each
block of sampling shift cross-correlation output. And the formula is shown as

below:

L—

j27 fa (D+k)T, *
r e . ° pD+n,k z rD+k pD+n k
k=0 ejQZZfA(D+k)T5—j27rfAkT

L1 . L 1
f e;zmkn Pouk M P k (3.17)

=0

=~
=

=0

Then we could get the CFO information-by the angle.difference from z.

f - 1 tan_l(lmage(z)
27DT, real (z) (3.18)

Fig 3.2.5 shows the Mean absolute ‘error.of CFO estimation. This CFO estimator may
be not precise than general CRO estimator which used repeated symbol structure due
to it suffer from inter symbol-nterference caused.by multipath fading. But it is precise

enough to do the CIR acquisition and maximum likelihood function.

mean ahsolute error

0 5 SNR

CFO
Fig 3.2.5 Mean absolute error of CFO
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After we get the CFO information by previous estimation method, the CIR acquisition
by cross-correlation could consider the rotation caused by CFO to get more accuracy.

The formula of CIR acquisition would become

L-1
Z Mk Pk
k=0

L-1

27 KT *
D paie’ T p,
k=0

Tn =

(3.19)

Although the taps correspond to each pattern is known but the absolute position of
each taps in CIR is unknown. Only relative position of each taps is obtained by
pattern index order and it shown.as Fig. 3.2.6. In order to.recovery the original signal
to make maximum likelihood function correctly, we.must find the initial tap in CIR.
So we defined matrix 'H by the channel taps-with cireular shift that we get from
correlation and matrix=P" which is the pattern sequence corresponds to the each

channel taps.

CIR
1

ool ——ideal CIR
. estimate CIR
o8 | shift i

0.7 4

06F &
05¢ .

magnitude

0.4F¢ 1

< :A T
0.1

| g, J _
3 JP\’"\/XN'\ o Ml / "U,_ﬁﬁ{gd \: U‘ L'KJB&&"'" _,\_,«W\ A Jl(\uf’."kﬂ]}l._,\,J\J\ﬂ

0 50 100 150 200
time

03f

02¢

Fig.3.2.6 CIR acquisition
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h] :{-I-k aTkH y "t ,Tk+n7] } h] En Sn_l En_z ::: El
h = — ,T ,"',T +n— h " " - )
2 =T Ty o2 b %y P s o pos|=P
hn:{T—n+1T—n+ ,-",T } h . | | | |
Ken+1y Tken+2 k 3 | P Pn Pra -0 P2 | (3.20)

And another ML function which is used to find the correct CIR is defined as below
L
he =argmin(}_ rc — (HP); e’ )

! k=0 (3.21)
When the correct CIR is determined, we could check the symbol boundary candidate
which is produce by previous trellis result. We defined a mask matrix corresponds to
each symbol boundary candidate and.a ML function to get the final decision about
symbol boundary.

L-1
m =arg max(P) fi — (MhsP,) e Z74T). " etrellis candidate
i par (3.22)

Where M is a mask mairix correspond to-each trellis candidate that we want to make
decision from them. So.the symbol:boundary _t corresponds to minimum value m
in trellis candidate is the best eption of the symbol boundary. But it is obviously that
the complexity of those matrix‘computations-in ‘ML function is high, so we must
reduce it complexity without performance loss in symbol boundary decision.
Fortunately, the second ML function could be reduce as follow

L-1
Zrk _((Mthc) Pn)kejanAkTs )

L1 _
arg mln( Z h — (Tt pn,k)ejzkaS
‘ =0 (3.23)

) = arg max(
k=0 t

The right term of equal symbol is mask the taps correspond to trellis candidate then
find the maximum value produce by ML result and the left term of equal symbol is
only consider the taps correspond to trellis candidate then find the minimum value
from ML. Under this formula derivation, the first ML which is used to find correct
position of each taps in CIR is unnecessary because we only need to know which taps

correspond to the which pattern index. As mentioned above, we could get some

22



complexity reduction to make this method more feasible. Table 3-1 shows the

complexity derivation as mentioned above. Original ML means the original concept to

do boundary detection and we could reduce the complexity by equation 3.23 and

finally combine trellis result to reduce the region of detection.

Original ML ML reduction Combine
coarse detect
Parallel
32*128*3(multiplication)
Cross
. 31*128%*3(addition)
correlation
CIR acquisition
383 383 6
(division) (division) (division)
Initial 383%383%288
taps (multiplication)
0 0
acquisition 382*288
(addition)
ML function 383*382*288 383*288 6*288
(multiplication) (multiplication) (multiplication)
383*288 383*288 6*288
(addition) (addition) (addition)

Table 3-1 Complexity analysis
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Chapter 4
Simulation

The simulation results for AGC, packet detection and boundary detection algorithms
are shown in this chapter. MATLAB is chosen as simulation language, due to its
ability to mathematics, such as matrix operation, numerous math functions, and easily

drawing figures. And the parameters are shown in Table 4-1.

Parameter Value
Modulation 16 QAM
Coding Rate 2/3

PSDU Length 1024 Bytes
Packet No 2000

FFT size 512

width and depth-of ADC | 6 and 8

Path Loss -20dB t0-80dB
Shadowing vibrate 3dB

Channel Model

IEEE802.15.3¢c CM2

RMS delay spread 4 ns

CFO 40ppm

SCO 40ppm
Equalization Zero-Forcing

Table 4-1 Simulation parameter

4.1 AGC

Fig. 4-1 and Fig. 4-2 are the signal of VGA inputs and the signal of ADC outputs
respectively. The signal is suffer from path loss and dynamic shadowing effects so
the input signal will be very small and vibrates in time. After AGC control we could
see that the signal of ADC outputs is more stable and keep in the dynamic range of
ADC. At the noise level, AGC would let VGA achieve low power and avoid signal

saturation when signal comes suddenly. At the signal level, AGC would track the

rest range of VGA to get stable without saturation by 96 samplings.
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Fig. 4-1 VGA input signal

After AGC
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Fig. 4-2 ADC output signal

Fig. 4-3 shows that the propose AGC adjustment result compare with desire
VGA gain when shadowing period 211 within whole packets when SNR is 10dB.
AGC would track the shadowing effects such that the adjustment of VGA to form a
sine wave. Although there are a little gain errors caused by AWGN effects but it still

in acceptable region.
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Fig. 4-3 Adjustment of VGA

Fig. 4-4 shows the performance of the proposed packet detection algorithm.
It’s Simulation in 48 sampling length as-correlation windows. TH, and TH,
Is set 0.035 and 0.0325, as Fig. 3.1.3. We-evaluate the performance of the
algorithms by plotting the-packet detect error rate.against the SNR. Packet
detection error rate means the-number of packet detection error over the number
of transmitted packets and misdetection means we detected the packet over 96
sampling of eachpacket when packet comes. Packet detection error includes
false alarm and misdetection. . On the Fig. 4=4, this approach would lower the
quantization error to improve.the performance.of packet detection.

. SMR ws packet loss rate
1D- T T T T T T T T

m —+H— one threshold
—&— double threshald |]

0k ;

packet loss rate

10

1|:| 1 1 1 1 1 1 1 1
Fig. 4-4 Packet loss rate
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Next we compare the performance between propose AGC and conventional
AGC algorithm [1][2] which is constant reference power and without adaptive weight
on the Fig. 4-5. When dynamic shadowing effects is 2x, the propose AGC is 0.8dB
loss in SNR compare with ideal AGC at PER 1% and the conventional AGC is 2.6dB
loss in SNR compare with ideal AGC. The propose AGC gain 1.8dB in SNR under
dynamic shadowing effects. Regardless of propose AGC or conventional AGC the
performance will get worse when dynamic shadowing effects become worse. But
the resistance of dynamic shadowing effects is more obviously between them. There
is 3.5dB loss of SNR at PER 1% between propose AGC and conventional AGC under

dynamic shadowing effects is 2.5m.

PER vs SMR
I

2] —w—Ideal AGC
Conventioal AGC shadowing 3pi(5128us)
Conventioal AGC shadowing 2.5pi(5637us) ]
—6&— Conventioal AGC shadowing 2pi(6354us)
T, . | ——B-- Propose AGC shadowing 3pi(5128us)
TV . . B[ ¢ Propose AGC shadowing 2,5pi(5637us) H

el I —e— Propose AGC shadowing 2pi(6354us)
) T T T 7 T

PR ey L

PER

|
16 17 18 19 20 21 22 23 24 25

Fig. 4-5 PER of AGC for different level of shadowing effects

4.2 Boundary detection

The settings of the proposed boundary detection are B=96, Z=6, K=3. We
evaluate the performance of the algorithms by plotting the Boundary error rate against
the SNR. The Boundary error is defined by sample offset is over two or more samples.
The correct symbol boundary of OFDM symbols can be tolerant of +1 sample offsets.
Fig. 4-6 shows the performance of the proposed algorithm and conventional cross

correlation metric reference as [7][8]. And Fig. 4-7 shows the estimated position with
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respect to ideal position at SNR=5.
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Fig. 4-6 Boundary error rate of different detect method
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Fig.4-7 Estimated Position

28



The conventional correlation metric isn’t work in this platform due to bad
correlation property. And the propose correlation metric would improve the
performance but isn’t good enough and we could get much better performance to
achieve less than 0.1% at SNR=6. Fig. 4-8 shows the boundary error rate in the CFO
range of £400 ppm. The results indicate that the synchronization performances
degrade insignificantly if CFO is less than £200 ppm. The high CFO resistance also
means the proposed synchronizer being well-suited to most wireless standards without
pre-compensation of frequency errors

Bound Error rate vs SMR

10 o] =——w—ShR =-1 [F::zC
I &= SNR=1 [
~&-SNR =3
p —r—SNR=5
10°F f|=-4m- SNR= przzIIIETIsciReRL

Bound Error rate

.....

10
-400 -300 -200 -100 o 100 200 300 400

Fig. 4-8 CFO tolerance of Boundary detection
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Chapter 5
Conclusion and Future Work

5.1 Conclusion

In this thesis, we introduce automatic gain control and frame synchronization
algorithm for 802.15.3c systems. The path loss and dynamic shadowing effects
could be solved by AGC with several schemes to prevent saturation or suffer high
quantization noise from ADC and get only 0.8dB loss compare with ideal case. And
the propose frame synchronizer could work well on 802.15.3c system by combine

cross-correlation and ML method.

5.2 Future work

The performance of AGC still get relative loss.of SNR-under dynamic shadowing
effects get worse, so it must need-more complex calculation to approach the behavior
of shadowing effects.

The trend of wireless broadband<communications 'had created the need of
frequency-domain front-end receivers “that="can relax. the analog-to-digital
requirements and benefit the suppression of narrow band interference. The concepts

of this work would try to translate from-time-domain to frequency domain.
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