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ABSTRACT

An automatic house-layout construction: system via vision-based autonomous
vehicle navigation without human_ involvement is propoesed. The system can be used
to acquire the floor layout wof an empty room, which consists of mutually
perpendicular wall lines as well as shapes of flat objects like doors and windows.

To achieve acquisition of environment images, a-new type of omni-directional
camera is designed, which consists ‘of two omni-cameras aligned coaxially and back
to back, with the upper and lower cameras taking respectively images of the upper
and lower semi-spherical spaces of the environment. The pano-mapping approach is
adopted to compute 3-D depth data of space feature points using the upper and lower
omni-images taken by the proposed imaging system.

The proposed automatic house layout construction process consists of three
stages, namely, vehicle navigation by mopboard following, floor layout construction,
and 3-D graphic house layout display. In the first stage, vehicle navigation is
conducted to follow the wall mopboards in a house. An image processing scheme is
applied directly on the omni-image to extract mopboard points. Then, a pattern
classification technique is proposed to classify the points in two perpendicular groups,



which are then fitted by lines using an LSE criterion. Such mopboard edge lines are
used to represent the walls including the mopboards.

In the second stage, a global optimization method is proposed to construct a floor
layout from all the mopboard edge lines in a sense of minimizing the total line fitting
error. And in the last stage, doors and windows are detected in an offline fashion from
the omni-images taken in the navigation session. The data of the detected door and
window then are merged into the mopboard edge data to get a complete 3-D data set
as the house structure, which finally is transformed into a graphic form for 3-D
display from any viewpoint.

The experimental results show that the constructed floor layout is precise enough
with an approximate average error.of 3%, and that automatic vehicle navigation may
be repeated successfully to construct graphic house layouts. These facts show the

feasibility of the proposed approach:.
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Chapter 1
Introduction

1.1 Motivation

The study of autonomous vehicles or mobile robots has become one of the most
popular research topics in the world in recent years. Related applications of the
autonomous vehicle have been developed intensively by many researchers to help
human beings in various areas of automation. Among these applications, vision-based
vehicles are especially useful in human environments for carrying out routine but
important works like security patrolling, unknown environment navigation, dangerous
condition exploration, etc.

There are many empty pre-owned -houses with uncertain interior space
configurations, and a house agent may want to obtain the layout of each empty room
in a house in advance before getting the house ready for sale. It is inconvenient and
sometimes dangerous for the house agent to measure the house layout line by line and
room by room by hand. Besides, this task usually includes measurement of the
positions of doors and windows in rooms, which might be so numerous that the task
becomes too time-consuming to be endurable. A possible way out is to conduct the
task automatically without human involvement!

In order to achieve this goal, the use of a vision-based autonomous vehicle
system is a good choice. In this study, it is desired to design an autonomous vehicle to
possess an ability to navigate by mopboard following in an unknown empty room

space and acquire automatically during navigation the information of the room layout



and the structures (positions and heights) of the doors and windows in the room. This
is feasible because most houses have mopboards at the roots of the walls. Use of the
mopboard for vehicle guidance also simplifies the design of the vehicle navigation
work for solving the above-mentioned automatic house-layout construction problem.

In addition, if we equip the vehicle with a traditional projective camera which
has relatively narrow fields of view (FOV’s), unseen areas by the camera often appear.
This is not the case if an omni-directional camera (or simply, omni-camera) is used
because the FOV of an omni-camera is much larger, covering a half sphere of the 3-D
space around the camera. Therefore, it is desired in this study to equip the vehicle
with omni-cameras to take wider views of house spaces for automatic house-layout
construction as described above.

Moreover, to obtain 3-D.information of the room space which is required for the
above purpose, we use in this study two catadioptric.omni-cameras attached together
in a bottom-to-bottom fashion, forming a two-camera omni-directional imaging
system, as illustrated in Figure 1.1 (a). The two omni-cameras cover respectively the
upper and lower semi-spherical FOV’s simultaneously around the autonomous vehicle,
corresponding to the floor and the ceiling scenes, as shown in Figures 1.1(b) and
1.1(c). In this way, much more room space information can be acquired at a time
without moving the cameras around the entire room space at many spots, which is
necessary when a traditional projective camera is used, to get a full coverage of the
3-D space of the room.

When a vehicle navigates by mopboard following in a room space, the
mopboards used for vehicle guidance may belong to different adjacent walls, and so
the vehicle is likely to get confused in deciding which wall should include an
extracted mopboard edge point. As a result, the vehicle is unable to know the
distances between walls and itself in its moving direction. By classifying the
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mopboard edge data as done in this study, this problem can be solved. Consequently,
the vehicle not only can make appropriate control of itself, but also can gather desired

environment space data correctly.

(b) ()
Figure 1.1 Two catadioptric omni-cameras connected in a bottom-to-bottom fashion into a

single two-camera omni-directional imaging system used in this study. (a) The two-camera
imaging system. (b) An acquired image of the floor using the lower camera. (¢) An acquired
image of the ceiling using the upper camera.

After a navigation session is completed, it is desired to construct an indoor
environment map using the collected image information of the walls. Furthermore, it
is also hoped that objects such as doors and windows on the walls can be found out
with their positions estimated. We have also tried to solve these problems in this

study.



As a summary, the objective of this study is to design a vision-based automatic
house-layout construction system equipped on an autonomous vehicle system with the
following capabilities:

1. navigating automatically in an unknown indoor room space by mopboard

following;

2. analyzing environment layout information consisting of wall positions

extracted from acquired omni-images;

3. estimating the positions of the windows and doors on the walls;

4. constructing a 3-D space layout of the indoor room space; and

5. drawing a graphic representation of the layout which can be viewed from any

perspective directions and. used- for simulation of interior design for each

room.

1.2 Survey of Related Studies

To achieve the goal of automatic house-layout construction by vision-based
autonomous vehicle navigation via mopboard following as mentioned previously,
object localization for estimating mopboard positions is required. Various visual
sensing equipments such as cameras and ultrasonic sensors were used to acquire the
3-D information in the vehicle surroundings in the past studies [1-4]. For depth
information estimation, the most common stereo matching method may be used,
which is based on the triangulation principle to obtain the relation between a 3-D
point and multiple cameras, but matching of corresponding points between images is
often a difficult problem in this approach. Use of the laser range finder together with
conventional imaging sensors were also used frequently [5-6]. However, the laser

range finder has a drawback, that is, it can only scan a 2D plane at a specific height.



Jeng and Tsai [7] proposed a space-mapping method for the omni-camera image,
which can be used to estimate the location of an object.

In this study, we propose a method which is based on two concepts. The first is
the use of the triangulation principle to measure depths of objects (i.e, their ranges).
The other is the use of the space-mapping technique proposed by Jeng and Tsai [7] to
get the location for a concerned object. In this way, we can estimate the positions of
objects on the floor and walls in a room.

Autonomous vehicles or mobile robots usually suffer from accumulations of
mechanical errors during navigation, which cause inaccurate measures of the moving
distances and orientations yielded by the odometer in the vehicle. Many methods have
been proposed to correct such errors. Chiang and Tsai [8] proposed a method of
vehicle localization by detecting.a house corner. Wang and Tsai [9] proposed a
method to correct the positionvand direction of a vehicle using omni-cameras on a
house ceiling. Chen and Tsai [10] proposed a mechanical error correction method by
curve-fitting the erroneous deviations from correct paths. In this study, we utilize the
curve-fitting method proposed by Chen and Tsai [10] to correct the positions of the
vehicle and use the edge information estimated from images to correct the direction of
the vehicle.

Analyzing the omni-images taken by different types of camera is an important
topic. Kim and Oh [6] proposed a method for extracting vertical lines from an
omni-image with the help of the horizontal lines generated by a laser range finder. Wu
and Tsai [11] proposed a method of approximating distorted circular shapes in
omni-images by ellipses. It is always desired to construct a map for an unknown
indoor environment so that more applications can be implemented. For example,
Biber et al. [12] proposed a method for guiding a robot security guard. They
calculated the 3-D geometry by a laser range finder and a graph-cut stereo inference
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technique to build the 3-D model of an environment. Kang and Szeliski [13] proposed
a method to extract directly 3-D data from images with very wide FOV’s. The goals
of this method are achieved by producing panoramas at each camera location and by
generating scene models from multiple 360° panoramic views. Meguro et al. [14]
presented a motion-stereo device which combines the GPS/DR with omni-directional
cameras to rebuild a 3-D space model. This method provides high precision in
calculating the distance to far-away objects. However, the running time of the stereo

matching process is too long to wait.

1.3 Overview of Proposed System

The goal of this study is to-design a-system for automatic house-layout
construction in an empty indoor room-space using a vision-based autonomous vehicle.
It is assumed that the adjacency walls in the room are perpendicular to each other.
Most houses are of such a‘type of layout. In-order to achieve this goal, the system
needs not only a capability of automatic navigation but also a capability to acquire
environment information automatically. For the vehicle to have such capabilities, an
imaging device with two vertically-aligned omni-cameras connected in a
bottom-to-bottom fashion is designed in this study, which will be described later. With
the environment information collected from the taken images, a method for
constructing a 3-D house layout in graphic form by estimating the locations of
mopboard edges, doors, and windows is also proposed. A rough flowchart of the
proposed system is illustrated in Figure 1.2.

The system consists of three major phases: setup of the imaging system, vehicle
navigation by mopboard following, and 3-D construction of room space, as described

respectively in the following.



(1) System setup ---

The setup of the system includes space-mapping calibration and mechanic
error correction. For camera calibration, we establish a space-mapping table for
each omni-camera by finding the relations between specific points (on a
specially-designed calibration object) in 2-D omni-images and the corresponding
points in 3-D space. As a result, the vehicle which carries the imaging system has
the abilities to estimate the distances between the vehicle and an object (the
mopboard here) utilizing the omni-images. Mechanic error correction is an
important task because the mechanic errors of an odometer usually will led to
wrong control instructions and inaccurate vehicle localization information. We
also propose a mechanic error correction technique to deal with this problem.

(2) Vehicle navigation by mopboard following =--

Mopboard positions' are essential for vehicle navigation in this study.
Therefore, we propose amethod to detect mopboard edges from omni-images, and
estimate relative mopboard positions with respect to the vehicle by using the
space-mapping table mentioned above. When the vehicle navigates, the mopboard
edges are also used to adjust the pose of the vehicle to keep its navigation path
parallel to each wall. The vehicle system is designed to record the environment
data during navigation. After the navigation session is completed, a floor-layout
map is created according to the collected mopboard edge data by using a global
optimization method for mopboard edge line fitting.

(3) 3-D construction of room space ---

Only creating a floor-layout map is insufficient for use as a 3-D model of the
indoor room space. The objects on walls such as windows and doors must also be
detected and be drawn to appear in the desired 3-D room model. In this study, we
also propose methods for detecting and recognizing the doors as well as windows

7



on walls in the upper and lower omni-images (taken respectively by the upper
omni-camera and the lower one in the proposed two-camera omni-directional
imaging system), locating them in the 3-D space, and drawing them in the final

3-D room model in a graphic form.

Space mapping calibration
and mechanic error correction

A

Calibration of vehicle position - Mopboard detection <

/

Environment

Navigation information

A

Detection of doors and L
windows

Room space map construction |«

Figure 1.2 Flowchart of proposed system.

1.4 Contributions

The major contributions of this study are listed as follows.

1. A technique for finding the focus point of a hyperbolic mirror used in a
process of creating a space-mapping table is proposed.

2. A method for detection of mopboards in omni-images is proposed.

3. A method of using a look-up space-mapping table to estimate the positions
of mopboard edges in omni-images is proposed.

4. A pattern classification technique that can assign each extracted mopboard



1.5

edge point correctly to the wall adjacent to the mopboard is proposed.

A strategy for vehicle navigation by mopboard following in an unknown
indoor space with a pattern of mutually-perpendicular mopboard edges is
proposed.

A global optimization method for constructing an indoor floor-layout map
using extracted mopboard edges is proposed.

A method for retrieving accurate 3-D data from different omni-images taken
by the two-camera omni-directional imaging system subject to the
floor-layout map is proposed.

Methods for detecting and recognizing the doors as well as windows on

walls from different omni-images are proposed.

Thesis Organization

The remainder of this thesis is—organized as follows. In Chapter 2, the

configuration of the proposed ‘two-camera omni-directional imaging system and the

principle of automatic 3-D house-layout construction are described. In Chapter 3, the

proposed techniques for space-mapping calibration of the omni-cameras and for

mechanic-error correction are described. In Chapter 4, the proposed methods for

mopboard detection and the proposed strategy of vehicle navigation by mopboard

following are presented. In Chapter 5, the proposed methods for room space

construction and analysis of environment data in different omni-images are described.

Experimental results showing the feasibility of the proposed methods are described in

Chapter 6. Conclusions and suggestions for future works are included finally in

Chapter 7.



Chapter 2

Principle of Proposed Automatic 3-D
House-layout Construction and
System Configuration

2.1 Introduction

For indoor 3-D house-layout construction, the use of a vision-based intelligent
autonomous vehicle is a good idea because it 'can save manpower and the vision
sensors on the vehicle can assist navigation and localization. Besides, the vehicle can
also gather indoor environmentinformation with its mobility.

In the proposed system, we ‘equip the vehicle with two catadioptric
omni-cameras which have larger FOV’s, each covering a half sphere of the 3D space
around the camera. The two omni-cameras are connected and vertically-aligned in a
bottom-to-bottom fashion, form a two-camera imaging device, and are installed on the
vehicle. In such a connected fashion, the imaging system covers the upper and lower
semi-spherical FOV’s simultaneously so that the images of the floor and the ceiling
can be captured simultaneously. With this imaging system, the vehicle can navigate
and collect desired information in indoor rooms. Related control instructions of the
vehicle and communication tools are also developed in this study. The entire system
configuration, including hardware equipments and software, will be described in
Section 2.2,

In order to use the vehicle to carry out the indoor house-layout construction task,
it is necessary to have an appropriate strategy to tell the vehicle where to go, when to
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turn around, and what kind of information should be collected. When a house agent
wants to use the vehicle to obtain the layout of each empty room in a house in
advance before getting it ready for sale, it is inconvenient to conduct a learning work
to teach the vehicle a navigation path that includes some specific positions as turning
spots. Instead, it is desired that the vehicle can navigate and gather environment
information in an unlearned indoor room space automatically. We will introduce the
main idea of such an automatic 3D house-layout construction process, which we
propose in this study, in Section 2.3. Also, the system must have a process to
transform the collected data into house-layout structure information. In Section 2.4,

we will describe the outline of the proposed process of house-layout construction.

2.2 System Configuration

In the proposed vehicle system, we make use of a Pioneer 3-DX vehicle made by
MobileRobots Inc. as a test bed. The vehicle 1s equipped with an imaging system
composed of two omni-directional-catadioptric cameras. The imaging system is not
only part of the vehicle system but also plays an important role of gathering
environment information and locating the vehicle. A diagram illustrating the
configuration of this system is shown in Figure 2.1. Because we control the vehicle
system remotely, some wireless communication equipments are necessary. The detail
of the hardware architecture and the used equipments are described in Section 2.2.1.

In order to develop the vehicle system, the software that provides some
commands and control interface is essential for users to control the vehicle and

cameras. The software we use or developed in this study is described in Section 2.2.2.
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Figure 2.1 Equipment on proposed vehicle system used in this study.

2.2.1 Hardware configuration

The hardware equipments we use-in this study include three principal systems ---
the vehicle system, the control system, and the imaging system. In the vehicle system,
the Pioneer 3-DX vehicle itself has a 44cmx38cmx22cm aluminum body with two
19cm wheels and a caster. It can reach a-speed 0f 1.6 meters per second on flat floors,
and climb grades of 25° and sills of 2.5cm. It can carry payloads up to 23 kg. The
payloads include additional batteries and all accessories. By three 12V rechargeable
lead-acid batteries, the vehicle can run 18-24 hours if the batteries are fully charged
initially. An embedded control system in the vehicle allows a user to issue commands
to control the vehicle to move forward or backward and turn around. The system can
also return some status information to the user. Besides, the vehicle is equipped with
an odometer which is used to record the pose and the position of the vehicle. To
control the vehicle remotely, a wireless connection between the user and the vehicle is
necessary. A WiBox is used to communicate with the vehicle by RS-232, so the user

can control the vehicle remotely over a network from anywhere.
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The second part is the two-camera imaging device which includes two
catadioptric omni-cameras vertically-aligned and connected in a bottom-to-bottom
fashion, as shown by Figure 2.2(a). The catadioptric omni-camera used in this study is
a combination of a reflective hyperbolic mirror and a CCD camera. Each CCD
camera used in the imaging system is shown in Figure 2.2(b), and a detailed

specification about it is included in Table 2.1.

(@) (b)
Figure 2.2 Two catadioptric omni-cameras connected in a bottom-to-bottom fashion into a
single two-camera imaging device used in'this study. (a) The two-camera device. (b) The

CCD camera used in the imaging device.

Table 2.1 Specification of the CCD cameras used in the imaging device.

Model Name RYK-2849

Image Device Color camera Witf.l SO.N?( 1/3" super had
CCD sensor in mini metal case
Picture Elements NTSC:510x492, PAL:500x582
Resolution 420 TVL

Power Supply DC12V+10%
Operating Temp. -10°C ~ 50°C

Video Output 1Vp-p/ 75 0Ohms

Audio Output 2 Vp-p / 50 Ohms (option)
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Because the output signals of the CCD cameras used in this study are analog, an
AXIS 241QA Video Server installed in it, as shown in Figure 2.3, has a maximum
frame rate of 30 fps. It can convert analog video signals into digital video streams and
send them over an IP network to the main control unit (described next). The imaging

device and the AXIS Video Server are combined into an imaging system.

(@) (b)

Figure 2.3 The Axis 241QA Video Server used-in-this study: (a) A front view of the Video
Server. (b) A back view.

In the control system, a laptop computer is used to run the program developed in
this study. A kernel program can be executed on the laptop to control the vehicle by
issuing commands to it and to conduct processing tasks on captured images. With an
access point, all information between the user and the vehicle can be delivered
through wireless networks (IEEE 802.11b and 802.11g), and captured images can also
be transmitted to users at speeds up to 54 Mbit/s. The entire structure of the vehicle

system used in the study is shown in Figure 2.4.
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Pioneer 3-DX Vehicle my

Fixed on
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Figure 2.4 Structure of proposed system.

2.2.2 Software configuration

The MobileRobots, Inc. provides an ARIA (Advanced Robotics Interface
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Application) for use in this study, which is an API (application programming interface)
that assists developers in communicating with the embedded system of the vehicle,
through an RS-232 serial port or a TCP/IP network connection. The ARIA is an
object-oriented toolkit usable under Linux or Win32 OS by the C++ language.
Therefore, we use the Borland C++ builder as the development tool in our
experiments to control the vehicle by the ARIA. The status information of the vehicle
can be obtained by means of the ARIA.

About the AXIS 241QA Video Server, the AXIS Company provides a
development toolkit called AXIS Media Control SDK. Using the Media ActiveX
component from the SDK, we can easily have a preview of the omni-image and
capture the current image data. It is helpful for 'developers to conduct any task with

the grabbed image.

2.3 Principle of Proposed Automatic
Floor-layout Construction by
Autonomous Vehicle Navigation and
Data Collection

For vehicle navigation in an unknown empty room space, we propose a
navigation strategy based on mopboard following. After a navigation session is
completed, we use the estimated mopboard edge points to construct a floor-layout
map. The main process is shown in Figure 2.5.

In this study, we use a space-mapping technique proposed by Jeng and Tsai [7] to
compute the location of a concerned object using a so-called pano-mapping table.

When the vehicle starts a navigation session, it uses the detected mopboard edge
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points from omni-images to decide whether or not it has to conduct an adjustment of
its direction to keep its navigation path parallel to each wall. Then, the mopboard edge
points are detected again from the omni-images taken by the imaging system
mentioned previously. By a pattern classification technique, the distance between the
vehicle and each wall can be estimated more accurately, and each extracted mopboard
edge point can be assigned to the wall which contains it. In this way, the vehicle can
estimate the distances between the walls and itself, and know whether to move
forward or turn around. After the navigation session is completed, a floor-layout map
is created according to the collected mopboard edge data by using a global

optimization method for mopboard edge line fitting proposed in this study.

2.4 Outline of Proposed Automatic 3-D
House-layout Construction Process

Only creating a floor-layout map, as described in Section 2.3, is insufficient for
use as a 3-D model of the indoor room-space. The objects on walls such as windows
and doors must also be detected and be drawn to appear in the desired 3-D room
model. We have proposed methods for detecting and recognizing the doors as well as
windows on walls in the upper and lower omni-images. The principal steps of the
methods are shown in Figure 2.6.

First, we determine a scanning range with two direction angles for each pair of
omni-images based on the line equation of the floor layout. Because the lower
omni-camera is installed to look downward, it can cover the mopboard on the wall.
We use a pano-mapping table lookup technique to get the scanning radius in the
omni-image by transforming the 3-D space points into corresponding image

coordinates. With the scanning region for each omni-image, we can retrieve
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appropriate 3-D information from different omni-images. Each object which is

detected by the scanning region of each omni-image is regard as an individual one.

Some objects on the wall, such as windows and doors, may appear in the pair of

omni-images (the upper and the lower ones). Therefore, we have to merge the objects

which are detected separately from the upper omni-image and the lower omni-image

according to their positions in order to recognize the doors as well as the windows on

walls. Then, we can locate them in the 3-D space and draw them in the final 3-D room

model in a graphic form.

In summary, the proposed automatic 3-D house-layout construction process

includes the following major steps:

1.

automatic floor-layout censtruction by autonomous vehicle navigation and
data collection as described. in Section 2.4,

determine a scanning- region for ‘each omni-image according to the
floor—layout edges;

retrieve informationfrom the scanning region-of each omni-image;

combine those objects which are detected separately from the upper and
lower omni-cameras according to their positions;

recognize doors and windows from these combined objects;

construct the house-layout model with doors and windows on it in a graphic

form.
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Figure 2.5 Flowchart of proposed process of automatic floor-layout construction.
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Figure 2.6 Flowchart of proposed outline of automatic 3-D house-layout construction.

20



Chapter 3

Calibration of a Two-camera
Omni-directional Imaging System
and Vehicle Odometer

3.1 Introduction

The vehicle used in this study is equipped with two important devices which are
a two-camera imaging system and"a vehicle odometer. We describe the proposed
methods of calibration for these two equipments in this chapter. Before describing the
proposed methods, we introduce the definition of the coordinate system used in this
study in Section 3.1.1 and the relevant coordinate transformation in Section 3.1.2.

The catadioptric omni-camera used in this study is a combination of a reflective
hyperboloidal-shaped mirror and a“perspective CCD camera. Both the perspective
CCD camera and the mirror are assumed to be properly set up so that the
omni-camera becomes to be of a single-viewpoint (SVP) configuration. It is also
assumed that the optical axis of the CCD camera coincides with the transverse axis of
the hyperboloidal mirror and that the transverse axis is perpendicular to the mirror
base plane.

For vehicle navigation by mopboard following, the mopboard positions are
essential for vehicle guidance. Besides, these mopboard edge points are very
important for a 3-D house-layout construction. In the proposed system, the vehicle
estimates the distance information by analyzing images captured from the imaging
system. Before the use of the imaging system, a camera calibration procedure is
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needed. For this purpose, we use a space-mapping technique proposed by Jeng and
Tsai [7] to create a space-mapping table for each omni-camera by finding the relations
between specific points in 2-D omni-images and the corresponding points in 3-D
space. In this way, the conventional task of calculating the projection matrix for
transforming points between 2-D omni-image and 3-D space can be omitted. The
detail about camera calibration is described in Section 3.2.

For vehicle navigation in indoor environments, the vehicle position is the most
important information which is not only used for guiding the vehicle but also as a
local center to transform the estimated positions in the camera coordinate system
(CCS) into the global positions in the global coordinate system (GCS). Though, the
position of the vehicle provided by the odometer of the vehicle may be imprecise
because of the incremental. mechanic errors of the .odometer. It also results in
deviations from a planned navigation path. Therefore, it is desired to conduct a
calibration task to eliminatethe errors. In‘Section 3.3, we will review the method for
vehicle position calibration which“was proposed by- Chen and Tsai [10], and a
vision-based calibration method for‘adjusting the vehicle direction during navigation

will be described in the following chapter.

3.1.1 Coordinate Systems

Four coordinate systems are utilized in this study to describe the relative
locations between the vehicle and the navigation environment. The coordinate
systems are illustrated in Figure 3.1. The definitions of all the coordinate systems are
described in the following.

(1) Image coordinate system (ICS): denoted as (u, v). The u-v plane coincides with

the image plane and the origin | of the ICS is placed at the center of the image
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plane.

(2) Global coordinate system (GCS): denoted as (X, y). The origin G of the GCS is a
pre-defined point on the ground. In this study, we define G as the starting
position of the vehicle navigation by the mopboard following process.

(3) Vehicle coordinate system (VCS): denoted as (Vy, Vy). The V,-Vy plane is
coincident with the ground. And the origin V is placed at the middle of the line
segment that connects the two contact points of the two driving wheels with the
ground. The Vy-axis of the VCS is parallel to the line segment joining the two
driving wheels and through the origin V. The V-axis is perpendicular to the
V,-axis and passes through V.

(4) Camera coordinate system (CCS): denoted as (X, Y, Z). The origin Oy, of the
CCS is a focal point of.the hyperbolic mirror. And the X-Y plane coincides with
the image plane and the Z-axis coincides with the optical center inside the lens

of the CCD camera.

Indoor Room

X

G
Navigation Starting Point

(@) (b)
Figure 3.1 The coordinate systems used in this study. (a) The image coordinate system. (b)
The vehicle coordinate system. (c) The global coordinate system. (d) The camera coordinate
system.
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Figure 3.1 The coordinate systems used in this study. (a) The image coordinate system. (b)
The vehicle coordinate system. (c) The global coordinate system. (d) The camera coordinate
system. (continued)

3.1.2 Coordinate Transformation

In this study, the GCS is determined when starting a navigation session. The
CCS and VCS follow the vehicle during-navigation. The relation between the GCS
and the VCS is illustrated in ‘Figure 3.2(a). We-assume that (xp, Yp) represents the
coordinates of the vehicle in the GCS, and that the relative rotation angle denoted as ¢
is the directional angle between the positive direction of the x-axis in the GCS and the
positive direction of the Vy-axis in VCS. The coordinate transformation between the

VCS and the GCS can be described by the following equations:

X = Vyxcosd — Vyxsind + Xp; (3.1)
y = Vyxsind + Vyxcosd + Yy, (3.2)

The main concept about the relation between the CCS and the ICS is illustrated in
Figure 3.2(b), though the CCS in Figure 3.2(b) is a little different from the CCS in
this study. The relation plays an important role for transforming the camera

coordinates (X, Y, Z) of a space point P into the image coordinates (u, v) of its
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corresponding image point p. The relation may be described by the following

equations [15-17]:
(b* +c?)sin S—2bc
(b* —c*)cos B

r=yu?+v?; (3.4)

tana = (3.3)

. f

Sinf=———; (3.5)
r?+ f?

cosﬂ:;' (3.6)
r2+f2’ '
Z-cC

3.7

where a and b are two parameters satisfying the equation of the hyperboloidal mirror

as follows:

2 2
R—z—%:—l R=4X*+Y?, “c=+va’+b?;

a

Om and O are located at (0, 0, 0).and (0, 0, —c) separately in the CCS; and f is the
focal length of the camera. According to the rotational invariance property of the

omni-camera [17], and by combining with the above equations, we have

u

COS&:\/X2+Y2 :\/u2+v2; (3.8)
. Voo
Sln0:\/X2+Y2 :\/u2+v2 ’ ©9
2 2
u= Xi(b"—c’) : (3.10)
(b? +¢?)(Z —c) - 2bcy|(Z )2 + X2 +Y?
2 2
V= Yo" —c) (3.11)

(B2 +C?)(Z —c)—20c[(Z —c)2 + XZ +Y2
where ¢ is the angle of the space point P with respect to the X-axis as well as that of
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the corresponding image point p with respect to the u-axis, as shown in Figure 3.2(c).

P(X,Y, 2)
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(b) (©)
Figure 3.2 The relations between different coordinate systems in this study. (a) The relation
between the GCS and VCS (b) Omni-camera and image coordinate systems [11]. (c) Top
view of (b).

3.2 Calibration of Omni-directional
Cameras

Before using the imaging system, a calibration procedure for the omni-cameras

26



is indispensible. However, the conventional calibration method is complicated for
calculating intrinsic and extrinsic parameters. An alternative way is to use the
space-mapping technique to estimate the relation between points in the 2-D image
plane and 3-D space and to establish a space-mapping table for it [7]. The detailed
process is reviewed in Section 3.2.2. In the process of establishing the space-mapping
table, the information about the focal location of the hyperboloidal mirror is important
because the focal point is taken to be the origin in the CCS. The process to find the

focal point of the hyperboloidal mirror is described in Section 3.2.1.

3.2.1 Proposed Technique for Finding Focal Point of
Hyperboloidal Mirror

In order to creating the: space-mapping table; it is indispensible to select some
pairs of world space points-with known positions and the-corresponding points in the
omni-images. Note that an image point p is formed by any of the world space points
which all lie on the incoming ray R, as-shown in Figure 3.3, where we suppose that
On is the focal point of the hyperboloidal mirror, Oy, is on the transverse axis of the
hyperboloidal mirror, and P; and P, are two space points on the ray R. Besides, we
also assume that the corresponding image point is p .Subsequently, we have the
corresponding point pairs (P1, p) and (P2, p) which then are used to create the table.
However, if we take O,, as the focal point, as a result P; and P, will lie on different
light rays, though the corresponding image points are still p. In this way, the incorrect
pairs will result in an incorrect space-mapping table. To provide accurate pairs, we

must find out the position of the focal point of the hyperboloidal mirror.
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Figure 3.3 The space points and their corresponding image points.

To find out the focal point of the hyperboloidal mirror, as shown in Figure 3.4,
we use two different landmarks L; and L, which have the same corresponding image
point p with known heights and horizontal distances from the transverse axis of the
hyperboloidal mirror. We assume that O, is at (0, 0, 0). Then, according to the
involved geometry shown'in ‘Figure 3.4, the position of the focal point can be

computed by the following equations:

Hl_omow _ HZ_Hl .

D1 _DZ_Dl,
HZ_Hl
DZ_Dl .

tané = (3.12)

0,0, =H,-D xtand=H, - D, x

(3.13)

image plane

/

ﬁ; “
oW

Figure 3.4 Finding out the focal point Oy,
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3.2.2 Review of Adopted Camera Calibration
Method

Jeng and Tsai [7] proposed a space-mapping method to estimate the relation
between points in the 2-D image plane and the 3-D space and to establish a
space-mapping table. By observing Figure 3.2(b) and Eq. (3.3) through (3.7), it is
noted that there exists a one-to-one relation between the elevation angle « and the
radial distance r. By using the space-mapping table as well as according to the
rotational invariance property, we can know the relative elevations and directions of
the concerned targets in images.

The adopted method [7] includes three major procedures: landmark learning,
estimation of coefficients of a radial stretching function, and space-mapping table
creation, as described respectively in the following.

(1) Landmark learning ---

We select some landmark point pairs of world space points with known positions
and their corresponding pixels in‘a taken ‘omni-image. More specifically, the
coordinates of the landmark points are measured manually with respect to a selected
origin in the CCS. In this study, the origin in the CCS is a focal point of the
hyperboloidal mirror which can be found as described in Section 3.2.1. As shown in
Figure 3.5, we selected n landmark points on the omni-image, and recorded the pairs
of the space coordinates (Xk, Yk, Zx) and the image coordinates (uk, Vi), where k =0,
1,...,n-1.

(2) Estimation of coefficients of radial stretching function ---

As shown in Figure 3.6, the same elevation angles correspond to the same radial
distances. Therefore, the radial distance r from each image pixel p with (u, v) in the
ICS to the image center O at (U, Vo) may be computed by r=f.(p). In this study, we
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attempt to describe the function f(p), called a radial stretching function, by the

following 5th-degree polynomial function:
r="f(p)=a+axp +a,xp° +axp +a,xp" +agx ", (3.14)

where ap to as can be estimated using the landmark point pairs, as described in the

following major steps [7].

¥ FLearningPoint (ﬂ FSetLearningPoints E]@
Channel_1 | Channel 2 omni_imagel |omni_image2| Estl  omni_1 k=[op ‘
“Waild Coordinete ' f
§ X% v/o 230

~Image Coordi

(uv)=( 150 . 0 )\ Add | Reset

sdected landmark
— pomt

Leamlmgl

Figure 3.5 The interface for selecting landmark points.

Step 1. Elevation angle and radial distance calculation ---

Use the selected landmark point pair (Px, pk), including the coordinates (X, Yk, Zx)
in the CCS and the coordinates (uk, Vi) in the ICS, to calculate the elevation angle pk
of Py, in the CCS and the radial distance r¢ of py in the ICS by the following

equations:

= tan-l(%) , (3.15)

k

AENTERY (3.16)

where Dy is the horizontal distance between the landmark point Py and the focal point
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On, of the mirror,
Step 2. Calculation of coefficients of the radial stretching function ---
Substitute all pairs (pk, rv), where k=0, 1, ..., n — 1, into Eqg. (3.14) to get n
homogeneous equations as follows:
=1, () =8+ x oy +8, X p5 +8, % p5 +8, X Py +85X 5
i=flp) =g raxpra,x g raxp raxp v p),  317)

ha=f(oa)=8+a Xprl1—l +a, Xpﬁ—l +a, Xpr?—l +a, Xpr?—l +a; Xpr?—l'

and solve them to get the coefficients (ap, a1, a2, as, as, as) of the function f.(p).

Y

P(X, Y, 2)

omni-image

Figure 3.6 Illustration of the relation between radial r in ICS and elevation p in CCS.

Step 3. Space-mapping table creation ---

The space-mapping table to be constructed is a 2-dimensional table with
horizontal and vertical axes specifying respectively, the range of the azimuth angle 6
as well as that of the elevation angel p of all possible incident light rays going through
the focal point of the mirror.

Table 3.1 shows an example of the pano-mapping table of size MxN. Each entry

Eij with indices (i, j) in the table specifies an azimuth-elevation angle pair (&, pj),
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which represents an infinite set S;; of points in the CCS passing through by the light
ray with azimuth angel 6;and elevation angle p;. And for the reason that these world
space points in S;; are all projected onto the identical pixel p;; in any omni-image taken
by the camera, a mapping relation between S;; and pj; as shown in Figure 3.7 can be
derived. The mapping table shown in Table 3.1 is constructed by filling entry E;; with

coordinates (ujj, vi;) of pixel pjj in the omni-image.

Table 3.1 Example of pano-mapping table of size MxN [7].

i By fi fly cee B

P ugq, vig) o (U, Vo) {usq, vaq) (uges vadd oo (Um, V)
P2 Atha, viz)  (Uzp, Vaa)  (Uaz, vaz)  (Us2, Vi) ... (Upe, Vi)
pa (g, Vi) (Uga, Vea)  (Uas, Vaa)  (Uga, vea) ... (Un;, Vam)
ps (U, via)  (Uog, vog)  (Uag, vaa)  (Ugs, via) ... (Usn, Vam)
pn Uiy vand  (len, Vap)  (Usy, vand  (tap, vand o0 (Upawe Vivand

2]

omni-image

pano-mapping table

Figure 3.7 Mapping between pano-mapping table and omni-image [7] (or space-mapping
table in this study).

More specifically, the process of filling entries of the pano-mapping table can be
summarized by the following major steps [7].

Step 1. Divide the range 2x of azimuth angles into M intervals and compute &; by

8 =ix(2z/M), fori=0,1,...M 1. (3.18)
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Step 2. Divide the range [pe, ps] of the elevation angles into N intervals and compute p;

by

p; = ix[(2. —p) IN]+p,, forj=0,1..,N-1. (3.19)

Step 3. Fill the entry E;; with corresponding image coordinates (ujj, vij) by

U; =1; xCos4; (3.20)
v; =r,xsing, '

where r;j is computed by
= fr(pj):a0+aixp}+a2 xpj2+a3 ><,oj3+él4><p;‘+a5 xp? (3.21)

with the coefficients (ao, ai; a2, @3, @4, as) computed above.

After establishing the space-mapping table, we can determine the elevation and

azimuth angle of a space point by looking up the table.

3.3 Calibration of Vehicle Odometer

Autonomous vehicles or mobile robots usually suffer from accumulations of
mechanical errors during navigation. The vehicle we used in this study has been found
to have a defect of this kind that when it moves forward, the vehicle deviates leftward
from the original path gradually, and the position and the direction angle of the
vehicle provided by the odometer are different from the real position and direction
angle of the vehicle. Because the mechanic errors of an odometer usually will lead to
wrong control instructions and inaccurate vehicle localization information, it is
desired to conduct a calibration task to eliminate such errors.

Chen and Tsai [10] proposed a mechanical error correction method by
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curve-fitting the erroneous deviations from correct paths. In this study, we use this
method for correcting the vehicle odometer readings. In Section 3.3.1, we describe
how we find out the deviation values in different distances and build an odometer
calibration model for them. In Section 3.3.2, we will derive an odometer reading
correction equation by a curve fitting technique. Finally, the use of such error

correction results is described in Section 3.3.3.

3.3.1 Odometer Calibration Model

In this section, first we describe an experiment we conducted to record the
vehicle’s deviations from a planned navigation path at different distances from a
navigation starting point. We attach a stick on the frontal of vehicle and let it point to
the ground in such a way that the stick is-perpendicular-to not only the Vy-axis in the
VCS but also the ground. The stick and the two contact points of the two driving
wheels with the ground are used to find-out the origin of the VCS. The equipments
used in this experiment were a measuring tape, two laser levelers, and the autonomous
vehicle. We chose a point from the crossing points formed by the boundaries of the
rectangular-shaped tiles on the floor, as the initial position O of vehicle navigation;
and mark the positions by pasting a sticky tape on the ground. Also, we designated a
straight line L along the tile boundaries from O.

First, we used the two laser levelers to adjust the position of the vehicle by hand
such that the two contact points of the two driving wheels with the ground lie on the
boundaries of the tiles and that the stick on the vehicle is perpendicular to L. Second,
we drove the vehicle forward for a desired distance on a straight line L. Third, we
marked the terminal position T reached by the vehicle by finding out the origin in the

VCS. Fourth, we measured the perpendicular distance between T and L. Finally, we
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repeated the steps at least five times for each desired distance. An illustration of the
experiment is shown in Figure 3.8, a detailed algorithm for the process is described in

the following, and the experimental results are shown in Table 3.2.

Laser Levelers

Figure 3.8 Hlustration of the experiment.

Algorithm 3.1. Building a calibration model of the odometer.
Input: none

Output: A calibration model of the odometer.

Steps:

Step 1. Choose an initial point O from the crossing points of the boundaries of
the rectangular-shaped tiles on the floor, and designate a straight line L
which starts at O and coincides with some of the tile boundaries.

Step 2. Use the laser levelers to check if the two contact points of the two driving
wheels with the ground lie on the boundaries; and if not, adjust vehicle

pose such that it coincides with the straight line L.
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Step 3. Drive the vehicle to move forward until it arrives at a desired distance on
a straight line L.

Step 4. Mark the terminal position T reached by the vehicle.

Step 5. Measure the distance between T and L.

Step 6. Repeat Steps 2 through 5 at least five times for each desired moving

distance and record the results.

Table 3.2 The results of the experiment of building an odometer calibration model.

Move Distance (cm) Average Distance of Deviation (cm)
30 0.31
40 0.41
50 0.83
60 0.88
70 0.93
80 1.38
90 1.93
100 2.14
110 2.55
120 2.70
130 2.90
140 3.2
150 3.32

3.3.2 Curve Fitting

The distribution of the deviations of the experimental results in Section 3.3.1 is
shown in Figure 3.9. We found out that the distribution of the data can be described as
a curve as a mechanical-error calibration model for the vehicle. Therefore, we use the
least-squares-error (LSE) curve fitting technique to obtain a third-order equation to fit
these data. After that, we can use the derived curve equation to calibrate the vehicle
odometer during navigation sessions.
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Figure 3.9 The distribution of the deviations.

The principle of the curve fitting technique we adopt can be explained as follows.

We consider a polynomial function L of degree k:
Ly =a, +aX+u+a X<, (3.22)

And with the pairs of measured data, (X1, Y1), (X2, ¥2), ..., (Xn, Ya) mentioned above, we

can use the LSE principle tofit the pairs by
E=) [y~ @+ax+.+ax)). (3.23)
i=1

The partial derivatives of E with respect to ao, a;, ..., and ay, respectively, are

oE . kg OY
— =2 —(a, +a X +...+a.x)]=—=0,vt=01..,n. 3.24
2 ;[y (8 +ax ax)] 2 (3.24)

From Eqg. (3.24), we can derive a relation matrix as follows:

n

n Zl:xi Zl:xi" ;yl

) I 1 ao !

252X e XA DXy | (3.25)

i=1l —| i=l

i)gk i’ﬁm iXiZk ixikyi

Li=l i=1 i=1 i Li=1

In order to solve the matrix equation, we rewrite Eq. (3.22) into a matrix form Y = XA:
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ol |1 % o X | &
k
Yot % - RA] (3.26)
: 1 : - :
Yol [1 % .. x| a

and we multiply Eq. (3.26) by the transpose of the matrix X as follows:

1 1 . vl 1 1 . 171 % .. xX|a
)fl X:z X:n ){2 _ X1 X:z X:n 1 X-z Xlz( ai ’ (3.27)
XX e X[ Vol (X% X% [1ox . Xyl

which may be simplified to get the following matrix equation:
no2X e 2N 2
i=1 i=1 i=1
\ : ¥ _2 X 'k+1 X Xi yi
ZX' ;XI izzl:)(' &, - .2:1: : (3.28)

i=l

anxik Y,
Li=1 i

It is true that Egs. (3.28) and (3.25) are-identical, and as a result, solving Eq. (3.26) is

n: \ / ] n :
Z Xik Xik+1 -~ Zl XiZk
i= |

Li=l i=1

equivalent to solving Eg. (3.25). The deviation processes from Egs. (3.26) to (3.28)

can be rewritten in the notation form respectively as follows:

Y = XA; (3.29)
XTY = X'XA; (3.30)
A = (X™X)XTY. (3.31)

The numerical result of curve fitting for the calibration model using that data
shown in Table 3.2 is shown below and illustrated in Figure 3.10:
f (X) =—0.0000014478x® +0.000379467x* —0.002033815x — 0.000081164.

(3.32)
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Figure 3.10 The result of curve fitting of the deviations with order k=3.

3.3.3 Correction of vehicle position coordinates

The goal to correct the mechanical.error of the vehicle now can be carried out by
the curve equation derived above. As shown in Figure 3.11, the vehicle starts moving
forward from P1(x1, y1) toward the goal Pa(xz, y2) inthe GCS. Denote the direction of
the vehicle at P; as 6. Assume that due to'mechanical errors, the vehicle arrives at P’
which is different from the desired goal Pi. To get the position of the vehicle, or
equivalently, to get P,’, at first'we compute the distance D used to estimate the

deviation distance dy as follows:

D=1(%—%)* +(¥,— %) - (3.33)

By substituting D into the curve equation y=ax*+ bx*+ cx -+d, dy is derived by

d, =aD’+bD’?+cD+d . (3.34)
Subsequently, according to the involved simple geometry we can derive the following
equations to compute the position of P,':

X, =Dcosd—d, sind+x' ; (3.35)

y, =Dsind+d, cosd+y, . (3.36)
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G

Figure 3.11 An illustration of coordinate correction.

The process to correct the position of the odometer during vehicle navigation

now can be summarized as the following steps:

1. before driving the vehicle straight forward, compute the distance D by Eq.
(3.33) according to the position of the desired goal at the current navigation
cycle, and get also from the odometer of the vehicle the current direction
with respect to the x-axis in the GCS;

2. compute the deviation dy by substituting the value D into Eq. (3.32);

3. calculate the corrected position of the vehicle according to Egs. (3.35) and
(3.36); and

4. update the vehicle odometer with the corrected position.
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Chapter 4

Vehicle Navigation by Mopboard
Following Using a Look-up
Pano-mapping Table

4.1 Introduction

As mentioned previously, it is desired to conduct the house-layout construction
task by driving the vehicle around the room and collect environment data. More
specifically, the major stages the house-layout construction task will be described in
Section 4.2. Most houses have mopboards at the roots of their walls. The mopboard
feature is used for vehicle navigation in this study. We will describe the principle of
the method we use to detect mopboard edges in-omni-images in Section 4.3. In
Section 4.4, we will describe the details of the proposed method. And the entire

navigation strategy will be described in Section 4.5.

4.2 3D House-layout Construction by
Vehicle Navigation

The major stages in proposed 3D house-layout construction by vehicle
navigation include: (1) vehicle navigation by mopboard following; (2) floor-layout
construction; and (3) 3-D house-layout construction. The details are described as a
three-stage procedure in the following.

Stage 1 Vehicle navigation by mopboard following ---
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1. Guide manually the vehicle to a start position for starting a navigation session.

2. (Adjustment of the vehicle direction to be parallel to the nearby wall) Perform

the following steps to adjust the initial moving direction of the vehicle to be

parallel to the nearest wall.

2.1

2.2

2.3

2.4

2.5

Take an image Io of the nearby scene using the lower omni-camera.
Define an angular scanning range Ry which covers the left part of the
image in which the wall presumably appears (with Ry being from 145°to
225° with 0° pointing to the right of the image and the angle counted in a
counterclockwise direction).

Find mopboard edge points within the scanning range Rq in lo by the
previously-mentioned .mopboard edge point detection process (Section
4.4) to get a point set Mo.

Fit the points in Mg with a line 'Ly by the LSE curve fitting scheme
described in Section 3.3.2.

Adjust the direction of ‘the vehicle to.the: direction of L, (the detail is

described in Section 4.5:3).

3. (Along-wall vehicle navigation) Perform the following steps to conduct the

vehicle to navigate along wall sides and collect environment data.

3.1 Take two images I, and I, of the nearby scene using the lower and the

3.2

3.3

upper omni-cameras, respectively; and store the images.

Define three angular scanning ranges Ry, Rg, and Rg, which cover the left,
right, and front parts of image l;, respectively, in which the walls
presumably appear (with R being from 145° to 225° Rg being from —20°
to 20° and Rg being from 30° to 150° with 0° pointing to the right of the
image Iy).

Find mopboard edge points in I; using R, Rg, and Rg respectively by the
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previously-mentioned mopboard edge point detection process (Section 4.4)
to get three point sets S, Sg, and Sg.

3.4 (Transformation of the detected edge points into useful navigation
information and environment data ) Perform the following steps to deal
with the detected edge points.

3.4.1 Apply a pattern classification process (Section 4.5.2) on each of
point sets from S, Sg, and Sg to find a corner edge point if it exits.

3.4.2 Based on the found corner point as a division point in collected
mopboard edge points, assign the points of S, Sg, and Sg which are
the edge points of the left, the right, and the front walls, respectively,
into the corresponding sets S ', Sg’, and S¢'.

3.4.3 Add the points of S, into the wall data set WallDatajnqex according
the index of the wall.

3.5 (Detection of possible collision with a wall in‘front of the vehicle) Perform
the following steps to. determine the distances between the walls and the
vehicle.

3.5.1 Estimate the distances dist, -, distz, and distg- between walls and the
vehicle according to the points of S, ', Sg’, and S¢', respectively.
3.5.2 Check if the vehicle is moveable further according to data of dist, ,
distr, and distg- (the detail is described in Section 4.5.4):
(1) if yes, then go to Step 3.6;
(2) else, terminate the vehicle navigation procedure.
3.6 Continue the vehicle navigation process.
3.7 Check if the vehicle arrives at the start position:
(1) ifyes, exit Stage 1 and enter Stage 2.
(2) else, goto Step 2.
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Stage 2 Floor-layout construction ---
4. (Curve fitting for each segment) Perform the following steps to fit the detected
edge points, where indexes are used to label the walls.
4.1 Fit the points in WallDataj,qex With a line Lingex by the LSE curve fitting
scheme (Section 3.3.2).
4.2 Repeat Step 4.1 until all walls have corresponding fitting line equations.
4.3 Adjust the fitted lines by a global LSE optimization method to establish a
floor-layout (the detail is described in Section 5.2).
4.4 Denote each edge of the floor-layout as LFingex.
Stage 3 3-D House-layout construction ---
5. (Detection of objects on_the walls) Perform the following steps to detect
objects on the walls.
5.1 For each floor-layout edge LFingex, perform-the following steps.

5.1.1 Fetch the rupper and lower omni-images l;x and I taken in the
previous steps during vehicle navigation, which belong to LFingex-

5.1.2 Define a scanning range Ry for I and Ry for Iy according to the
floor-layout edge segment widths.

5.1.3 Extract objects appearing in Iy within the scanning range Rix and
those in Iy within the scanning range Ry, and store the detected
objects with related information into the sets wall_info_1i,¢ex and
wall_info_2iqex, respectively.

5.1.4 Repeat Steps 5.1.1 through 5.1.3 until all the omni-images which
belong to LFingex are scanned.

5.2 Repeat 5.1 until all the floor-layout edges are exhausted.
6. (Combination of objects on the walls) Perform the following steps to combine
the detected objects on the walls.
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6.1 For each floor-layout edge LFingex, perform the following steps.

6.1.1 Combine the objects in wall_info_ligex and wall _info_2jgex,
respectively according to their positions, resulting in two sets
wall_infolingex” and wall_info2j,qex’ Of the combined objects,
respectively.

6.2 Repeat 6.1 until all the floor-layout edges LFiyqex are exhausted.
7. (Objects reorganization) Perform the following steps to recognize doors and
windows on the walls.
7.1 For each floor-layout edge LFingex, perform the following steps.

7.1.1 Choose an object obj2)’ from wall_info2i,qex’, check if there exists an

object in wall_infolj,qex” With at'assimilar location.
(1) If exists such an-object objly’, check again if objly’ is connected
to the mopboard:
i. «f yes, then‘recognize obj1y’ together with obj2,’ as a door,
and add it to the set obj_d0Oringex;
ii. otherwise, recognize objly’ together with obj2,’ as a
window, and add it to the set obj_Windowingex.
(2) If such an object does not exist, recognize obj2,'as a window, and
add it to the set obj_windowingex.

7.1.2 Repeat 7.1.1 until the objects of wall_info2i,qex" are exhausted.

7.1.3 Recognize the remaining objects in wall_infolij,¢ex’ as a window, and
add it to the set obj_windowingex.

7.2 Repeat 7.1 until all the floor-layout edge LFiqex are exhausted.
8. (House-layout construction) Perform the following steps construct a 3-D
house-layout.
8.1 For each floor-layout edge LFingex, perform the following steps.
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8.1.1 Construct the wall walli,gex and draw on the wall the objects in
obj_windowingex and obj_dooringex if any exits.
8.2 Repeat 8.1 until all the floor-layout edge LFin¢ex are exhausted.
The details of the stages and the steps will be described subsequently in this

chapter and in the next chapter.

4.3 3-D Data Estimation by Using the
Proposed Imaging System

As mentioned previously, the positions of mopboard edge points are important
information for vehicle navigation-and the 3-D house layout construction. In this
section, we will describe how the imaging system we proposed is used to estimate the
positions of concern objects. By. finding out the relations among the coordinate
system used in this study, the estimated results can be transformed among different
coordinate systems. The coordinate systems are described in Section 4.3.1. And the

details of the 3-D data estimation process are described in Section 4.3.2.

4.3.1 Coordinate systems

The major coordinate systems used in this study have been described in Section
3.1.1. However, as shown in Figure 4.1, the vertical line L,, which is perpendicular to
the ground and pass though both of the origins of the CCS; and CCS,, does not pass
through the origin V of the VCS. For convenience, a local camera coordinate system
CCSjocal Which is defined in the following is used to describe the positions of the

concerned objects in the GCS estimated by the imaging system.
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The coordinates of the local camera coordinate system CCSjoca are denoted as
(Xiocats Yiocal, Ziocar) Subsequently. The origin Ojecar Of the CCSiocq IS the intersection
point of the vertical line L, and the ground. The Xjeca-axis and the Yjqca-axis are on
the ground. The Yieca coincides with the Vy-axis of the VCS and the Xjoca-axis is
parallel to the Vy-axis of the VCS. The Z,cq-axis coincides with both the Z,-axis and

Zo-axis

7

/
ZIocal /
/

I /
//
Y/‘I/ocal

/' ground V. Ol Xlocal /

Figure 4.1 The relation between the VCS, the CCS;, and the CCS,.

We denote the length ‘Volocal

as lpias. The relation among the GCS, the VCS,

and the CCSyoca is illustrated in Figure 4.2. Assume that (X, Yp) represent the
coordinates of the vehicle in the GCS, and that the relative rotation angle denoted as ¢
is the directional angle between the positive direction of the x-axis in the GCS and the
positive direction of the Vy-axis in the VCS. Assume also that (X, Yc) represent the
coordinates of the origin of the CCSj,cq in the GCS. The coordinate transformation
among the GCS, the VCS, and the CCSiocat can be described by the following
equations:

V, =X

X local

(4.1)
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(4.2)

bias *

V, =Yioca +1

Substituting Egs. (4.1) and (4.2) into Egs. (3.1) and (3.2), we get

X=V,xcosf-V, xsind+x,

i 4.3
= Xiocat XC0S 0= (Yioear +lyias) XSINO+ X, ; 43)

y =V, xsin@+V, xcosf+y,

. . 4.4
= Xioear XSIN O+ (Yo + 1) XCOSO+ Y, (44)

bias

And substituting the coordinates (Xiocal, Yiocar) = (0, 0) into Egs. (4.3) and (4.4), we
get

X, =l XSINO+ X, (4.5)
Y, =l XCOSO+ Yo (4.6)
y/oca/ Y

O/oca/(Xc, Ye 70

’
’
o
B
’
o

B

’
’

/b/'a ‘

GCS X

Figure 4.2 The relation among the GCS, the VCS, and the CCSjqca.

4.3.2 3-D Data Acquisition

In this section, we describe how the two-camera imaging system proposed is
used in this study to estimate the positions of concerned space points. Note that the
two omni-cameras are connected and vertically-aligned in a bottom-to-bottom fashion,
which means that none of the space points can be projected on both image planes at
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the same time. As a result, the most common stereo matching method, which is based
on the triangulation principle obtain the relation between a 3-D point and multiple
cameras, does not work at all here. We need another theory to deal with the stereo
matching problem here.

One way proposed in this study is to estimate the horizontal distance to the
desired object point, and subsequently to utilize both the distance and elevation angle
of the space point with respect to the CCSjqcqr t0 get relevant 3-D data. As shown in
Figure 4.3, assume that both space points P, and P, lie on the vertical line L which is
perpendicular to the x-y plane in the GCS and that P; is the intersection point of L and
the x-y plane in the GCS. Assume also that P; and P, lie on the light rays with the
azimuth-elevation angel pairs of (64, p1)-and (6>, p2) with respect to the CCS; and the
CCS,, respectively, where Opyis the focal point of the lower mirror, and Oy; is the
focal point of the upper mirror. Assume finally that the point Ooca With coordinates (0,
0, 0) is the origin of the CCSjycar.

Referring to Figure 4.3 and by the triangulation principle, we have

5 MH,

= , 4.7
tano .7

where D is the horizontal distance between Ojocq and P31, and MHy is the height of the

focal point On;. As a result, the height H, of the space point P, can be computed by
H,=MH, +Dxtang,, (4.8)
where MH; is the height of the focal point Op,.

According to the rotational invariance property of the omni-camera, we can

derive the following equations:

Xl — U .
\/xz Y2 \/ 2 2’
1+ U~ +Vv

cosé = 4.9
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Figure 4.3 (a) Computation of depth using the two-camera omni-directional imaging system.

(b) Details of (a).

sing=——1__ M. (4.10)
JXEHYE Ju? +v?
cosé, = X, o (4.11)

N :\/u22+v22 /
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Y, 7

= . (4.12)
XY Ju,2 v

sing, =

Because the vertical line L is perpendicular to the X;-Y; and X,-Y, planes and the
positive direction of the X;-axis in the CCS; is opposite to the positive direction of the

X,-axis in the CCS,, it can be found that X; = —X, and

X1 - ul - _Xz - _uz
\/X12+Y12 \/u12+v12 \/X22+Y22 \/u22+v22

cosd = =—C0s6,; (4.13)

Yl — Vl — YZ — u2
\/X12+Y12 \/u12+v12 \/X22+Y22 \/u22+v22

sing, = = sind,. (4.14)

Now, we can utilize Egs. (4.7), (4.8), (4.13), and (4.14) to calculate the coordinates

(X, Yy Z,) of Prwith respect to the CCSjocal as follows:

X, =—Dxcosf, =— A xC0SH,;
tana,

Py
Y, =, Dxsing == i xsing,; (4.15)
tan
Z, =0

and the coordinates (XY, ,Z,) of P> with respect to the CCSoca as follows:

X, =Dxcosé, = MH, xcost, =—X,;
2 tan ¢

Y, = Dxsing, = MH, xsing, = Y,; (4.16)
? tan o

Z, =H,=MH, + D xtana, =MH, + MH, xtan a,.
2 tan ¢

4.4 Mopboard Detection and Location
Estimation

Overall, before the navigation session is stated, a process to detect mopboard
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edges and to estimate their positions designed in this study is applied. One reasonable
assumption is made here, that is, there is no obstacle on the uniform floor during the
detection process. The process of mopboard detection in the omni-images is described
in Section 4.4.1. With the detected edge pixel coordinates available, a location
estimation process also designed in this study is applied subsequently, which is
described in Section 4.4.2. A flowchart of the mopboard detection and location

estimation processes is illustrated in Figure 4.4.

4.4.1 Proposed method for mopboard detection

According to the rotational invariance property of the omni-image, all points
lying on each straight line L, which is-parallel to-the Z;-axis in the CCS;, are projected
onto the image plane of the-ICS; with the azimuth 6y, forming a straight line in the
ICS; and passing the origin I, as shown in Figure 4.5. And because mopboards
occupy the bottom parts ofwalls, it results-in-a fact that the projected pixels of the
mopboards on the omni-image also have an obvious band. We utilize these two
properties for finding out the mopboard edge points which are located on the edge
between the mopboard and the floor.

With the assumption that the house is empty, we can transform an acquired
grayscale omni-image into a binary one by a pre-defined threshold and then perform
erosion and dilation operation on it. In this way, the mopboard will remain in the
image and the mopboard edge points can be detected by using a scanning line starting
from the image center. An algorithm for the detection of the mopboard edges is

described as follows.
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Figure 4.4 Flowchart of the mopboard detection-and location estimation processes.
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Figure 4.5 The vertical line L in the OCS,y5 and the corresponding line I in the ICS;.
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@) (b)
Figure 4.6 Mopboard edge detecting in an omni-image. (a) Original omni-image. (b)
Detected edge pixels (in red color).

Algorithm 4.1 Mopboard detection.
Input: An omni-image I taken from'the lower omni-camera; a desired scanning range;
and a vehicle mask.
Output: A set My of image coordinates of mopboard edges.
Steps:
Step 1. Transform Iy into a gray version lg.
Step 2.  Reset the gray values gp; of each pixel p; in the gray image I by comparing
gpi With a pre-defined threshold T as follows:
if gpi > T, set gpi as a white pixel;
else, set gy as a black pixel.
Step 3. Perform erosion on I to obtain a new image Ig'.
Step 4. Perform dilation on I’ to obtain a second new image Ig".
Step 5. For each scan line Ly in a pre-selected angle scanning range with certain
angular scanning steps, perform the following steps.
5.1 Start from the image center of Ig”, traverse along the line Ly, and find the
first intersection black pixel p of Ig"” with L.
5.2 Check if p is followed by 10 or more consecutive black pixels along Ly: if
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so, then add the coordinates of p into My (which is set empty initially).

Step 6. Repeat Step 5 until the scan range is exhausted.

4.4.2 Mopboard edge points location estimation

After detecting the mopboard edge points, we have the set My which includes the
image coordinates of the detected mopboard edge points. Denote the set Myin more

detail by

M, = {(ut V)| (u,,V,) is the detected mopboard edge coordinates in ICSl}. (4.17)

In order to estimate the corresponding locations of these detected edge points, we first
choose an element (u, v;) from My and calculate the corresponding radius r; and
azimuth 6; by transforming (uy, v;) into-the-corresponding-polar coordinates (r, 6).

Then, we determine a column index of the pano-mapping table by finding out which
azimuth interval the 6; lies on. For example; if there exists i satisfying the following

equation:
6 =1x2rIM)<6 <(1+)x(2x/M)=6_,, (4.18)

then the column index is taken to be i. Also, we compare r; with rs in the entry Ejs of
the pano-mapping table, and keep the nearest radius rj. As a result, the corresponding
pj can be found out. Once the p; is known, the 3-D position estimation task described
in Section 4.3 can be carried out. In summary, the process for location estimation is

described as follows.

Algorithm 4.2: Mopboard edge location estimation.

Input: A set My of mopboard edges specified by image coordinates.
Output: The corresponding mopboard edge locations in the GCS.
Steps:
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Step 1. Take a mopboard edge point t with image coordinates (u;, vi) from the set
M.
Step 2.  Use (u;, v¢) to look up the pano-mapping table to find the corresponding
elevation angel px.
Step 3.  Calculate the coordinates of point t in the CCSjecar by Eq. (4.15).
Step 4. Transform the coordinates from the CCSyqca to the GCS by Egs. (4.3) and
(4.4).

Step 5. Repeat Step 1 until all the mopboard edge points in M are exhausted.

4.5 \ehicle Navigation Strategy

When the vehicle starts navigation, how-to transform the detected mopboard
edge points into correct navigation information and environment data is an important
issue. In Section 4.5.1, we will describe the main idea of the navigation strategy
adopted in this study. The vehicle navigates based on keeping a fixed distance to each
wall all the time; therefore, it is indispensable to assign each extracted mopboard edge
point correctly to the wall adjacent to the mopboard. We propose a pattern
classification technique to accomplish the task. The classification process is described
in Section 4.5.2. In order to keep the vehicle’s navigation path parallel to each wall,
we use line fitting to adjust the direction of the vehicle. The adjustment process is
described in Section 4.5.3. The proposed navigation process is described in Section

45.4.

4.5.1 ldea of proposed navigation strategy

For vehicle navigation, the distance to the wall is important navigation

information. The main idea is to navigate and keep the navigation path parallel to the
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wall. In this way, we choose three regions Region,, Regiong, and Regiong on the
CCSjocal, as shown in Figure 4.7, so that the walls which are close to the vehicle can

be detected. And we define the three sets S, Sg, and Sg by

{P.|P. €Mgyqe and P e Region, }
{P | Py € Mg and Py e Region } (4.19)
{PF | PF = Mdetected and F)F < RegionF}

S,
Sg
S¢

where the set Mgetected iNCludes the detected mopboard edge points with coordinates in
the CCSjocal-

However, for example, the edge points which are on the left wall with respect to
the vehicle may appear both in Region_and in Regiong at the same time, resulting in
the wrong distance estimation. In order to transform the detected mopboard edge
point locations into useful navigation information and environment data, a pattern
classification technique is proposed-and described subsequently. Once we can assign
each of the edge points to its corresponding wall by this-classification technique, we
can adjust the direction of the vehicle to keep the vehicle’s navigation path parallel to
each wall and estimate the distances to-the-nearby walls. Let the new sets derived
from Eq. (4.19) after the pattern classification process be described as follows:

s, ={R/ IR S, andR, ewall };
Se ={Px | Py €Sg and B, eWall, ;. (4.20)
S¢ ={R |R €S, and P, eWally |.

As a result, the distances to each wall can be estimated more accurately, and are used

as navigation information to guide the vehicle.
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Figure 4.7 An illustration of the pre-defined regions.

4.5.2 Proposed pattern classification technique of

mopboard data

As mentioned above, ‘the estimated positions of the detected mopboard edge
points are derived in an order according to the scanning order in the omni-image.
Based on this order, the classification process would be simplified because any of
these estimated points can be easily divided.-into two parts.

The purpose of using a pattern classification technique in this study is to find an
edge point locating at the corner of two adjacent walls that can divide the edge points
into two parts. With a property that the adjacent walls are perpendicular to each other,
we can conduct a pattern classification process by the LSE criterion to find such a
corner point, if it exists.

Let such a corner point, denoted as Sy, divides the set of edge points in different
walls into two sets, denote as Sx; and Sio. A reasonable assumption is made here that
the two lines which are used to fit the points in Sy; and Sy, by the LSE criterion,
respectively, are perpendicular to each other. In this way, such a corner point will

yield a minimum error. The detailed process for finding the corner point is described
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in the following.

At first, we describe the set Mgetecteg More specifically by
Mdetect :{mm,m,,z,...,mgn}, (4.21)

where mg means the estimated point with the scanning azimuth angle 6; and &, < &

<... < 6. And we rewrite Eq. (4.19) as follows:

S, ={P_| P, €Mgqeq @nd P_ e Region,_} ={PL61, PP, }

SR :{PR | PR € Mdetected and PR € RegionR} = {PRol’ PRaz""’PRmR } y (422)
S¢ ={P | P € Myyeeg and - €Region } =P, P ,..P |

where Lg <Lgp<... <L9”L’ Ra<Rp<...< RghR, and Fg <Fp<...< anF. Then, we
apply the classification task on the above sets. For example, if we want to classify the

set S, the main idea is (1) to-find a point P, which belongs to the set S, that

divides the set S into two sets, S 1+ and Sy ¢ as follows:

Su1_+ ={Ran 4Rz, Suo i ={Rav- P, | (4.23)

and (2) to calculate the corresponding line equations line.; : and line ;, respectively,

in the following:

IineLl_t :aLl_tx+b,_1_ty+cL1_t =0; (4.24)

IineLZ_t : aLZ_tx+bL2_ty+cL2_t =0. (4.25)

Subsequently, first choose line.s ¢ as the major line, and generate a line lines 5 ¢
which is perpendicular with line.;  and pass through the mean of the coordinates in

the set Sy, , described as:

line, , i@y, X+0y 5 Y+C, , =0. (4.26)
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In the same way, choose line(, ; as the major line, and generate a line line., 1  which
is perpendicular with line., ¢ and pass through the mean of the coordinates in the set

Si1t, described as:

I ineLZ_l_t cQp 4 (Xt bL2_1_t y+C,, =0. (4.27)

Then, calculate the errors ERROR_; { and ERROR| ; respectively by

2
t [ |a, XX +0y (XY, +C
ERRORLU Z ‘ 11t~ Atgn Tt X Yion Ll_t‘

[ 2 2
n= aLl_t + bLl_t

4 nz ‘aLl_Z_t X Xiom bLl_Z_t XYiomt CLl_Z_t‘
—t

2 2
\/ A, ¢ t bLl_2_t

(4.28)

21

2

i ‘aLZ_l_t XK bL2_l_t XYion + CL2_1_t‘

n-1 \/ aLZ_l_t2 + bL2_1_t2 (4.29)

Ao ¢ X Xigm + bL2_t XYiomtCo

2 2
m=t \ d, ¢ T bL2_t

In this way, by the equation

i =argmin, i, . , (min(ERROR,, ,, ERROR, , ), (4.30)

we can find the point P, which classifies the set S, properly and then the set S.’ can

be derived. Note that if i equal to 2 or n_.—1, it means that all of points in the set S,
belong to the same wall. The results are shown in Figure 4.8; the algorithm is
described in the next section. Note that the positive direction of the X cq-axis in the

CCSyocal IS Opposite to the positive direction of the X;-axis in the CCS;.
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Figure 4.8 Classification of mopboard data. (2) Original. omni-image. (b) Result of
classification of the Front Region. of (a). (c) Another original omni-image. (d) Result of
classification of the Left Region of (c).

4.5.3 Use of line fitting for vehicle direction

adjustment

Before driving the vehicle to go forward or to turn around, it is desired that the
vehicle can keep its path to parallel with the walls. Otherwise, the vehicle may hit the
wall. For this purpose, the detected mopboard edges can be used, by a line fitting
process, to generate a straight line which describes the direction of these detected
edges. With the direction of the line, the vehicle can adjust its pose such that it can
keep an appropriate distance with respect to the wall. The entire process is described
in the following algorithm and illustrated in Figure 4.9.
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Figure 4.9 Illustration of the vehicle and the wall. (a) & > 90°. (b) & < 90°.

Algorithm 4.3: Adjustment of the vehicle direction to be parallel to the nearby
wall.
Input: An omni-image lp of the nearby scene-taken by the lower omni-camera. A
scanning range Ro.
Output:none
Steps:
Step 1. Find mopboard edge points in Iy using Ry by the previously-mentioned
mopboard edge point detection process (Section 4.3) to get a point set Mo.
Step 2. Fit the points in My with a line Lo: ax + by + ¢ = 0 by the LSE curve
fitting scheme described in Section 3.3.2..
Step 3.  Adjust the direction of the vehicle to the direction of Ly by the following
steps.
3.1 Find the direction of Lo, denote as 0, with respect to the positive
direction of the Vy-axis of the VCS.
3.2 Compare 6, , with 90°:
(1) if6,, > 90° then turn to the left for an angle of 6, —90°;

(2) else,if6, < 90° then turn to the right for an angle of 90° — 6, ;
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(3) otherwise, make no adjustment to the direction of the vehicle.

4.5.4 Proposed navigation strategy and process

Before the vehicle starts a navigation session, it will estimate the distances to the
nearby walls which are within the relevant angular scanning ranges. Based on the
distances, we can know if it can turn to the left, turn to the right, or go forward, and
then issue an appropriate control instruction to the vehicle to drive it to navigate safely.

The major rules for controlling the vehicle are described as follows.

1. For the work of the imaging system, keeping an appropriate distance with
the wall is needed.
2. The vehicle can go forward until the left'wall is not detected further or until

it is blocked by the frontal- wall.

Both situations are illustrated 'in Figure 4.10, and-the algorithm of issuing a
control instruction to the vehicle for each navigation cycle is described as follows.
Note that the distance Dy is assigned a value only under the condition that the vehicle
exceeds the corner point, as shown in Figure 4.10(b). For gathering enough
information, it is desired that vehicle go forward a fixed distance moveDisty if it is
moveable, and then collect information. Referring Figure 4.10 for notations used in
the algorithm. D, Dg, and Dgare the distances between the vehicle and the left wall,
the frontal wall, and the right wall, respectively, if the corresponding walls are
detected. The threshold values passLengthnesr and passLengths, are used to decide

whether the vehicle can move forward or not.
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(a) (b)
Figure 4.10 Illustration of the safe ranges. (a) Approaching to the frontal wall. (b)
Exceeding the corner.

Algorithm 4.4: Control decision for vehicle navigation.

Input: The distances D, D, Dgr, Dig and pre-selected length or distance values,
passLengthnear, passLengths,y, moveDistsy, safeRanger, and safeRange g, used
as threshold values.

Output:none

Steps:

Step 1. If the vehicle turned to the left in the last navigation cycle, go to Step 2.2;

otherwise, go to Step 2.
Step 2. Perform the following steps to check whether or not the vehicle should go
forward.
2.1 If passLengthpear = D = passLengths,, continue; otherwise, go to Step
3.1
2.2 If safeRanger = Dg, do the following steps; otherwise, go to Step 3.2.
i. If (Dr — safeRanger) = moveDistsy, go forward for the distance of
moveDistsx and then exit;
ii. Otherwise, go forward for the distance of D — safeRanger and then
exit.

Step 3. Perform the following steps to check whether or not the vehicle should turn
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around.
3.1 Checkif Dig = safeRangeg:
i. if yes, turn to the left for the angle of 90°, and then exit;
ii. otherwise, go forward for the distance of safeRange g — D.g, and then

turn to the left for the angle of 90°, and finally exit.

3.2 Turn to the right for the angle of 90°, and then exit.
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Chapter 5

Automatic Construction of House
Layout by Autonomous Vehicle
Navigation

5.1 Introduction

The goal of this study is to construct a 3-D house-layout of the room space. In
Chapter 4, we described how the wvehicle conducts navigation and gathers the
environment information that includes the detected mopboard edge points and the
omni-images taken by the imaging system. With the mopboard edge points, we
propose in this study a global optimization method to generate the floor-layout to fit
them, and the details will be described in Section 5:2. Besides, objects on walls such
as doors and windows are also concerned. Based on the floor-layout, we conduct
analysis of the omni-image to detect objects on walls. The entire process is described

in Section 5.3.

5.2 Proposed Global Optimization
Method for Floor-layout
Construction

5.2.1 ldea of proposed method

In order to create the floor layout, we use a straight line to fit the detected edge
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points which belongs to the same wall by the LSE curve fitting scheme, and we do
this for each wall, respectively. However, due to the error of the odometer of the
vehicle or possible position estimation errors from the imaging system, the adjacent
fitted lines may be not mutually perpendicular, as shown in Figure 5.1, though in fact
the adjacent walls are so.

One way out, as adopted in this study, is to use straight lines which are
perpendicular or parallel to each other to fit the edge points in the beginning. In this
way, how to fine-tune all of the fitting lines such that the adjacent fitting lines not
only are mutually perpendicular but also can fit the edge points with the minimum
tolerance is an important task. A global LSE optimization method is proposed to solve

this problem, and the details are described in the following section.

Figure 5.1 The edge points of different walls (in different colors) and the fitting lines.

5.2.2 Details of proposed method

As mentioned, it is reasonable to use two mutually perpendicular lines to fit the
edge points which belong to adjacent mutually perpendicular walls. It means that if
we choose one fitting line and adjust the direction of it, the directions of other fitting
lines will change, too. As a result, using the fitting lines to fit the edge points will
incur fitting errors. Based on this idea, we propose a global LSE optimization method
to minimize the fitting error and the entire process is described in the following
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algorithm.

Algorithm 5.1: Floor-layout construction.

Input: n sets of detected mopboard edge points, Sy, Sy, ..., S, of n walls, Wy, Wo, ...,

Wi.

Output: A floor layout.

Steps:

Step 1.

Step 2.

2.1

2.2

2.3

2.4

2.5

(Line fitting for each wall) Fit the points in Sy of Wy with a line Ly by the
LSE curve fitting scheme and compute its mean point My where 1 <k <n.
(Optimal fitting with respect to a chosen fitting line) Perform the following
steps to obtain globally optimal fitting with respect to a selected fitting line

of a certain wall.

Choose a fitting line Ly, starting from k =1 until k = n, and compute its
direction angle 6.

Adjust & by adding a small angle e (initially adding —10° and then adding
0.1° each time later until-adding +10°), resulting in &/, to generate a new
line Ly’ such that Ly’ passes the point M with direction angle 6y
(Generation of other fitting lines) Generate a sequence of lines L1/,
Li+2', ..., Lasn-2)mod n” With each Ly’ perpendicular to its former line Ly+(i-1)’
and passing its original mean point My.; (i.e., every two neighboring lines
are mutually perpendicular).

(Computing the sum of fitting errors of all lines) Compute the error e; of
fitting all the points in S; of W; to line Li’ obtained in the last two steps
(Steps 2.2 and 2.3), and sum the errors up to get a total error ey’ for Ly/'.
Repeat Steps 2.2 through 2.4 until the range of angular adjustment, (-10°, +

10°), is exhausted.
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2.6 Find the minimum of all the total errors e’ and denote it as emin, .
2.7 Repeat Steps 2.1 through 2.6 to compute the emin « forallk=1,2, ..., n.
2.8 Find the global minimum error emin, ¢, as the minimum of all the emin, .
Step 3. Take all the lines with adjusted angles corresponding to emin, k, as the desired

floor layout.

An example of the results yielded by the above algorithm is shown in Figure 5.2.

-

Fititnyg

Figure 5.2 Illustration of floor-layout construction. (a) Original edge point data. (b) A
floor-layout of (a).

5.3 Analysis of Environment Data in
Different Omni-images

5.3.1 Introduction

Only creating a floor layout is insufficient for use as a 3-D model of the indoor
room space. The objects on walls such as doors and windows must also be detected
and be drawn to appear in the desired 3-D room model. Therefore, it is indispensible

to analyze the omni-images taken by the imaging system to extract such objects.
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However, an omni-image covers a large range, but the further the distance is, the
larger the estimation error is. How to retrieve the desired information is an important
task. For this, we propose a method to determine a scanning range with two direction
angles for each pair of omni-images based on the floor layout edge equation. The
details will be described in Section 5.3.2. With the scanning region for each
omni-image, we can retrieve appropriate 3-D information from different omni-images.
Note that each object which is detected by the scanning region of each omni-image is
regarded as an individual one. Therefore, adjacent objects which appear in the
consecutive omni-images taken from the same omni-camera (the upper or the lower
one) must be combined into one based on, e.g., the information of their positions.
Also, due to the configuration of the imaging system, some objects on the wall, such
as windows and doors, may. appear-in-the pair of omni-images (the upper and the
lower ones). To solve it, we propose a method to recognize doors and windows from

the combined objects, and the method is described in Section 5.3.3.

5.3.2 Proposed method for retrieving accurate data

As shown in Figure 5.3, for each wall W, there are multiple navigation imaging
spots N1, N, ..., and Ny, for taking omni-images as the environment information. In
order to determine a scanning region for each omni-image taken at N; through N, we
calculate the midpoint M;; of Njand Njforalli=1,2,...,n—1andj=1i+ 1. Then, we
project each midpoint M;; onto the line Ly which is the result of the floor-layout
construction process mentioned previously, resulting in a projection point M;;'. And
based on the positions of the projection points and the navigation imaging spots, we
can determine the cover ranges. With the cover range and the direction of the vehicle

at the navigation spot, we can determine the scanning range with two direction angles
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for each pair of omni-images.

SN, N,

I:k+1
Mys' ¢
Fy
M12'
Floodiayout
- r-
Floor-layout Fo oor-layou
(@) (b)

Figure 5.3 lllustration of determining scanning range. (a). Decide the cover range. (b)
Relevant scanning range on omni-image:

However, if we conduct the detection of objects within each scanning range, the
mopboard will be detected as an object on the wall. Because the objects to be detected
are doors and windows, and the mopboard is regarded as a feature of a wall, the
mopboard should not appear in the detected objects. For this reason, we define a
scanning region excluding the mopboard in the scanning range. In order to exclude
the mopboard part in the scanning range, we use the pano-mapping table in a reverse
way to estimate the image coordinates of a concerned space point at a known position.
More specifically, we use the distance to a detected edge point, and a pre-defined
height of the mopboard to calculate the elevation of a point which is on the top edge

of the mopboard with respect to the CCS;. Then, we can look up the pano-mapping
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table to find its radius in the omni-image. As a result, the mopboard part can be
excluded in the omni-image, forming a desired scanning region. In this way, the
object detection process can be carried out within this region. The detailed algorithm
is described as follows where Dy, is the distance to the detected mopboard edge point
which is on the direction of angle 8 with respect to the CCS;, and k is the index of the

imaging spot of each wall.

Algorithm 5.2: Determination of scanning region of a wall.

Input: The floor-layout line Fy of Wy, omni-images li1, li2, ..., and li;; lag,
I22, ...,and l,m; navigation imaging spots Ni, Na, ..., and Np,; the distance Dy,s
estimated from mopboard detection where 1 <t <m and 1 <s < 360; a
constant H which is the height of the mopboard; pre-defined scanning radii
Fmax and Fmin.

Output: The scanning regions Ry for Iy and Rgj for 1y, foralli=1,2, ..., m.

Steps:

Step 1. (Midpoint calculation and projection) Perform the following steps to

calculate the midpoints.
1.1 Calculate the midpoint Mj; of N; and N;, where j =i — 1.
1.2 Project M;j; onto the floor layout edge Fy, and find the projection point Mj;'.
1.3 Repeat Step 1.1 through 1.2 for all i from 1 to m — 1.
Step 2. (Determination of cover range ) Perform the following steps to determine
the cover range.
2.1 Find consecutive projection points which are on Fy, assuming that the
indexes of the consecutive points M;;" are found to be p through q:
22 Foralli=p,p+1,...,q9-1, check i according to the following rules.

(A) if i = p, then form the cover range R; by N;, M, and the endpoint of F
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which is nearest to Mjj’, where j =i + 1,
(B) else, if i = q — 1, then form the cover range R; by Ng, My, and the
endpoint of F which is nearest to Nq, wheres = i—1;
(C) otherwise, form the cover range R; by N;, Mjj’, and Mjs’, where j =i + 1,
ands = j+1.
Step 3.  (Determination of scanning region in omni-image) Perform the following
steps to determine a region excluding the mopboard portion.
3.1 Choose l1x and Iy, starting with k = 1 until k = m, and the range R;x and
Rk with two direction angles, respectively.
3.2 Choose the distance Dg, staring with s =1
3.3 Check the value of s: if s is in-the interval of the two direction angles, then
compute the radii rys and-ry s by using the pano-mapping table in a reverse
way and H, respectively; otherwise, do nothing.
3.4 Increase s by 1 and check the-value of s: if s'< 360, then go to Step 3.2;
otherwise, continue.
3.5 Generate the scanning regions Ry’ and R, which are subjected to the radii
ks and rys, and the pre-defined values of rmax and rmin, respectively, for all
s such that 1 <'s < 360.

3.6 Repeat Steps 3.1 through 3.5 until all the scanning regions are determined.

5.3.3 Proposed method for door and window

detection

With the above-mentioned scanning region, we can detect the objects in each
omni-image by the proposed two-way angular scanning scheme which extends the

method in Step 5 of Algorithm 4.1. The two-way scheme is used instead of the
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original one described in Algorithm 4.1 because the two-way scheme can achieve a
better estimation. In the two-way angular scanning scheme, we first perform Steps 1
through 4 of Algorithm 4.1 for the pair of images, then traverse along the line Ly from
the outer boundary to the inner one and from the inner to the outer boundary within
the scanning regions, and find the first intersection black pixel which is followed by
10 or more consecutive black pixels, respectively. The first found black pixel in each
direction will be regarded as an element of the boundary of the detected object, as

shown in Figure 5.4.

Figure 5.4 lllustration of the boundary (in red point) of detected object.

According to the two first scanned pixels which are detected by traversing along
the scanning line with opposite directions, we utilize the information within the
scanning line bounded by the two scanned pixels to determine whether the two pixels
are boundary points of the object or not. Besides, objects may occupy the omni-image
and are detected for some certain continuous angular interval. We utilize the property
to combine the detected objects which are detected from certain continuous scanning
lines into an individual one, as shown in Figure 5.5. In this way, there may be some
individual objects in the scanning region. As a result, according to these pixels which

are boundary points of the object, and by utilizing the 3-D position estimation method
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described in Section 4.3.2 by looking up the pano-mapping table, the average heights

at the bottom and the top of the object can be estimated.

Figure 5.5 lllustration of the detected objects within the scanning region.

There are some major rules for.combing the detected objects.

1. First, we traverse along the scanning line Ly within the scanning region R’ from
opposite directions and find. the pixels p; and py of the object boundaries,
respectively.

2. By counting the numbers ny and ngm, 0f black pixels and all pixels between the

two detected pixels along Ly, if found, and by a threshold and the ratio i, we

sum

can determine whether the pixels p; and p, are on the boundary of the object or
not.

3. In R ifall the pixels p; and p, for each scanning line Ly in an angular interval are
all on the boundary of an object, then such a largest interval can used to describe
the same object. Besides, in R’ those combined objects may be combined again

according to their positions.

And with the above rules, all individual objects can be determined in the same

scanning region of an omni-image.
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However, an object on a wall may appear to cross two or more scanning regions
of corresponding source omni-images taken by the same upper or lower omni-camera.
Besides, an object also has a possibility to appear in the pairs of omni-images
simultaneously. For the above reason, we have to combine those detected individual
objects which belong to the same one. Here, we denote O; and O, as the sets of the
individual objects detected from the omni-images taken by the lower and upper
omni-cameras, respectively. As shown in Figure 5.6, at first, we conduct the
combination task for all the objects in O; and O,, according to their positions to form
two new sets Oy’ and O’, respectively. Then, we conduct the reorganization task. The

process is described in the following algorithm.

Algorithm 5.3: Objects reorganization
Input: Sets O;" and O’ including the-combined objects on walls.
Output: The window objects set Oy, and the door objects set Op.
Steps:
Step 1.  (Objects recognitionfor each wall) For‘each floor-layout edge Fy, perform
the following steps to recognize the objects on wall W
1.1 Choose an object 0, from O’, to find an object in O, at a similar location.
(1) If such object o1 is found, then check if it is connected to the
mopboard by its location:
i.  if yes, then recognize oy together with 0,; as a door, and add it to
Op;
ii.  otherwise, recognize 0y together with 0,; as a window, and add it
to Ow.
(2) If such an object is not found, recognize 0, as a window, and add it to

Ow.
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1.2 Repeat Step 1.1 until the objects of O,’ are exhausted.
1.3 Recognize the remaining objects in O;’ as widows, and add it to O.

Step 2. Repeat Step 1 until all the floor-layout edges are exhausted.

02 %
(b)
Wndot .
(d)

Figure 5.6 Illustration of object combinations. (a) Scanning regions. (b) Individual objects.

(©)

(c) Combined objects for each omni-camera. (d) Reorganization of objects.
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Chapter 6
Experimental Results and
Discussions

6.1 EXxperimental Results

In this chapter, we will show some experimental results of the proposed
automatic house-layout construction system by autonomous vehicle navigation based
on mopboard following in indoor environments. The experimental environment was
an empty indoor room with mopboards at the bottom of the walls, in the Computer
Vision Laboratory of the Department of Computer.Science in Engineering 3 Building
at National Chiao Tung University, Taiwan, and is shown in Figure 6.1(a). For

convenience, we denote walls-as the notations shown.in-Figure 6.1(b).

W,
Window
VV1 Door
W Wi
Ws
We
W;
Ws
(b)

Figure 6.1 The experimental environment. (a) Side view. (b) lllustration of the environment.

At first, the vehicle was placed appropriately near wall W, with its direction not
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precisely parallel to it. When the vehicle started a navigation cycle, the vehicle
adjusted its direction to keep its navigation path parallel to each wall by utilizing the
imaging system to conduct the mopboard detection process as described previously.
Figure 6.2 shows an example of the resulting images of mopboard detection in which
the red dots show the detected mopboard edge points. After this action, the imaging
system will gather the environment data and conduct the mopboard detection process
again to estimate the locations of the mopboard edge points. And according to the
estimated distances between the vehicle and the walls, the vehicle decided to go
forward or turn around. Figure 6.3(a) shows the result of the estimated mopboard
edge points which cover two adjacent walls. Figure 6.3(b) shows the result of the
pattern classification procedure.

After the vehicle finished the navigation ‘session, the floor layout was
constructed with the globally -optimal fitting method described previously. Figure
6.4(a) shows the estimated mopboard edge points of all walls and Figure 6.4(b) shows

the floor layout which is constructed by the globally optimal fitting method.

Figure 6.2 Detected mopboard edge points.
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Figure 6.3 Classification of mopboard edge points (a) The detected mopboard points. (b)
Result of the classification (the points belonging to the upper wall).

In Table 6.1, we show the errors in percentage between the actual widths of the
walls and the estimated data of 9 times of navigations using the proposed system.
From the table, we see that the average error of the wall widths is 2.745%. Also, we
compute the error in percentage of the estimated total perimeter of the floor layout
with respect to the real data, and it is 0.23%. Both error percentages show that the

precision of the proposed system is satisfactory for real applications.
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(a) (b)
Figure 6.4 Illustration of global optimization. (a) The estimated mopboard edge points of all
walls. (b) A floor layout fitting the points in (a).
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Table 6.1 Precision of estimated wall widths and their error percentages.

) @ (©) 4 ®) (6) Q) (®)
. . . Average Total measured Estimated
Exp. Wall Real Estimated Estimated wall width error % estimated wall perimeter perimeter error
No. No. wall width |  wall width [V - 1) ) (Real perimeter =
width error % 1720.7) %

o |N|o|o|sfw|N]-

@[N|o|a|s|w N (e

o |N|o|a|s|w|N]|e

o |N|o|o|s w|N|e

average

2.745

0.21
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After the floor layout was constructed, the system proceeded to extract doors and
windows, if any. In our experimental environment, we do have a door and a simulated
window. The door is high enough to be seen in both the images taken by the lower
and the upper omni-cameras. An example of the images of the door and the door
detection result is shown in Figure 6.5. In addition, we simulated a window in our
experimental environment by creating a black frame and attaching it on a wall. The
window is not so low that only upper omni-camera can “see” it. An example of the

image of the window and the window detection result is shown in Figure 6.6.

Figure 6.5 Images and door detection result. (a) Image of the door taken by the upper
omni-camera. (b) Image of the door taken by the lower omni-camera. (c) Door detection
result of (a). (d) Door detection result of (b).

After door and window detections, they were merged into the floor-layout data to

form the final house layout. An example of house-layout construction in graphic form
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is shown in Figure 6.7, in which the house layout is displayed from two views, one
from the top of the environment and the other from the back of the wall on which the

window appears.

(a)

Figure 6.6 Images and window detection result. (a) Image of the window taken by the upper

omni-camera. (b) Window detection result-of (a).

6.2 Discussions

From our experiments.and the results, we see that the goal of the study —
automatic house-layout construction.by autonomous vehicle navigation without path
learning — has been achieved. An inconvenience found in this study is that the
two-camera omni-directional imaging system designed for this research is not high
enough so that windows high above will not appear clearly (with its image part
smeared by the plastic top cover of the upper omni-camera) when the vehicle
navigates too close to the wall root. A possible solution is to construct a more
transparent and spherical-shaped cover made possibly of glass.

Due to unavailability of an empty and sufficiently-large house space for
conducting the experiment, the environment we used for our experiments was not
totally closed and half of it was enclosed by simulated walls. In the future, more

experiments should be conducted in more realistic room spaces.
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(b)

Figure 6.7 Graphic display of constructed house layout. (a) Viewing from the top (green

rectangle is a door and yellow one is a window). (b) Viewing from the back of the window.



Chapter 7
Conclusions and Suggestions for
Future Works

7.1 Conclusions

A system for automatic house-layout construction by vision-based autonomous
vehicle navigation in an empty indoor room space has been proposed. To achieve
acquisition of environment images, a_new type of omni-directional camera has been
designed for this study, which consists of two.omni-cameras aligned coaxially and
back to back, with the upper.camera taking images of the upper semi-spherical space
of the environment and the-lower camera taking images-of the lower semi-spherical
space. A so-called pano-mapping!table [7] is used for.computing the depth data of
space feature points.

The proposed automatic house layout construction process consists of three
major stages: (1) vehicle navigation by mopboard following; (2) floor layout
construction; and (3) 3-D house layout construction. In the first stage, a vehicle is
navigated to follow the mopboards at the roots of the walls in the house. A pattern
classification technique has been proposed for classifying the mopboard points
detected by an image processing scheme applied directly on the omni-image. Each
group of mopboard points so classified are then fitted by a line using an LSE criterion.
The line is used to represent the related wall.

In the second stage, a global optimization method has been proposed to construct

a floor layout from all the wall lines in a sense of minimizing the total line fitting error.
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In the last stage, doors and windows are detected from the omni-images taken in the
navigation session. An algorithm has been proposed to match rectangular areas
appearing in the lower and upper omni-images taken by the respective cameras, to
decide the existence of doors or windows. And then the detected door and window
data are merged into the wall line data to get a complete 3-D data set for the house.
Finally, the data set is transformed into a graphic form for 3-D display of the house
from any viewpoint.

The entire house layout construction process is fully automatic, requiring no
human involvement, and so is very convenient for real applications. The experimental

results show the feasibility of the proposed method.

7.2 Suggestions for Future Works

There exist several interesting topics for future research, which are listed in the

following.

1. The proposed two-camera omni-directional imaging system may also be used
for other applications like environment image collection and 3-D environment
model construction.

2. More in-house objects, like paintings, furniture, poles, and so on, may be
extracted from omni-images of the house environment for more complete
construction of the house layout.

3. More applications of the proposed methods, like house dimension measuring,
unknown environment exploration, automatic house cleaning, etc., may be
investigated.

4. More techniques for acquiring the corner and line information from house

ceilings using the proposed omni-camera system may be developed.
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