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Abstract

Bandwidth efficiency and.multipath. immunity make orthogona frequency
divison multiplexing (OFDM) an' attractive modulation technique for modern high
data rate communication systems.. A major-concern of OFDM systemsis that symbol
timing and frequency synchronizationerrors can seriously degrade the system
performance. Therefore, it is important to obtain accurate estimate of time and
frequency offsets. In this thesis, we focus on frame timing synchronization.
Severa cyclic prefix based techniques are investigated and two modified algorithms
based on global search agorithm are proposed. In the local search algorithm, we
only search the sample points near the estimated point of previous frame; this can
increase the accuracy of estimated timing at high SNR. Another agorithm, called
modified global search agorithm, yields a comparable performance and lower
complexity compared with other techniques. Our proposed algorithms are al
self-learning in the sense that they can automatically track slowly time varying
channel conditions. The performance and complexity of our proposed algorithms

will be compared with other cyclic prefix based algorithms from simulation results.
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Chapter 1

| ntroduction

Orthogonal frequency division multiplexing (OFDM) is a widely adopted
modulation technique in modern high data rate communication systems. The basic
idea of OFDM is to divide the transmission channel into a large number of parald,
orthogonal, low-rate subchannels. With rapid advancement in VLSl and DSP
techniques in recent years, the huge computational complexity for implementation due
to a large number of subchannels becomes feasible. Actually, the OFDM technique
had been adopted for digital ‘audio broadcasting (DAB), digital terrestrial television
broadcasting (DVB), digital subscriber loops (XDSL), and wireless local area network

(WLAN) applications.

It is known that, compared with single carrier modulation, the muiticarrier
modulation (MCM) scheme OFDM is more sensitive to the synchronization parameter
errors, such as carrier frequency offset, sampling clock offset, and symbol timing offset.
We focus on the issues of the symbol timing offset estimation, also called frame
synchronization, in this thesis.  Suitable frame synchronization techniques can extract
the correct FFT window at the OFDM receiver and maintain the demodulation
performance. In this thesis, we describe several frame synchronization agorithms for
OFDM systems that have been proposed before, propose our new modified algorithms,
and evaluate the performance of these techniques in AWGN and multipath Rayleigh

fading channel.
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1.1 Background

OFDM have recently gained increased interest. WLAN is an important
application for OFDM technology. Many WLAN standards such as |[EEE 802.11a[1],
HiperLAN/2, and MMAC system have accepted OFDM as their physical layer

specifications.  This section introduces the brief history of OFDM.

OFDM is a specia case of MCM, which is the principle of transmitting data by
dividing the stream into severa parallel bit streams and modulating each of these data
stream onto individual subcarriers. Although the origin of MCM dates back to the
1950s and early 1960s with military HF radio links, R. W. Chang in the mid 60s first
published a paper demonstrating the concept we today call OFDM [2]. Chang's paper
demonstrated the principle of ransmission of, multiple messages simultaneously
through a linear band-limited channel without intercarrier interference (ICl) and
intersymbol interference (1S1). = The OFDM-system devel oped by Chang differed from
traditional MCM system in that the spectra of the subcarriers were alowed to overlap

under the restriction they were all mutually orthogonal .

Weinsten and Ebert [3] were the first to suggest the discrete Fourier transform
(DFT) and inverse discrete Fourier transform (IDFT) to perform baseband modulation
and demodulation in 1971. Currently, OFDM systems utilize fast Fourier transform
(FFT) and inverse fast Fourier transform (IFFT) to perform modulating and
demodulating of the information data. To combat ISI and ICI, Peled and Ruiz [4]
introduced the concept of cyclic prefix (CP) rather than using an empty guard interval
(GI) in 1980. This effectively simulates a channel performing circular convolution as

long as the length of CPislonger than that of channel impulse response.
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In the 1980s, OFDM was studied for high-speed modems, digital mobile
communications, and high-density recording. In the 1990s, OFDM was exploited for
wideband data communications over mobile radio FM channels, xDSL, DAB, and

DVB.

Since the beginning of the nineties, WLAN for the 900-MHz, 2.4-GHz, and
5-GHz ISM bands have been available, based on arange of proprietary techniques. In
June 1997, IEEE approved an international interoperability standard. The standard
specifies both MAC procedures and three different PHYs. There are two radio-based
PHYsusing the 2.4-GHz band. Thethird PHY usesinfrared light. All PHY s support

adatarate of 1 Mbps and optionally 2 Mbps.

User demand for higher bitrates spurréd. the development of a higher speed
extension to the 802.11 standard.— In -July: 1998, |IEEE 802.11 working group
developed two new PHY standards.-= One is the |[EEE 802.11b standard using
complementary code keying (CCK) modulation” scheme in the 2.4-GHz band and
provides the data rates of up to 11 Mbps. The other is the IEEE 802.11a standard
using OFDM modulation scheme in 5-GHz band and targeting a range of data rates
from 6 up to 54 Mbps. This new standard is the first to use OFDM in packet-based
communication. To make OFDM effectively a worldwide standard for 5-GHz band,

the OFDM standard was developed jointly with ETSI BRAN and MMAC.

1.2 Classification of Synchronization Techniques

In general, symbol timing and carrier frequency offset of a received signa in
OFDM systems are unknown in the recelver. In addition, the received signal is

disturbed by multipath fading under practical communication environment. Therefore,
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they must be estimated correctly through synchronization processes for correct
detection. Three classifications of synchronization techniques are described in this

section [5].

1.2.1 DA/ DD and NDA Synchronization

When the data sequence is known, for example a preamble sequence during
acquisition, we speak of data-aided (DA) synchronization techniques. When the
detected sequence is used as if it were the true sequence, one speaks of
decision-directed (DD) synchronization techniques. All DD techniques require an
initial synchronization parameter estimate before starting the detection process. To
obtain a reliable estimate, one may send a preamble of known symbols. The
non-data-aided (NDA) synchronization techniques are obtained if one actualy

performs the averaging operation on the Synchronization parameter estimate.

1.2.2 FF and FB Synchronizatioen

The synchronization techniques can be categorized according how the
synchronization parameter estimate is derived from the received signal. The
techniques are caled feedforward (FF) if the estimate is derived from the received
signal before it is corrected. The other techniques are called feedback (FB) if they
derive the estimate of the synchronization error and feed a corrective signal to the
synchronization error corrector. FB structures inherently have the self-learning ability

to automatically track slowly varying parameter changes.

1.2.3 Carrier, Sampling Clock and Frame Synchronization

The carrier synchronization techniques solve the following synchronization

errors. the carrier phase error introduced by the propagation delay in the transmitted
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signal, the carrier frequency or phase offset caused by the frequency or phase
differences between the oscillators at the transmitter and receiver, the Doppler shift due
to mobile movements, and the phase noise introduced by non-linear channels. The
sampling clock synchronization technique, aso called timing recovery scheme,
extracts the periodic sampling clock signals at the receiver. There are two methods,
named as synchronous and asynchronous, to dea with the timing error and the
frequency mismatch in sampling clocks. Frame synchronization technique, which is
essential for the block transmission of the OFDM signals in frame-packaged system,
means finding an estimate of the symbol position where the frame starts. It is usualy

accomplished with the aid of some special synchronization words.

1.2.4 Summary

This thesis focuses on frame synchronization techniques. Since the OFDM
demodulation procedure is collectively” performed against al subcarriers, frame
synchronization errors affect al carriers. _Thus, frame synchronization must be
performed correctly. A popular solution for the frame synchronization is to insert
some reference symbols within the OFDM signals, and these symbols are then picked
up by the recelver to generate the frame clock [6], [7]. For NDA frame
synchronization, several guard interval (Gl)-based, or cyclic prefix (CP)-based,
schemes have been presented to estimate the start position of a new frame [8]-[16].
The basic idea of these schemes is to exploit the cyclic extension preceding a symbol
frame. However, the CP-based techniques are considered more advantageous because
the use of reference symbols lowers the achievable data rate (bandwidth inefficient).
All of the frame synchronization techniques introduced later in this thesis is CP-based,
some of them are FF and others are FB synchronization methods. We will give afull

detail of the CP characteristics and the CP-based schemes in Chapter 2 and Chapter 3,
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respectively.

1.3 Organization of the Thesis

The rest of this thesis is organized as follows. Chapter 2 introduces the basic
concept of OFDM modulation. In Chapter 3, we will review some typical CP-based
frame synchronization techniques presented in the literature, and describe our proposed
modified algorithms. Chapter 4 contains the simulation models, ssimulation results
and comparison of the performance between the proposed and the previous
synchronization techniques. Finaly, we will give a conclusion of the thesis in

Chapter 5.
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Chapter 2

Overview of OFDM

The basic principle of OFDM isto split a high-rate data stream into a number of
lower rate streams that are transmitted simultaneously over a number of subcarriers.
Because the symbol duration increases for the lower rate paralel subcarriers, the
relative amount of dispersion in time caused by multipath delay spread is reduced.
ISl is eliminated almost completely by introducing a Gl in every OFDM symbol.
This whole process of generating an- OFDM signal and the reasoning behind it are

described in detail in Section 2.1 to 2!3.

In OFDM system design, a number of ‘parameters are up for consideration, such
as the number of subcarriers, guard time, symbol duration, subcarrier spacing,
modulation type per subcarrier, and the type of forward error correction coding (FEC).
The choice of parameters is influenced by system requirements such as available
bandwidth, required bit rate, tolerable delay spread, and Doppler values. Some

requirements are conflicting. These design issues are discussed in Section 2.4.

2.1 OFDM Transmission Basics

OFDM isa MCM technique based on DFT (FFT) and IDFT (IFFT), Figure 2.1

shows the common OFDM system function blocks.
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Figure 2.1 Function blocks of OFDM system [25].

An OFDM signal consists of a sum of subcarriers that are modulated by using
phase shift keying (PSK) or quadraturesamplitude modulation (QAM). The basic
structure of OFDM modulator with ,N-subcarriersis shown in Figure 2.2. Asshown
in Figure 2.2, the OFDM modulator consists of a serial-to-parallel converter (S/P) and
an N-subcarrier modulators bank with different subcarrier frequencies. Firstly, the
original data symbol streams are fed into ‘the modulator in a serial way and the S/P
divides these symbol streams into N parallel subsymbol streams, and then these
subsymbols at each branch are used to modulate the different subcarriers. Assume
that the original data symbol rate fed into the OFDM modulator is R, the reciprocal of
the symbol duration Ts. After the S/P, the symbol duration T at each branch is
increased to NTs, and the symbol rate is down to R/N. Hence, the symbol period is
N times longer than that of the symbol in a conventional single carrier communication
system. This property benefits an OFDM signal transmitted in a multipath channel
environment, because the relative amount of dispersion in time can be reduced. In
the following, we will introduce the mathematical description of OFDM signals and

discuss some characteristics of OFDM systems.
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Figure 2.2 Structure of modulator in an OFDM system with N subcarriers [22].

2.1.1 OFDM Signal Characteristics

In Figure 2.2, we denote 2x,__as the transmitted subsymbol at the (k +% +1)-th

branch, where k is an integer value from. - % to % 1, which is chosen according

to the representation of the subcarrier frequency f,. In OFDM systems, the
transmitted subsymbols x, usualy are PSK or QAM symbols. An OFDM signal

with symbol period T generated by the OFDM modulator can be expressed as follows

-1

i N
[ & «f (t OFtET

1o otherwise

(2.2)

Nz

..,O,...,ﬂ-l,where
2

f(l) = e 2.2)

N

Is the subcarrier used to modulate the subsymbol x, at the (k +%+1) -th branch,

and the frequency of the k-th subcarrier f, is

k

== (2.3)

fi
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From (2.3), we can see that each subcarrier has exactly an integer number of cyclesin
the interval T, and the number of cycles between adjacent subcarriers differs by

exactly one. This property implies that there is orthogonality among the subcarriers

used in OFDM systems.  If we multiply the i-th subcarrier f.(t) with the complex
conjugated version of another subcarrier f;(t), and integrate the result over the
interval of T, we will get

It =L g e T =)t T1E
@I RUNRES

(24) 1
n equation (2.4), the result is zero for all other subcarriers except for i = j, because

the frequency difference % produces an integer number of cycles within the

integration interval T. Asan example, Figure 2.3 shows four subcarriers within one

OFDM symbol.

W

Figure 2.3 Example of four subcarriers within one OFDM symbol [18].

The orthogonality of the different OFDM subcarriers can also be demonstrated in
another way. According to (2.1), each OFDM symbol contains subcarriers that are
nonzero over aninterval T. Hence, the spectrum of a single symbol is a convolution

of agroup of Dirac pulses located at the subcarrier frequencies with the spectrum of a

10
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square pulse that is one in period T and zero otherwise. The amplitude spectrum of

the square pulseis equal to sinc(p fT), which is zero for al frequencies f that are an
integer multiple of %. This effect is shown in Figure 2.4, which shows the

overlapping sinc spectra of individual subcarriers. At the maximum of each
subcarrier spectrum, all other subcarrier spectra are zero. Because an OFDM
receiver essentially calculates the spectrum values at those point that correspond to
the maxima of individual subcarriers, it can demodulate each subcarrier free from any

interference from the other subcarriers.

WL

EYTDIRRE ﬁ A ééaééiiii
A TS Y S Y VY Y ¥ A A
vv I| V| AWEANE Ilvv requency

Figure 2.4 Spectraof individual subcarriers[25].

The orthogonal property is useful for the OFDM demodulator to easily
demodulate the subsymbol at any of the subcarriers by using the correlator. The

basic structure of the correlator-based OFDM demodulator isillustrated in Figure 2.5.

The correlator output at the j-th branch in the OFDM demodulator is denoted as

N .
T jzplkci)y

y;: Qs(t)f (t)dt—%e%l Qe T odt=x (2.5)

k_f
2

1
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In this way, we can recover the transmitted subsymbols correctly.

xi_l
X ol [ |—= &
g0 ty |
_.@?_. [ fes
NG
LM I
Received : X N
OFDM signal _.@_, J.:(')d‘ _%H . (s);t’rllj‘tlll(tl(slata
¢ @ X v
e N e
\ﬁy\ (1)

Figure 2.5 Structure of correlator-based OFDM demodulator [22].

2.1.2 Implementation Using |FFET /-FET

The complex baseband OFDM"signal“as defined by (2.1) isin fact nothing more

than the inverse Fourier transform (1FT) 'of 'N'input subsymbols. If we sample s(t) by

the sampling period T, = % then the time discrete equivalent, or IDFT signal model
g n] isgiven by

i Ny .
1 1 % ijNn
— e OEnNnEN-1
dnl=s® b= N & (26)
T

2
{0 otherwise

In the receiver, the DFT, the reverse operation of IDFT, can be used to recover the
transmitted subsymbols at the OFDM subcarriers. The demodulation result of the

j-th subcarrier by using the DFT can be expressed as

1

xNd[k - j]dt = x 2.7)

o=

Y, = OFF( =4 srje ™ = 2

N
2

The demodulation result shown in (2.7) is the same as that in (2.5). Hence, we can

12



Chapter 2 Overview of OFDM

replace the subcarrier oscillators and the correlators used in the OFDM transmitter and
receiver by the IDFT and DFT, respectively. In practice, the DFT / IDFT can be
implemented very efficiently by the IFFT / FFT. An N point DFT / IDFT require a
total of N® complex multiplications — which are actualy phase rotations. The
FFT / IFFT drastically reduce the amount of calculations by exploiting the regularity
of the operations in the DFT / IDFT. Using the radix-2 algorithm, an N-point FFT /

IFFT requireonly (N/2)¥og,(N) complex multiplications[19].

The structure of the OFDM system using the IDFT (IFFT) modulation and the
DFT (FFT) demodulation is shown in Figure 2.6 and 2.7, where the block "D/A"
denotes the digital-to-analog converter that converts the discrete time signal to the
continuous time signal, and "A/D" is the analog-to-digital converter which performs

the reverse operation of the D/A.

Xy
R
Xy

Input data : :

symbols 5 IDFT | : s[nf st

— S/IP | ° ' P/S » DA —>

Xy (IFFT) OFDM
5! . signal
Xy

Figure 2.6 Structure of transmitter using IDFT (IFFT) [22].
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Vv
—-1
Vv |
r(1) r(n] IDFT =
—| AD s SIP | ° " | PIS |—
(IFFT)
Received Y~ » Output
OFDM > 2, Data
signal Vo, symbols

Figure 2.7 Structure of receiver using DFT (FFT) [22].

2.1.3 OFDM Bandwidth Efficiency

For simplicity, we assume that the signal spectra can be band-limited to the
bandwidth of its main spectral ilobe. In-a classical paralel data system, called
frequency division multiplexing (FDM); thetotal signal frequency band is divided into
non-overlapping frequency channels: It-seems good to avoid spectral overlap of

channels to eliminate ICI. As seen in Figure 2.8 (a), the null-to-null bandwidth is

W, @_% because the spectrum of the rectangular pulse is represented by the sinc

S

function with first zero at Ti Since the bit rate is R= log, M bits per second,

S S

where M is the alphabet, bit-rate-to-bandwidth ratio is VB\/:%IogzM . The

conventional multi-band system uses the available bandwidth inefficiently.

OFDM s the overlapping multicarrier modulation scheme, as shown in Figure

2.8 (b), the approximate bandwidth of a N subcarrier becomes W, @(N +1)%

S

because the frequency separation between adjacent subcarriersis ﬁ for the signal

S

14



Chapter 2 Overview of OFDM

orthogonality.  Therefore, the bit-rate-to-bandwidth ratio is %leﬂlogzM .

When N is large enough, the efficiency of OFDM systems is amost twice as that of
FDM systems. Thus, OFDM multi-band systems can more efficiently use the

available bandwidth compared to the conventional multi-band systems.

Ch.1 Ch?2 Ch.3 Ch4 Chs5 Ché Ch7 Ch.8 Cho Ch.10

ATATATATATATATATATANS

Frequency
(@)
I L}
i
i Saving of bandwidth
(W\;‘ '
i F1‘eq1161{c 2%

Figure 2.8 Illustration of OFDM bandwidth efficiency: (a) conventional multi-band
system, (b) OFDM multi-band:system [18].

2.2 Guard Interval and Cyclic Prefix

This section introduces the ideas of guard interval and cyclic prefix, and explains

the reason to use CP in OFDM transmission systems.

2.2.11Sl and ICI Avoiding

One of the most important reasons to do OFDM is the efficient way it deals with
multipath delay spread. By dividing the input data stream in N subcarriers, the
symbol duration is made N times longer, which also decreases the relative multipath
delay spread, relative to the symbol time, by the same factor. In amultipath channel,

the delayed replicas of the previous OFDM signal will cause the ISl between

15



Chapter 2 Overview of OFDM

successive OFDM signalsas show in Figure 2.9. To eliminate I SI almost completely,
aguard interval (Gl) is introduced for each OFDM symbol. The Gl is chosen larger
than the excepted delay spread, such that multipath components from one symbol
cannot interfere with the next symbol. A Gl consists no signal at al is inserted
between successive OFDM signal as shown in Figure 2.10. In this case, however,
the problem of ICl would arise. This effect is illustrated in Figure 2.11. In this
example, a subcarrier 1 and a delayed subcarrier 2 are shown. When an OFDM
receiver tries to demodulate the first subcarrier, it will encounter some interference
from the second subcarrier, because within the FFT interval, there is no integer
number of cycle differences between subcarrier 1 and 2. At the same time, there will

be crosstalk from subcarrier 1 for the same reason.

Path 1 sesss | Symbol N Symbol (N-1) | -

PathN ae... | Symbol N Symbol (N-1) | .....

PR
el

1SI

Figure 2.9 Channel dispersion causes I SI between successive OFDM signals [26].

Guard Interva
+—>
Path 1 eeees r--DBD- - Symbol N :J-O-DO- - Symbol (N-1) | ———
Path N e | 000 Symbol N | oo Symbol (N-1) | e
o I1SI but ICI

Figure 2.10 OFDM signalswith silent Gl [26].
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Figure2.11 A delayed OFDM signal with asilent Gl caused ICl on next signal [25].

In 1980, Peled and Ruiz [4] solved the ICI problem with the introduction of a
cyclic prefix (CP), a copy of the last part;of the OFDM signal attached to the front of
the transmitted signal as shown.in kigure 2.12. ‘This ensures that delayed replicas of
the OFDM symbol always have an integer number of cycles within the FFT interval,
as long as the delay is smaller than the GI.~~As a'result, multipath signals with delays

smaller than the Gl cannot cause ICI.
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Figure 2.12 OFDM signal with cyclic prefix [25].
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Chapter 2 Overview of OFDM

As an example of how multipath affects OFDM, Figure 2.13 shows received
signals for atwo-ray channel, where the dotted curve is a delayed replica of the solid
curve. Three separate subcarriers are shown during three symbol intervals. From
the figure, we can see that the OFDM subcarriers are BPSK modulated, which means
that there can be 180-degree phase jumps at the symbol boundaries. In this particular
example, this multipath delay is smaller than the GI, which means there are no phase
transitions during the FFT interval. Hence, an OFDM receiver “sees’ the sum of
pure sine waves with some phase offsets. This summation dose not destroy the
orthogonality between the subcarriers, it only introduce a different phase shift for each
subcarrier. The orthogonality does become lost if the multipath delay becomes larger
thanthe GI. In that case, the phase transitions of the delayed path fall within the FFT

interval of the receiver.

First arriving path _ OFDM gymbol time 1
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| |

[ | [ [ | | [

[ | | | | | [

| e gt I ' ' !
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Figure 2.13 Example of an OFDM signal with three subcarriers in a two-ray
multipath channel. The dashed line represents a delayed multipath component
[18].

18
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Figure 2.14 shows the digital implementation of the OFDM transmitter which
appends the CP in the front of the original OFDM signal g[n], and the structure of the
OFDM signal with the guard period L isshown in Figure 2.15. We denote the signal
with CP as the complete OFDM signal §n] and call the origina gn] with length of

N asthe useful part of §n]. The §n] canbe expressed as

|z

-1
ok
i2p—(n-L)

1 xke N OENnEN+L-1

i
I
1!
=1
T

I md\)

N (2.8)

k=-

{0 otherwise
In the receiver, we only require the useful part of the complete OFDM signal to

perform the FFT demodulation. Hence, we will remove the CP of the complete

OFDM signal before the FFT demodulation in the receiver.

X
T s[0] >
Xy >
Pl s[1] 8] 5(t)
Input data . » P/S > DA pb—
symbols s/p : IDFT OFDM
—— : - signs
v [(FFT)[s(L-1] L
w o
__+1 L
2, :
X
i) SINT”

Figure 2.14 A digital implementation of appending CP into OFDM signa in

transmitter [22].

SIN-L] S(N-1] | s[O]f s[2] | *°° "7 §[N-1]
«— Cyclic Prefix —>|<— Useful Part —
L
< Complete OFDM Signal >
N+ L

Figure 2.15 Structure of acomplete OFDM signal with CP [22].
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2.2.2 Linear Convolution Equivalent

In addition to avoid the ICI and ISl introduced by channel dispersion, the CP
used in the OFDM system has another special purpose. As §n] is transmitted
through the channel, the received complete OFDM signa f[n] is the linear
convolution of §n] and the impulse response of the channel:

rin] = §n]* h[nj OENEN+L+L, -2 (2.9
where * denotes the linear convolution and h[n] denotes the impulse response of the
channel with the length L,. Weassumethat L, issmaller than the guard period L
here. As mentioned, the CP is the last part of the original OFDM signal g[n], so the
result of the linear convolution described in (29) for n=L,---,L+N-1 is the
N-point circular convolution of g[n] and h[n] given by

rin]=gn] A, h[n] (2.10)
for n=0,---,N-1, where Ay denotes the N-point circular convolution. Figure
2.16 shows the relation between (2.9)and:(2:10); respectively. After removing the
CP in the receiver, we use the DFT demedulation to recover the subsymbols in the
received OFDM signal r[n]. According to the discrete time linear system theory [19],
the DFT of r[n] in (2.10) is equivalent to multiplying the frequency response of the

OFDM signal 9[n] with that of the channel h[n], and the result is given by

y; =DFT(r[n]) = DFT(n] A, h[n]) = x;H[ ] (2.11)
for j=0,---,N-1, where H[j] is the frequency response of the channel at the
frequency of the j-th subcarrier. Notes that H[j] in (2.11) is the DFT of channel

impulse response h[n]. From (2.11), we see that the demodulation result at the j-th

subcarrier is the product of the original data subsymbol x; and the frequency response

of the channel at the same frequency, H[j]. This property states that the receiver in
the OFDM system does not require the complex adaptive channel equalization

technique used in conventiona single carrier systems. In the OFDM systems, the
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Chapter 2 Overview of OFDM

subsymbol x; can be recovered in the receiver by dividing the demodulation result y; by

simply theweight equal to H[j]. Thisisthereason why the CPisacopy of the last

part of the original rather than a copy of any part of the signal.

F 3

Cyclic
R T
sla] | -
|
hin]
h{0-n] i
Linear Convolution |
Start ,—2 h[}_-ﬂ]
Circular Convolution
Start
Circular Convolution h{L+N-1-n]
End Q

|
Linear Convolution | AIL+N+L,-2-n]

End

rln] = s[n]*hn]

'y
/ le——— 1[1n]= s[n] @, i[n] ——— \
Ly L+N-1  L+N+L,-2

—

Figure 2.16 Relation between linear convolution and circular convolution of and
OFDM signal and channel impulse response [22].

2.3 Windowing

Looking at an example OFDM signal like in Figure 2.13, sharp phase transitions
caused by the modulation can be seen at the symbol boundaries. Essentiadly, an
OFDM signal like the one depicted in Figure 2.13 consists of a number of unfiltered
QAM subcarriers. As a result, the out-of-band spectrum decreases rather slowly,
according to a sinc function. As an example of this, the spectra for 16, 64, and 256
subcarriers are plotted in Figure 2.17. For larger number of subcarriers, the

spectrum goes down more rapidly in the beginning, which is caused by the fact that
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Chapter 2 Overview of OFDM

the sidelobes are closer together. However, even the spectrum for 256 subcarriers

has arelatively small -40 dB bandwidth that is amost four times the -3 dB bandwidth.

-5}

PSD (dB)

IS
=)

'45 L L] i i 1 A
-2 1.5 -1 0.5 4] 0.5 1 1.5 2

Frequency / bandwidth

Figure 2.17 Power spectral density (PSD) without windowing for 16,
64, and 256 subcarriers{18]:

2.3.1 Common Used Window Type

To make the spectrum go down more rapidly, windowing can be applied to the
individual OFDM symbols. Windowing an OFDM symbol makes the amplitude go
smoothly to zero at the symbol boundaries. A commonly used window type is the

raised cosine window, which is defined as

i 0.5+0.5cos(p +pt/bT,) OEtE£DT,
w(t) =1 1.0 bT,ELET, (2.12)
1 05+05c08p(t- T,)/bT,) T, E£t£(1+b)T,

where b is roll-off factor and T, is symbol interval. The factor b means that

we allow adjacent OFDM symbols to partially overlap in the roll-off region and the

transition between the consecutive symbol intervals are smoothed. The time
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structure of the OFDM signal now looks like Figure 2.18.

* >

T prefix T

T postfix

A—

BT

5

Figure 2.18 OFDM cyclic extension and raised cosine windowing. Ts is the
symbol time, T the FFT interval, Ty the guard time, Tyeix the preguard interval,
Tpostfix the postguard interval, and b istheroll-off factor [18].

In practice, the OFDM signal is generated as follows: first, N input QAM values
are padded with zeros to get N input samples_ that are used to calculate an IFFT.
Then, the last Tyeix Samples of-the [FFET-output .are-inserted at the start of the OFDM
symbol, and the first Tposfix SAMApPles are‘appended at the end. The OFDM symbol is
then multiplied by a raised cosine window w(t) to more quickly reduce the power of
out-of-band subcarriers. The OFDM symbol is then added to the output of the
previous OFDM symbol with a delay of Ts, such that there is an overlap region of

b T

2.3.2 Choice of Roll-Off Factor

Figure 2.19 shows spectra for 64 subcarriers and different values of the roll-off

factor b . It can be seen that aroll-off of 0.025 so the roll-off regionisonly 2.5%
of the symbol interval already makes a large improvement in the out-of-band
spectrum. Larger b improve the spectrum further, at the cost, however, of a
decreased delay spread tolerance. The latter effect is demonstrated in Figure 2.20,

which shows the signal structure of an OFDM signal for a two-ray multipath channel.
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Chapter 2 Overview of OFDM

The receiver demodulates the subcarriers between the dotted lines. Although the
relative delay between the two multipath signalsis smaller than the GI, ICl and ISI are
introduced because of the amplitude modulation in the gray part of the delayed OFDM
symbol. The orthogonality between subcarriers holds when amplitude and phase of
the subcarriers are constant during the entire T-second interval. Hence, a roll-off

factor of b reducesthe effective Gl by b Ts.

20

PSD (dB)

400 H ] 1 1 i L +
-2 1.5 -1 -0,5 0 08
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Figure 2.19 Spectral of raised cosine windowing with roll-off factor
of 0 (rectangular window), 0.025, 0.05, and 0.1 [18].

"

hlnltipath delay
Figure 2.20 OFDM symbol windows for a two-ray multipath channel, showing
ICl and ISI, because in the gray part, the amplitude of the delayed subcarrier is
not constant [18].
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2.3.3 Decision between Windowing and Filtering

Instead of windowing, it is also possible to use conventional filtering techniques
to reduce the out-of-band spectrum. Windowing and filtering are dual techniques,
multiplying an OFDM signal by a window means the spectrum is going to be a
convolution of the spectrum of the window function with a set of impulse at the
subcarrier frequencies. When using filters, care has to be taken not to introduce
ripping effects on the envelope of the OFDM symbols over a timespan that is larger
than the roll-off region of the windowing approach. Too much rippling means the
undistorted part of the OFDM envelope is smaller, and this directly trandates into less
delay spread tolerance. The windowing technique is more feasible because a digital
filter requires at least a few multiplications per sample, while windowing only
requires a few multiplications per symbol, .for-those samples which fall into the

roll-off region, windowing is an order of magnitude less complex than digital filtering.

2.4 Choice of OFDM Parameters

The choice of OFDM parameters is a tradeoff between various, often conflicting
requirements. Usually, there are three main requirements to start with: bandwidth,

bit rate, and delay spread. Generally, the following condition should be satisfied:

reNgd (2.13)
B f

d

where t isthe channel r.m.s delay spread, f, isthe maximum Doppler frequency
spread, N is the number of subcarriers, and B is the total occupied bandwidth in the
system. Therefore, the procedures of selecting system parameters are described in

this section.
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2.4.1 Guard Time and Symbol Duration

The delay spread directly dictates the time duration of the GI since the CP length
must exceed the maximum delay spread. As a rule, the guard time Ty should be
about two to four times the r.m.s delay spread of the channel t . Ty also depends on
the type of coding and QAM modulation. Higher order QAM (like 64-QAM) is
more sensitive to ICl and 1SI than QPSK, while heavier coding obviously reduces the

sengitivity to such interference.

Now the guard time has been set, the symbol duration Tscan be fixed. To
minimize the SNR loss caused by the Gl, it is desirable to have Ts much larger than
the guard time. It cannot be arbitrarily large because a larger Ts means more
subcarriers with a smaller subcarrier:spacing, alarger implementation complexity, and
more phase noise and frequency offset, @ well as an increased peak-to-average power
ratio (PAPR). Hence, a practical design choice is to make the symbol duration at

least five times the guard time, which implies a1-dB SNR loss because of the Gl.

2.4.2 Number of Subcarriers

After the symbol duration and guard time are fixed, the number of subcarriers N
follows directly as the required -3dB bandwidth B divided by the subcarrier spacing

Df , which isthe inverse of the symbol duration less the guard time T.

N=2 -grl (2.14)
Df T

Alternatively, N may be determined by the required bit rate divided by the bit rate
per subcarrier.  The bit rate per subcarrier is defined by the modulation type, coding

rate, and symbol rate.
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2.4.3 A System Design Example

As an example, suppose we want to design a system with the following
requirements:. the bit rate is 20 Mbps, the tolerable delay spread is 200 ns, and the

maximum bandwidth is 15 MHz operating at f.= 5 GHz.

The delay spread tolerance 200 ns suggests that 800 ns is a safe value for the
guard time. By choosing the OFDM symbol duration 6 times the guard time (4.8 us),
the guard time loss is made smaller than 1 dB. The subcarrier spacing is now the
inverse of 4.8 — 0.8 = 4pus, which gives 250 kHz. To determine the number of
subcarriers needed, we can look at the ratio of the required bit rate and the OFDM
symbol rate. To achieve 20 Mbps, each OFDM symbol has to carry 96 bits of
information (96/4.8us = 20 Mbps)..* To do this, there are several options. Oneisto
use 16-QAM together with rate 1/2 coding to per. 2 bits per symbol per subcarrier. In
this case, 48 carriers are needed to /get-the required 96 bits per symbol. Another
option is to use QPSK with rate 3/4 coding, which gives 1.5 bits per symbol per
subcarrier. However, 64 subcarriers means a bandwidth of 64+250 kHz = 16 MHz,
which is larger than the target bandwidth. To achieve a bandwidth smaller than 15
MHz, the first option with 48 subcarriers and 16-QAM fulfills al the requirements.
It has the additional advantage that an efficient 64-point radix-4 FFT/IFFT can be used,
leaving 16 zero subcarriers to provide oversampling necessary to avoid aliasing. If

we assume that the moving speed of the mobile v is no more than 100 km/hr, (2.13) is

8
satisfied. (200%40° <« 206:06 <<fi:E ]il = 100;;0
a VI %5%0°
3600

b 230" «3.240°%« 2.16X0*, where c is the velocity of light.)
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Chapter 3

Frame Synchronization Techniques

This chapter is organized as follows. We will introduce the OFDM system
model and the synchronization task in Section 3.1. Severa typical CP-based frame
synchronization techniques are described in Section 3.2 and 3.3, and our proposed

modified techniques are presented in Section 3.4.

3.1 OFDM System Model

3.1.1 System Description

—
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Figure 3.1 OFDM system, transmitting subsequent blocks of N complex data.

Figure 3.1 illustrates the baseband, discrete-time OFDM system model we
investigate. The complex data subsymbols are modulated by means of an IDFT

(IFFT) on N parallel subcarriers. The resulting OFDM symbol is serialy transmitted
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over a discrete-time channel, whose impulse response we assume is shorter than L

samples. At the receiver, the data are retrieved by means of DFT (FFT).

An accepted means of avoiding ISl and preserving orthogonality between
subcarriers is to copy the last L samples of the body of the OFDM symbol - the
cyclic prefix (CP) - to form the complete OFDM symbol, as mentioned in
Subsection 2.2.1. The effective length of the OFDM symbol as transmitted is this
CP plus the body (L+N samples long). The insertion of CP can be shown to result in
an equivalent paralel orthogonal channel structure that allows for ssmple channel
estimation and equalization, as mentioned in Subsection 2.2.2. In spite of the loss of
transmission power and bandwidth associated with the CP, these properties generally

motivate its use.

3.1.2 Synchronization Task

Consider two uncertaintiesin the receiver of the OFDM symbol: the uncertainty
in the arrival time of the OFDM symbol" and the uncertainty in carrier frequency.
The first uncertainty, also called the frame error, is modeled as a delay in the channel
impulse responsed (k - q) , where q is the integer-valued unknown arrival time of a
symbol. The latter is modeled as a complex multiplicative distortion of the received
data in the time domaine’**'™ | where e denotes the difference in the transmitter
and recelver oscillators as a fraction of the subcarrier spacing. Notice that all
subcarriers experience the same shift e. These two uncertainties and the AWGN
thus yield the recelved signal

r(k) =s(k - q)e'**'N +n(k) (3.1)
Two other synchronization parameters are not accounted here.  First, an offset in the
carrier phase may affect the symbol error rate in coherent modulation. If the datais

differentially encoded, however, this effect is eliminated. An offset in the sampling
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frequency will also affect the system performance. We assume that such an offset is

negligible. The effect of non-synchronized sampling isinvestigated in [17].

Now, consider the transmitted signal s(k). Thisisthe IDFT of the data symbols
X, Which we assume are independent. Hence, s(k) is a linear combination of
independent and identically distributed (i.i.d) random variables. If the number of
subcarriers is sufficiently large, we know from the central limit theorem that s(k)
approximates a complex Gaussian process whose real and imaginary parts are
independent.  This process, however, is not white since the appearance of a CP yields
acorrelation between some pairs of samples that are spaced N samples apart. Hence,
r(k) is not a white process either, but because of its probabilistic structure, it contains
information about the time offset g and carrier frequency offset e. This is the
crucia observation that offers the epportunity. forjoint estimation of these parameters

based on r(K).

Next, we investigate the influence of the frame errors on the FFT output symbols
while AWGN channel isused. If the estimated start position of the frame is located
within the guard interval, each FFT output symbol within the frame will be rotated by
adifferent angle. From subcarrier to subcarrier, the angle increases proportionally to
the frequency offset. If the estimated start position of the frame locates within the
data interval, the sampled OFDM frame will contain some samples that belong to
other OFDM frame. Therefore, each symbol at the FFT output is rotated and
dispersed due to the ISI from other OFDM frame. The phase rotation imposed by
frame synchronization error can thus be corrected by appropriately rotating the
received signal, but the dispersion of signal constellation caused by ISl forms a BER
floor. Another effect that we must take into account is the channel impairment.

The OFDM symbols are dispersed in time axis due to the multipath effect.
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Consequently, the guard interval used to estimate the frame location is interfered by

the previous symbol.

A synchronizer cannot distinguish between phase shifts introduced by the
channel and those introduced by symbol time delays. Time error requirements may
range from the order of one sample (wireless applications, where the channel phaseis
tracked and corrected by the channel equalizer) to afraction of asample (in, e.g., high
bit-rate xDSL, where the channel is static and essentially estimated only during
startup). The effect of afrequency offset is aloss of orthogonality between the tones.

The resulting ICI has been investigated in [21].

In the following sections, we assume that the channel is non-dispersive and that
the transmitted signal is only affected by AWGN. We will evaluate our techniques
for both the AWGN channel and a time-dispersive channel by computer simulation in

Chapter 5.

3.2 Correlation Frame Synchronization Techniques

3.2.1 ML Estimation Based on Received Signal [9]

Observation interval

Symé)ol i-1 Symbol i Symbél i+1

s(k)

/ o INTL
Figure 3.2 Structure of OFDM signal with CP symbols s(k).
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Assume that we observe 2N+L consecutive samples of r(k), as shown in Figure
3.2, and that these samples contain one complete (N+L)-sample OFDM symbol. The
position of this symbol within the observed block of samples, however, is unknown

because the channel delay g isunknown to thereceiver. Definetheindex sets

12{q,--,g+L- and
1¢2{q +N,--,g+N+L-1

(see Figure 3.2). The set 14 thus contains the indices of the data samples that are
copied into the CP, and the set | contains the indices of this CP. Collect the
observed samples in the (2N +L)" 1-vector f=[r(1)---r(2N+L)]". Notice that the
samplesin the CP and their copies r(k), k1 Ul are pairwise correlated, i.e.,

is +s? m=0
" C E{r(K)r (k+m)} = | s2e’® m=N (3.2
'0 otherwise

wheres 2 = E{|s(k)|2} ands ? = E{|n(k)|2} .- The remaining samples r(k), kT 1UI'

are mutually uncorrelated.

The log-likelihood function for‘q and e, L(q,e) is the logarithm of the
probability density function (pdf) of the 2N+L observed samples in f given the
arrival time g and the carrier frequency offset e. In the following, we will drop
al additive and positive multiplicative constants that show up in the expression of the
log-likelihood function since they do not affect the maximizing argument. Moreover,
we drop the conditioning on for notational clarity. Using the correlation properties

of the observationsr , the log-likelihood function can be written as
L(q.e)=log f (Fla.e)
Ioggb F(r(0),r(k+N) O f(r(k))_

ki1 KI1TEIC

o T 0RLI G N))
=50 ftoyi iy O 3

where f () denotes the pdf of the variables in its argument. Notice that it is used
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for both 1-D and 2-D distributions. The second product I_Ik f(r(k)) in (3.3) is

independent of g (sincethe product isover al k) and e (sincethedensity f(r(k))

is rotationally invariant). Since the ML estimation of g and e is the argument

maximizingL (q,e), we may omit this factor. Under the assumption that  is a

jointly Gaussian vector, (3.3) is shown in the Appendix A to be
L (a.e) =|9(@)|cos(Zpe +Dg(a)) - rF (@) (34)

where B denotes the argument of a complex number

a@2 A rrk+N), (35)
k=qg- (L-1)
F@=2 & [rf e n)f (36)
k=qg- (L-1)
o r:‘ E(r (r (k+ N)} L s; . SR a7
‘\/E{|r(k)|2}E{|r(k+N)|2} SIHSE SNR+1

is the magnitude of the correlation coefficient between r(k) and r(k+N), the asterisk *
indicates the conjugate of a complex’ value and SNR=s?/s?. The first term in

(3.4) isthe weighted magnitude of g(q), whichisasum of L consecutive correlations
between pairs of samples spaced samples apart. The weighting factor depends on the
frequency offset. Theterm F(q) is an energy term, independent of the frequency
offset e. Notice that its contribution depends on the SNR (by the weighting-factor

r ). Themaximization of the log-likelihood function can be performed in two steps:

maxL (d.€) = maxmaxL (d.€) = maxL (4,6, @) (38)
q.e q € q

The maximum with respect to the frequency offset e is obtained when the cosine

termin (3.4) equalsone. Thisyieldsthe ML estimation of e

élvu_(q) =" %Dg(q)-"n (3.9)

where n is an integer. Notice that by the periodicity of the cosine function, several

maxima are found. We assume that an acquisition, or rough estimate, of the
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frequency offset has been performed and that |e|<]/2; thus, n=0. Since

cos(2pé,, () +Bg(q)) =1, the log-likelihood function of g (which is the compressed

log-likelihood function with respect to e ) becomes

L(@.6,. @) =|o@)|- rF@) (3.10)

and the joint ML estimator of q and e givenr(k) becomes

Q. =argmax{lg(@)|- rF @)} (311)
1 ~

ey =- Z—Dg(qML)- (3.12)
P

Notice that only two quantities affect the log-likelihood function (and thus the
performance of the estimator): the number of the CP samples L and the correlation
coefficient r given by the SNR. The former is known at the receiver, and the | atter

can be fixed. Basically, the quantity 'g(q) ‘provides the estimates of q and e.

The structure of the estimator in an OFDM receiveris shown in Figure 3.3.

Energy Part o —

o Moving
. i Sum
(k) L (e - g
F_jargmax__

r! 1 &
\_;:f‘n ; : 5, =

Correlation Part H =

Figure 3.3 Structure of the ML estimator.

3.2.2 Peak-Picking Algorithm [9]

The peak-picking (PP) algorithm we introduce in this subsection is based on ML

estimation describein 3.2.1. We can see from (3.10), the first term (correlation part)
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|g(q)| dominates the log-likelihood function because the second term (energy part) is

amost the same for different q, then we can reformulate the ML estimator by a

correlation function G(n), which is given by

G(n):glr(n-k) r (n-k-N). (3.13)

k=0

The correlation function G(n) is used for both frequency synchronization and frame
timing synchronization. It represents the correlation of two sequences of L samples
length, separated by N samples, in the received sample sequences as shown in Figure
3.4. The maximum magnitude sample of G(n) is expected to coincide with the first
sample of the current OFDM symbol. At this position, samples of CP and their

copies in the current OFDM symbol are perfectly aligned in the summation window.
Therefore, the estimation qu of the frame timing for the m" OFDM symbol can be
given as

ar, = argmax|G,,(q)) (314)

The maximum value of the correlation function is found over a window of

Q={q|1£Eq £N+L} for each OFDM symbol (window boundaries are not normally

aligned with that of OFDM symbols) in the receiver. The estimation frequency error

€  isestimated using the phase of the correlation function at g = dm,

m

§,=- —BG,(G,). (3.15)
2
) L 9 N
CP
r(n) r*(n-N)
x <

Buffer of size L

e

G(n)
Figure 3.4 Computation of correlation function G(n) using an L-length shift register.
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3.2.3 Averaging and Peak-Picking Algorithm [11][15]

As suggested in [9], the accuracy of PP algorithm described in 3.2.2 can be

improved by averaging |G, (q)| over several OFDM symbols.

Gu(@)=1r-a[6,@)] foral @ (316)
where G, (q) is the correlation function averaged over M windows, each of size
L+N, and G_(q) is the correlation function evaluated for the m" window. The
choice of M, the number of windows (symbols) to average over, in averaging and
peak-picking (APP) algorithm mainly depends on the following two factors,

(i) Time interval (number of OFDM symbols) over which the arrival time q

and frequency offset e can be considered to be constant,

(i) Restriction on computational complexity.
The above factor (i) istightly constrained in time fading channels because of the time
variant channel delay g and-frequency offset e.- However, in a non-time fading
channel (still with multipath and frequency selective fading), this constraint can be
significantly relaxed, and g and e can be assumed to be constant over significantly
long periods. Although this scenario alows large M values for averaging, the
computational complexity becomes a mgjor problem. We will introduce severa low

complexity solutionsto this problem in the following sections.

3.3 Low-Complex Frame Synchronization Techniques

3.3.1 Complex-Quantization Algorithm [12]

In complex-quantization (CQ) algorithm, we quantize the in-phase and

guadrature components of r(k) to form the complex sequence c(k)=Q[r(K)],
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k=1...,2N +L where Q[ -] denotes the complex quantizer

Qx| £sign(Re{x}) + j sign(Im{x}), (3.17)
gng 2} X0 3.18
sn(o 21T 70 (319

The signa c(k) is acomplex bitstream, i.e., c(k) can only take one of the four different
valuesin the alphabet

? ={a,,a,8,a}, {1+],-1+],-1- j,1- J}, (3.19)
see Figure 3.5. The sequence c(k) can thus be represented by 2 bits, one for its redl
and one for its imaginary part. In spite of this quantization, c(k) still contains
information about gq. A sample c(k), ki |, is correlated with c(k+N), while all

samplesc(k), kI 1UI’, areindependent.

) “Im{-} )
4, 4,
a, - a
J
1 Re{s!
e -
0, 0

Figure 3.5 Geometric representation of the signal set A, and the
quadrants Q,i =0,1,2,3 of the complex plane.

The probability of all 2N+L samples of c(k) to be observed simultaneously, given
a certain value of q, can be separated in the marginal probabilities for its sample to
be observed, except for those samples c(k), k1 1UI, which are pairwise correlated.
Denote the joint pdf for c(k) and c(k- N), kI I, by pi(+), and the pdf for c(k),
kT 1UI', by p2(+). Then, thelog-likelihood function of g given c(k) becomes

| K1 KilEIC

L.@)=logp, (©) =logi O p,(c(k),c(k- N))- O pz(c(kng. (3.20)
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The ML estimator of g given c(k), qAC, maximizes this function with respect to q.
For ki 1Ul', p,(c(k))=Y4, since r(K) is zero-mean Gaussian process with
independent real and imaginary parts. Hence, the second product of (3.20) is a

constant, which can be omitted. The ML estimate ch becomes

N

d. :argmeLc(Q)
:argmaxé log p,(c(k),c(k- N))
q

K

—argmax 3 log p,(c(k).c(k- N)

k=q- L+1

=argmax(g* h)@), (3.21)

where g(k) =log p,(c(k),c(k - N)), (3.22)
" O£KEL-]

(k) = } 0, otherwise, (3.23)

and * denotes convolution. -0 obtain the log-likelihood function we thus feed the
resulting sequence by means of a moving'sum of length L, see Figure 3.6. The ML

estimation of q selectsthe peaksof.this function:

+ D>

| moving sum|_| ard max
(Length L) 9

Figure 3.6 Look-up table implementation of the complex-quantization
ML estimator.

In the Appendix B, the complex-quantization ML estimator based on c(k) is
determined by calculating the pi(«). Moreover, it is shown that taking the real part

of the correlation between c(k) and c(k- N), instead of applying the non-linearity g(k)

yields an equivalent and attractive structure for the ML estimator, as illustrated in
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Figure3.7. The ML estimate ch becomes

N

d. = argmax G, @), (324
where
G.(n) = 51 Re{c(n-k) ¢ (n-k- N)}. (3.25)

In most applications the arrival time g is approximately constant over several,
say M, received frames. This essentially means that instead of just one framer(k), M
frames are observed simultaneously containing information about the unknown g .
Generalizing the discussion preceding, it can be shown that the log-likelihood function

for g givenci(k), i =1,---,M, becomes
M .
L.@~-aL.@ (3.26)
i=1
where L' (q) represents the log-likelihood function (3.20) of q given frame ci(K).

The ML estimate da given ci(k), 1 =1::-;M, is.the argument maximizing (3.26).

We call this method averaging and complex-quantization (ACQ) algorithm.

__________ q A
Q[l'] = (O—Rel+] ‘:" moving SUM f, o max '9:

! ; " L(Length ) [ ]2

| Re[+] |

|

| delay :

| N Tct-Nv )

b e e o o o —— . — =

Figure 3.7 Equivaent implementation of the complex-quantization ML estimator.

3.3.2 Smoothing Complex-Quantization Algorithms[13]

As mentioned in Subsection 3.1.2, if the estimated start position of the frame

locates within the data interval or multipath effect exists, the sampled OFDM frame

39



Chapter 3 Frame Synchronization Techniques

will contain some samples that belong to other OFDM frame. Therefore, each

symbol at the FFT output is rotated and dispersed due to the ISI from other frame.

A solution to remedy this problem is to use different smoothing algorithms in
place of the moving sum scheme shown in Figure 3.7. Instead of using the moving
sum shown in Figure 3.7 that weights Re{c(k)-c (k- N)} equally, an exponentially
decaying weighted function is applied to Re{c(k)-c (k- N)}. We consider four
smoothing algorithms here. Let L be the number of samples in a guard interval, the

log-likelihood functions at time instant ¢, for these algorithms are given as follows.

Moving average (MA):

L.@)= & Re{c(k):c (k- N)}. (3.27)

k=qg.- L+1

Shortened moving average (SMA):

L.@,)= 5 Re{c(k)sc (k- N)};, where LCE LC (3.28)

k=q.- L&1

Exponentially weighted moving average (EWMA):

L.@)= & we* Re{c(k)c (k- N)}. (3.29)

k=g~ L+1
Exponentially weighted average (EWA):
L.(@,) = & W Re{c(k)-c (k- N)}. (330)
k=0

Note that the moving average (MA) scheme is identical to the CQ algorithm presented
in3.3.1. The MA, SMA, and EWMA algorithms can be realized as FIR filters, and
the EWA agorithm can be readlized as an IIR filter. The weighting factor w for both
EWMA and EWA scheme can be intentionally chosen such that w=1- 27, where M
is a positive integer. By appropriately choosing the weighting factor, the
multiplication operation within the summing scheme can be replaced by an adder and

ashifter.
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3.3.3 Glaobal Search Algorithm [15]

A low complexity frame synchronization based on discrete stochastic
approximation agorithms, which can be considered as the modification of the PP
algorithm, will be described in this subsection.  This technique avoids evaluating the
correlation function G(q) for al samples within a window in PP algorithm, thereby
achieving a significant reduction in computational cost. It appliesthe idea of discrete
stochastic optimization to reduce the number of complex multiplications while
achieving synchronization. This iterative method is given below in detail. Here,
after m iterations, g is the current point, W (q) for al g1 Q represents the

number of times the synchronization algorithm has visited the point q so far, and

g, isthe point that the algorithm has visited most often so far.

Algorithm: Global Search(GS) Algorithm

Step 0. Select a starting point-ggh=Q= Let W,(g,)=1 and W,(q)=0 for
dl 9,1 Q,gtqg,. Let m=0 and-g,=q,. GotoStep 1.

Step 1. Given the value of q,, generate a uniform random variable q¢
independently of the past so that for all q¢l Q, gt q,, wehave q¢=q with
probability 1/(|/Q[-1). Goto Step 2.

Step 2. Given the values of g, and q¢, generate an observation
R, =|G.@%)|- |Gn(@,)| independently of the past. If R, >0, then let
0,., =q¢. Otherwise let q,,, =0,. Goto Step3.

Step 3. Let m=m+1, W, (@,)=W,,@,)+1, and W, (q) =W, ,(q) for al
! Q. 9tq,. If W.(,)>W. (., then let g, =q,,. Otherwise, let
q,=q.,. GotoStep1l.

The above agorithm resembles an adaptive filtering (LMS) algorithm in the

sense that it generates a sequence of parameter values where each new parameter
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value is obtained from the old one by moving in a good direction, and in the sense that

it converges to the global optimizer of the objective function.

For the above procedure, iterations can be performed for m=1,2,..., Mg, where

Mgs is the number of OFDM symbols over which g and e can be assumed to be

constant. In Step O, the initial value of g =q, can be made equal to the peak
position of |G(q)| (obtained using a full search) for the first window. Note that in

order to ensure real-time demodulation of OFDM symbols, estimation of g and e
should be performed in real-time for each symbol. Accordingly, the estimation of q

and e by the GS agorithm becomes,
a¢=q,, for m=1,2,...,Mgg (3:31)

é¢=- %DGm(q;), for m=12,...,M. (3.32

If PP agorithm is used,-the correlation function G(q) in (3.13) has to be

evaluated for al point within:the window-of size L+N. According to (3.13),
evauating of G(q) for a given @ jinvolves L' complex multiplications. A brute
force computation, therefore, requires L(L + N) complex multiplications to obtain

the complete correlation functions for a window of L+ N sample points.
However, when G(q) is evauated for consecutive points g within the window
1£qg £L+N, it can be performed as depicted in Figure 3.4 using a buffer of size L,
thus reducing the per point cost to a one complex multiplication. Therefore,
complexity C of PP agorithm becomes L+ N multiplications per symbol. In the

GS dgorithm, correlation function G(q) has to be evaluated for only two points

within a window of 1Eq£L+N . This is associated with the evaluation of
R, =|G.@9)|- |Gn(@,)| in Step 2 of the GS algorithm.  However, since these two

points can generally be far apart within the window, evaluation of G(q) will cost L

multiplications per point. Therefore, the complexity C’ of the GS agorithm
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becomes 2L multiplications per symbol. Thus, the percentage reduction of
computational cost Egs of the GS algorithm can be given as,

c-c, 1-r .
E.. =~ 100%= (=)  100% .
5 = 100%= ()" 100% (3.33)

where r =L/N. However, it needs L+ N counters to maintain the vaues of

W, (@)

3.4 Proposed Frame Synchronization Techniques

3.4.1 Local Search Algorithm

Consider the GS algorithm in 3.3.3, the accuracy of the GS algorithm heavily
depends on the initial estimate, .the reason is_shown in 3.3.1. Assume that the

estimate q,, is incorrect but close the correct.sample point. If we select the new
sample point g¢, which is different from q_,'ih [q,,- R q,+R], where the
variable R isan integer depending.on the search'range we want, then the probability
that the correct sample point is selected will higher than that in GS agorithm.
Besides, W, (q,,) will not tend to be a large value when the correct sample point is
selected. Consequently, it takes a shorter time for the incorrect estimate to be
replaced by the correct sample point than that in GS algorithm.  Thislocal search (LS)
algorithm is given below in detail. Note that only the Step 1 of the LS agorithm is

different from the GS algorithm.

Algorithm: Local Search (LS) Algorithm
Step 0. Select a dtarting point q,1 Q. Let W,(g,)=1 and W,(q)=0 for

dl 9,1 Q,gtqg,. Let m=0 and g, =q,. Goto Step 1.

Step 1. Given the value of q,, generate a uniform random variable q¢

independently of thepastin [q,, - R q,,+R],where R isan integer, so that
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forall q¢l [q,- R q,+R],qtq,, wehave q¢=q with probability 1/2R.
Goto Step 2.

Step 2. Given the values of g, and q¢, generate an observation
R, =|G,@%|- |Gn(@,)| independently of the past. If R >0, then let
9,., =q¢. Otherwise let q,,, =q,. Goto Step3.

Step 3. Let m=m+1, W, (@,)=W,,@,)+1, and W, (q) =W, ,() for &l
Q! Q. qtq,. If W.(,)>W. (., then let g, =q,,. Otherwise, let

q,=d.,. GotoStepl.

3.4.2 Modified Global Search Algorithm

As mentioned in 3.3.3, the GS algorithm, compared with the PP algorithm, saves
up alot of computation cost. Moreover, the.accuracy of the GS algorithm heavily
depends on the initial estimate.~ 1f/the Initial estimate is incorrect, then it is likely to
take a long time to achieve accurate synchronization. This can be seen as follows.
Assume that the initial estimate g, IS incorrect. Since a new sample point is
selected randomly in each iteration, the probability that the correct sample point is
selectedis 1/(L+ N - 1), which implies the expected number of iterationsto select the
correct sample pointis L+N-1. Besides, W, (q,) tendsto be alarge value when
the correct sample point is selected. Consequently, it takes a long time for the
incorrect estimate to be replaced by the correct sample point.  This phenomenon may
make the algorithm become unacceptable for time varying channels. In this
subsection, we present a modified global search (MGS) algorithm that yields better
performance than the PP algorithm and requires only dlightly more computational

cost.

The basic idea of MGS algorithm is to maintain a few good candidates, in

addition to the current best estimate. A candidate becomes the best estimate if and
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only if its correlation function is greater than or equal to that of the current best
estimate at least K times in L windows. If more than one candidate satisfies the
condition in the same iteration, then the one that has the largest correlation function in
the current window becomes the best estimate. Let S denote the number of
candidates maintained in the algorithm. To implement the K out of L algorithm, a
register of L bits is associated to each maintained candidate. In addition to the
current best estimate and the S maintained candidates, P other sample points are
randomly selected at the beginning of each iteration. The correlation functions are
evaluated and compared only for the randomly picked sample points, the current best
estimate, and the maintained candidates. The steps for each iteration are described

below.

Algorithm: Modified Global Search (MGS) Algorithm

Step 0. Select P sample paints that are different from the current best estimate
and the Smaintained candidates.” ~Goto:Step 1.

Step 1. Evaluate the correlationfunctions for the current best estimate,
maintained candidates, and the randomly picked sample points. Go to Step 2.
Step 2. Sort the correlation functions for the S maintained candidates and the P
randomly picked sample points. Discard the P sample points with the P
smallest correlation functions. Assume that R of the origina S candidates are
discarded. Asaresult, R of the P randomly picked sample points become new
candidates. Reset and re-associate the registers that were associated to the
discarded candidates to the new candidates. Go to Step 3.

Step 3. For each candidate, compare its correlation function with that of the
current best estimate.  Shift the associated register to the left by one bit. The
bit inserted from the right is 1 if the correlation function of the candidate is

larger than that of the current best estimate; otherwise, itis0. Go to Step 4.
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Step 4. Examine the shift register for each candidate. If there are K 1's, then
the candidate becomes the new current best estimate and the original best
estimate becomes a candidate. If there is more than one candidate satisfying
the condition to become the best estimate, then the one with the largest
correlation function wins the competition. Reset all shift registers associated to

the candidates if a new best estimate is generated. Go to Step O.

Note that in MGS agorithm, no counters are needed to store the number of visits
to each sample point.  Instead, the algorithm needs St1 registers to record the current
best estimate and the maintained candidates as well as S L-bit shift registers. The
number of complex multiplications required in each iteration isgiven by (P+S+1)L,
assuming that the evaluated sample points are separated so that each one requires L
complex multiplications. For iteration O, one evaluates correlation functions for all
the L+ N sample points, chooses St1 sample points with the largest S+1 correlation
values, and sets the point that has the'largest:val ue to be the current best estimate and
the others the candidates. It IS clear that, after synchronization is lost, fast
re-synchronization is possible because the exact synchronized point is a candidate
with great probability. In the next chapter, we perform simulations for various
values of P, § K and L. Note that K = L means a candidate becomes the best
estimate if and only if its correlation function is greater than that of the best estimate
for consecutively K (or L) times. For this ssimple realization, the shift register
becomes either a flag or a two-bit counter and therefore, hardware cost is very low.
The percentage reduction of computational cost Eygs of the MGS agorithm,

compared to the PP agorithm, can be given as,

£ _(L+N)- (P+S+DL, 1- (P+9S)r
MGS L+N +r

100% = ( )" 100% (3.34)

The percentage reduction Eycs in (3.34) is smdler than Egs in (3.33)

becauseP +S3 2.
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Chapter 4

Simulations and Performance Evaluation

This chapter is organized as follows. The fading channel model is described in
Section 4.1. In Section 4.2, simulation results for several CP-based frame
synchronization algorithms mentioned in Chapter 3 are given, and the performance of
our proposed modified techniques will be compared with other CP-based algorithms

presented before.

4.1 Description of Simulation M odel

In wireless communications, ‘the fading channel can be classified as either
frequency-nonselective or frequency-selective. In frequency-nonselective fading
channels, the transmission path without line-of-sight (LOS) introduces an uncorrel ated
Rayleigh fading distortion to the corresponding transmitted signal for the worst case.
The uncorrelated Rayleigh fading distortion is often modeled as a complex Gaussian

fading process,
f(t)="1(1)+]f, (1) (5.1)

where f (t) and f,(t) are two statistically independent rea-valued baseband

Gaussian waveforms. The PSD of f(t) isgiven by

2

1 s
—— f£ f

S(f)=ipf2- f2 fles (5.2)
%O, elsawhere
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where s ? is the average power of the faded carrier, and f, denotes the maximum

Doppler shift of the fading signal caused by the mobile motion. In generd, the
normalized maximum Doppler shift f,T isused asthe measure for the fading rate of
the channel variation. The envelope and phase of the fading process possess
Rayleigh distribution and uniform distribution, respectively. The autocorrelation

function of the fading process can be calculated as
R (t) =5 F+35(2p fit) (5.3)

Jakes Rayleigh fading channel model is often used to generate the fading signal in

computer simulation for the frequency-nonsel ective fading channel.

In frequency-selective fading channel, the delay spread problem, which
introduces 1Sl in the received signal, Is caused: by the channel dispersion. A P-ray
multipath Rayleigh fading channel with P uncorrelated Rayleigh fading signals can be

used to express the delay spread of the signal propagation paths. [5]

4.1.1 Rayleigh Fading Channel'Modd

In the Rayleigh fading channel without the LOS signal, the angle of the arrival
signal in the horizontal plane is assumed to be uniformly distributed in the interval
[0,2p). Jakes[21] modeled the Rayleigh fading channel by a bank of the oscillators
with frequencies equal to the maximum Doppler frequency f, and its fractions.
The baseband simulator of Jakes' channel modd is illustrated in Figure 4.1. It
contains N,, which is must be large enough to satisfy the central limit theorem,
low-frequency oscillators with the frequencies equal to the Doppler shifts
w, cos(Zpn/N), for n=1,...,N,, plus one with the maximum Doppler frequency

w, =2p f,. The amplitudes of all the components are equal to unity except that the

one with maximum Doppler frequency issetto 1/+/2. Thephases a and b, are
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chosen appropriately so that the pdf of the resultant phase will be very close to a

uniform distribution over [0,2p). From Jakes' model, we have

No
f (t)= 28 cosb, scosw.t + J2cosa +COSW,t,

n=1

NO
fo(t) = 2Q sinb,+cosw,t ++/2sina -cosw,t,

n=1

where N =2(2N, +1), N, 3 8,

W, =W, cosa, = Doppler shifts, n=1,2,...,N,,

a, =2pn/N =arrival angle of the nth arrival wave, n=1,2,...

b, = phase of the nth arrival wave, n=1,2,...,N,,

Then the autocorrelation functionof f, (t) and f,(t) are

ND
< flz(t)> =N, +cos’a +Q cos2b,,

n=1

No
(f3(t))=N,+sin’a - § cos2b,.

n=l

The cross-correlation between - f,/(t) and fs(t) “is

No
(f,(t)fo))=Q sin2b, +%sin2a.
n=1

These correlation functions depend on the parameters a and b, .

following three cases are chosen.

Casel a=p/4 and b, =pn/N,,

(120)) =(13(1)) =N, +1/2, (f,(t)o(t)) =1/2

Case2 a=0 and b,=pn/N,,
(F70)=No+1 (f50)=No, (f,(0-fo®)=0.

Case3 a=0 and b, =pn/(N,+1),
(£2@®)) =N, (F30)=No+1, (f, (), (1)) =0.
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Figure 4.1 Jakes Rayleigh fading channel model.

The Jakes deterministic fading model is an, established method for simulating
time-correlated Rayleigh fading waveforms:: For simulation of frequency selective
and diversity combined fading'channéls; thermodified Jakes Model presented in [23]
can produce multiple uncorrelated fading waveforms. There are two modified
models in [23] and we adopt the model Il and the ssmulator is shown in Figure 4.2.

This model uses the same set of oscillators as suggested by Jakes but with adjusted
initial phase shifts, b, and a,, the in-phase and quadrature components of jth path
(j=12,...,N,) signa are:

NO
f (t)= Zé cosb,, scos(wt +p j/2) + 2‘cosa j

n=1

scos(w,t +p j/2), (5.12)

No
fo, (1) = Zé sinb, «cos(w,t +p j/2) +2sina-cos(w,t +p j/2), (5.13)

n=1
where N =2(2N,+1), N,38, a,=p],
w, =w, cosa, = Doppler shifts, n=1,2,...,N,,
a, =2pn/N =arrival angle of thenth arrival wave, n=1,2,...,N,,

b, =pnj/(N,+1) = phase of the nth arrival wavein jth path, n=1,2,...,N,,
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Offset oscillators
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Figure 4.2 Modified Jakes Rayleigh fading channel model (thejth path).
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In the following simulations, we use the Medified Jakes' Rayleigh fading channel
model with the following settings: maximum Doppler frequency w, =2p "~ 100 Hz,
the number of oscillators N, =16, sample size = 1,000,000, sampling period T = 10°
sec. Then the normalized maximum Doppler shift f,T =0.001, can be regard as
slow fading. Figure 4.3 shows an example of the envelope of our smulated output
waveform within 0.1 second (10000 samples). The pdf and autocorrelation function

of output waveforms are given in Figure 4.4 and Figure 4.5 for verification.

Envelope

08~ —

06~ =

o4 B

02- —

o 1 1 I 1 I I 1 I I
a o017 0.02 0.03 0.04 0.0s 0.06 0.07 0.08 0.09 0.1 t %

Figure 4.3 An example of the simulated output waveform envelope within 0.1 sec.
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Figure 4.5 Autocorrelation function of modified Jakes Rayleigh
fading channel model output waveforms.

4.1.2 Multipath Channel M odel

In P-ray multipath Rayleigh fading channel, there are one main path and P-1
delayed-paths in the propagation paths. We assume that the transmission signal is

s(t), and then we have the received signa
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P-1
r(t)=a f,)es(t-t,)+n(), (5.14)
p=0
where n(t) is the complex AWGN term, f (t) and t 5 denote the fading signal and

the propagation delay of the pth propagation path, respectively. The pathwithp=0is
the main path, and the other paths with p > O are the delayed paths. In computer

simulations, the f (t) , uncorrelated with the fading signals of other propagation paths,

is generated by the aforementioned Rayleigh fading model independently. A
wireless channel model with frequency selective fading in AWGN is employed in the
following simulations. The unfaded finite impulse response (FIR) channel model

consisting of three pathsis given as,

h(n) =§13 ad(n- n). (5.15)

i=1
the values a =0.9, a, =0.36, a, =0.29 and'n, =0, n,=6, n,=11 approximate the
impulse response of a wireless-channel 1n a warehouse-type indoor environment [13].
Each of the paths is multiplied by an independent Rayleigh fading function modeled
in 4.1.1. The time domain delay profile and the corresponding frequency domain

channel transfer function for 512 subcarriers are shown in Figure 4.6.
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Figure 4.6 Time-dispersive wireless channel model for smulation. (a) unfaded
impulse response. (b) unfaded frequency domain transfer function.
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4.1.3 Simulation Platform and Parameters

A simplified OFDM system platform for simulations of frame synchronization
techniquesis shown in Figure 4.7. In atransmitter, data symbols are converted into
paralel and fed to each port of IFFT. After adding the CP, the resultant OFDM
signals are converted into serial and transmitted. In a receiver, the received OFDM
signal is distorted into parallel and fed to FFT. The received signal is distorted by
delayed signals due to multipath fading channel effect and AWGN. To demodulate
the OFDM signal correctly, FFT should be started at the timing where the signal is not

disturbed by the preceding symbol; the ideal timing is the end of Gl.

{ SO —
CP — - y
a <0
— — — o — —p
X, Q 2 3 J'l
,\tl B E o ] —
> of D | © > ©O |—» —
~ |s(k rio)| a L - | :
> < B »| Channel > » = T
i HES sl || |"
L @ 0] T = —
o N Vn
— B N = » —> —
_ﬁ —k.-—l' £ > — b
Y
> b —
Xpr-1 Sw+i-1 Tari-1
I~ Frame &
Synchronization
Figure 4.7 Simplified OFDM system platform for simulation.
The number of subcarriers/ FFT(IFFT) size | 512
Guard interval (CP length) 64 samples
The number of total transmitted frame 50000 frames
Modulation scheme QPSK-OFDM
Delay profile of multipath fading channel Asshownin Figure 4.6(a)
Rayleigh fading channel model Modified Jakes' model

Table 4.1 Common simulation parameters.
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Table 4.1 shows the common parameters used in the following simulations.
Note that the settings of Modified Jake's Rayleigh fading channel model are the same
as we mentioned in Section 4.1.1. In the following Section 4.2, MATLAB
simulations are performed to illustrate the synchronization accuracy of the proposed
technique in terms of mean square error (MSE) of the frame timing and the histograms
of frame timing estimation errors, the performance and complexity of the proposed

algorithms are compared with other CP-based frame synchronization algorithms.

4.2 Simulation Results

Part I: The Correation Functions G(n) and G¢(n)

Figure 4.8 shows the correlation function G(n) defined in (3.13), which is used
for PP/ APP / GS agorithms:  Figure 4.9 shows the complex-quantized correlation
function G¢(n) defined in (3.25), which 1s‘used for CQ / ACQ agorithms. In these
two figures, correlation functions for ‘5 "‘consecutive OFDM symbols at different

average channel SNR are plotted.

We can see that the correlation peak value occurs at each frame boundary, and we
can use this property to estimate the frame timing. Note that the correlation peak
may not occur at the frame boundaries when the channel is severely faded or the
average channel SNR is low, this will cause the frame timing estimation error if we
just pick the peaking timing of each frame (PP algorithm). Thus there are severa
algorithms presented to improve the accuracy of frame timing estimation, as described
in Chapter 3.  These algorithms are ssimulated and the results will be shown in the

following parts of this section.
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Figure 4.8 Simulated magnitude of G(n) for 5 consecutive OFDM symbols
at average channel SNR = 0;'5, 10, 15 and 20 dB.
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Figure 4.9 Simulated magnitude of G¢(n) for 5 consecutive OFDM symbols
at average channel SNR =0, 5, 10, 15 and 20 dB.
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Part II: PP/ APP/CQ/ACQAlgorithms

Figure 4.10 shows the MSE of the frame timing against the average channel
SNR for PP algorithm and APP algorithmusingM =8, M =16, M =32, M =64, M =
128 and M = 256, where M is the averaging window length defined in (3.16). Note
that the PP algorithm can be considered as the APP agorithm withM = 1. We can
see that the APP agorithm performs better than the PP algorithm in terms of frame

timing accuracy.

Figure 4.11 shows the histograms of the frame timing estimation errors for PP
algorithm and APP algorithm at SNR = 0and SNR = 10. At high SNR, M = 8 yields
roughly the same performance as other values of M.  When SNR is low, the pdf of

frame timing errors is more concentrated toward-0 as M increases.

PP

APP M=8

APP M=16

APP M=32

sl ) . . | —— APP M=64 ||
i = APP M=128 H

4 —— APP M=256 {

__________________________________________________________________

_________________________________________________________

T

------------------------------------------------------------------------------------------------------------------------------

MSE of frame timing (samples 2)

0 5 10 15 20

Average channel SNR (dB)

Figure 4.10 M SE of frame timing error against the average channel SNR for
PP agorithm and APP algorithm using M = 8, 16, 32, 64, 128 and 256.
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Figure 4.11 Histograms of the frame timing error for PP agorithm and APP

algorithm at (2) SNR = 0 and (b) SNR = 10.
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Figure 4.12 shows the MSE of the frame timing against the average channel
SNR for CQ algorithm and ACQ algorithmusingM =8, M =16, M =32, M =64, M =
128 and M = 256, where M is the averaging window length defined in (3.26). Note
that the CQ algorithm can be considered as the ACQ agorithm with M = 1. Wecan
see that the complex-quantized correlation function also has the ability to find the
frame timing. By using averaging method, the ACQ algorithm performs better than

the CQ agorithm.

1 —— CQ
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Figure 4.12 MSE of frame timing error against the average channel SNR for
CQ and ACQ agorithm using M = 8, 16, 32, 64, 128 and 256.

Figure 4.13 shows the histograms of the frame timing estimation errors for CQ
algorithm and ACQ algorithm at SNR =0and SNR=10. At high SNR, M = 8yields
roughly the same performance as other values of M.  When SNR is low, the pdf of

frame timing errors is more concentrated toward O as M increases.
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Figure 4.13 Histograms of the frame timing error for CQ algorithm and ACQ
algorithm at (2) SNR = 0 and (b) SNR = 10.
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Now we consider the PP / APP and CQ / ACQ algorithms together. Table 4.2
shows the MSE of the frame timing against the average channel SNR for PP / APP /
CQ/ ACQ agorithms. Compared with PP algorithm, CQ agorithm performs worse
at low SNR but better at high SNR, because the sign bits of the received signal almost
immune at high SNR. After averaging, ACQ agorithm's performance is better than
APP’s when M = 8, 16, 32 and 64, especialy at low SNR. If M isincreased to 128
and 256, APP and ACQ performs almost the same, but ACQ has lower computational

complexity because only the sign bits of the received signal are computed.

) Average channel SNR (dB)
Algorithm
0 5 10 15 20
PP 3718.06 552.16 41.33 15.94 15.27
CQ 4954.89 484349 83.5]] 12.29 10.36
APP M=8 70415 26.00 8.69 8.68 8.64
ACQ 458.20 18.75 8,42 8.16 8.13
APP M=16 487.71 10.30 8.64 8.63 8.60
ACQ 189773 9.01 8.18 8.16 8.06
APP M=32 260.84 8.:61] 8.6]] 8.54 8.5]]
ACQ 78.91 8.52 8.50 8.44 8.34
APP M=64 85.58 8.68 8.64 8.60 8.57]
ACQ 11.10 8.60 8.52) 8.34 8.28
APP 7.63 7.62 7.58 7.56 7.55
M=128
ACQ 8.25 8.17 8.06 7.80 7.53
APP 5.93 5.92 5.90 5.88 5.52
M=256
ACQ 8.05 7.67] 7.50 6.60 6.55

Table 4.2 M SE of the frame timing against the average channel SNR
for PP/ APP / CQ/ ACQ agorithms.

Simulation results about the Smoothing-CQ agorithms (SMA, EWMA and EWA)
are not given here, because the performance improvement from CQ to Smoothing-CQ

is not remarkable in our simulation environment.
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Part II1: GS/LS/MGSAIgorithms

In this part, we consider the GS algorithm and two proposed agorithms, LS and
MGS algorithms, based on GS algorithm. Replacing L (=64) and N (=512) of our
simulation settings into (3.33), the percentage reduction of computational cost of the
GS agorithm, compared with the PP algorithm, is 77.78 %. The LS agorithm we
proposed in Subsection 3.4.1 has almost the same computational complexity as GS
algorithm, except the extra calculation for local searching range. From (3.34), the

8- (P+S).

computational complexity of another proposed MGS agorithm is 100%,

which depends on the values of S the number of candidate points, and P, the number
of randomly-chosen points. Simulation results for GS/ LS / MGS agorithms are

shown as follows.

Figure 4.14 shows the MSE of the frame-timing against the average channel
SNR for PP, APP (M = 8) and GS algorithm-using iteration period Mgs = 64, Mgs =
128, and Mgs = 256. We can see that-although the performance of GS algorithm is
much worse than APP algorithm even the M is only 8, it performs slightly better than
the PP algorithm and the complexity is much lower than PP and APP agorithms.
The MSE of Mgs = 64, 128, and 256 are roughly the same at high SNR, but when
SNR is low, the GS estimator with larger Mgs performs better than that with lower

Mgs.

Figure 4.15 shows the histograms of the frame timing estimation errors for PP,
APP (M = 8) and GS agorithms at SNR = 0 and SNR = 10. We can see that when
SNR is low, if the iteration period Mgs is too small, the pdf of the estimated frame

timing errors will disperse.
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Figure 4.14 M SE of frame timing error. against the average channel SNR for PP,
APP (M = 8), and GS algorithm usihg Mgs = 64, 128 and 256.
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Figure 4.15(a) Histograms of the frame timing error for PP, APP (M = 8), and
GS agorithm at SNR = 0.
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Figure 4.15(b) Histograms of the frame timing error for PP, APP (M = 8), and
GS agorithm at SNR =40.

In the smulations about L'S al gerithm;-we choose the searching range parameter
R, which is defined in Subsection 8.4.1, a5 and 10 to observe the estimation
performance. Figure 4.16 illustrates the MSE of the frame timing against the
average channel SNR for PP, APP (M = 8), GSand LS agorithmusingR=5and R=
10. Note that the iteration period of GS algorithm, Mgs, and LS algorithm, M, s, are
al set to be 256. The figure shows that the LS agorithm performs amost the same
with APP (M = 8) algorithm and much better than PP algorithm at high SNR, but the
performance at low SNR is worse than the GS algorithm. This is because that when
SNRislow, if theinitial estimate is incorrect, the correct sample point may not within
the searching range, thus it may takes a long time (even more than 256 iterations) to
track the correct sample point. Figure 4.17 shows the histograms of the frame
timing estimation errors for PP, APP (M = 8), GS algorithm and LS algorithm using R

=5and 10 at SNR = 0 and 10.
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Figure 4.16 MSE of frame timing error against the average channel SNR for
PP, APP (M = 8), GS and L Sagarithm using R=5 and R = 10.
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Figure 4.17(a) Histograms of the frame timing error for PP, APP (M = 8),
GSand LS agorithmusingR=5and R=10a SNR=0.
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Figure 4.17(b) Histograms of the frame timing error for PP, APP (M = 8),
GSand LS agorithmusingR=5and R=10 at SNR = 10.

For another proposed MGS algorithm, we'enly consider P+Sfrom 2 to 7 because,
when P+S = 8, the computational complexity of MGS algorithm ((P + S+1)L =576)
will be equal to that of the PP agorithm (L +N =576), the derivations of complexity
of these two algorithm are shown in Subsection 3.3.3 and Subsection 3.4.2,
respectively. Alsowe set K = L, that means a candidate becomes the best estimate if
and only if its correlation function is greater than that of the best estimate for

consecutively K (or L) times, for simple realization, and K is simulated from 2 to 4.

Figure 4.18, 4.19, and 4.20 show the MSE of the frame timing against the
average channel SNR for GS, APP (M = 8 and 16) and MGS algorithm usingK = 2, 3,
and 4, respectively. Also we set the iteration period of GS algorithm, Mgs, and MGS
algorithm, Mys, are al 256. Note that there are many different combinations of P
and Swhen P + S> 2, the one with the minimum MSE is plotted in the figure. We
can see that the MGS al gorithm performs better than GS algorithm and yields roughly

the same performance as APP algorithm using M = 8 and 16.

66



Chapter 4 Simulations and Performance Evaluation

MSE of frame timing (samplesz)

o

o

GS ]
MGS P+5=2 []
MGS P+5=3 H
MGS P+5=4 H
; ; MGS P+5=5
— . MGS P+5=6 {
1 —— MGS P+S=7
------------ APP M=8
"""""""" pTTTTTTmmmmm T - APP M=16

R Y

u] 5 10 15 20

Average channel SNR (dB)
Figure 4.18 M SE of frame timing-error against the average channel SNR for
GS, APP (M =8 and 16) and MGS algorithm using K = 2.
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Figure 4.19 M SE of frame timing error against the average channel SNR for
GS, APP (M =8 and 16) and MGS algorithm using K = 3.
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Figure 4.20 M SE of frame timing-error against the average channel SNR for
GS, APP (M =8 and 16) and MGS algorithm using K = 4.

Algorithms | Complexity Average channel SNR (dB)
0 5 10 15 20

PP 576 3718.09 552.16 41.33 15.94 15.27

GS 128 111119 214.51 16.98 14.59 12.84
APPM =8 576 704.15 26.00 8.69 8.68 8.64
APPM =16 576 487.71 10.30 8.64 8.63 8.60
MGS,P+S=2 192 589.27 10.94 10.31] 9.49 8.66
MGS,P+S=3 256 580.72 9.87] 7.84 8.57] 7.89
MGS,P+S=4 320 517.23 8.97] 7.42) 7.34 7.47
MGS,P+S=5 384 267.20 7.70 7.04 7.07] 6.48
MGS,P+S =6 448 378.81 8.13 7.09 6.69 6.49
MGS,P+S=7 512 465.51] 8.0 6.76 6.59 6.18

Table 4.3 Comparison of computational complexity and MSE of the frame timing
against the average channel SNR for PP, APP, GS and MGS agorithms.
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Table 4.3 summarizes the computational complexity (number of complex
multiplications required in each iteration) and MSE of the frame timing against the
average channel SNR for PP, APP, GS and MGS algorithms.  Note that given P + S
and SNR, there are 3 kinds of MSE for K = 2, 3, and 4. The one with the minimum
MSE is listed in the table.  When SNR is high, the performance of MGS a gorithm
improves as P + Sincreases, therefore, P + S= 7 is the best among the various value

of PandS WhenSNRisat0and5dB, P+ S=5isthe best.

It can be seen from Figure 4.19 and 4.20 that when K =3 or 4, P+ S= 2 yields
roughly the same performanceas P + S= 7, especially at high SNR. Thisalso can be
observed from the histograms of the frame timing estimation errors for GS, APP (M =
8 and 16) and MGS algorithm using K = 4 at SNR = 0 and 10 shown in Figure 4.21.

Thus we can choose P + S= 2 or, 3 t0 save alat of-computational complexity.
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Figure 4.21(a) Histograms of the frame timing error for GS, APP (M = 8 and
16), and MGS algorithm using K = 4 at SNR = 0.
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Figure 4.21(b) Histograms of the frame timing error for GS, APP (M = 8 and
16), and MGS agorithm using K = 4 at SNR = 10.
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Chapter 5

Conclusions

In this thesis, we have introduced several cyclic prefix (CP) based frame
synchronization techniques in the literature and presented two modified algorithms for
ODFM systems. The modifications of these two proposed algorithms are based on the
global search (GS) algorithm presented in [15] and all of them possess self-learning

capability.

First, the local search (LS) algorithm, compared with the GS algorithm, narrows
down the search range in each'iteration and improves the accuracy of frame timing
estimation at high SNR. Second, the modified global search (MGS) agorithm only
evaluates the correlation functions of 3 to 8 sample points for each OFDM symbol for
realization. Compared with the averaging and pesk-picking (APP) algorithm, the
MGS agorithm requires much less computational complexity. Compare with the GS
algorithm, the MGS algorithm requires much less hardware, yields a better performance,
and possesses much better re-synchronization capability with some increase in

computation cost.

From the simulation results, we conclude that in the two algorithms we proposed,
the LS algorithm is suitable at higher SNR, and the MGS algorithm is suitable at lower
SNR. Considering the computational complexity and the accuracy of frame timing

estimation together, the MGS algorithm is preferable to other CP-based algorithms.
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Appendix A

Derivation of the Log-Likelihood Function (3.4)

The derivation of (3.4) is shown as follows. The log-likelihood function (3.3)

can be written as

Ayl gaef(r(k) r(k+N)) 6
A TN Tr(k+N)) 5

The numerator is a 2-D complex-valued Gaussian distribution, which, using the

L@.e)=a

(A.1)

correlation propertiesin (3.2), becomes

i |r(k)| 2r Re{e® r(k)r’ (k+N)}+|r(k+ N)|
(S2+82)A-r?)
pi(sitsH(-r?)

f(r(k),r(k+N))= , (A2)

where r is the correlation coefficient between r(k) and r(k+N) as defined in

(3.7). Thedenominator of (A.1) consists of two 1-D complex Gaussian distributions

Ir (k)
(s2+s))
p(si+s;?)

exp(- )

f(r(k)) = (A.3)

and the log-likelihood function (A.1), after some algebraic manipulations, becomes

L @.€) =¢ +¢c,(g(@)|cos(2pe +Dg(@)) - rF (@) (A.4)
where g(q) and F(q) are defined in (3.5) and (3.6), and ¢, and c, are constants,

independent of q and e. Since the maximizing argument of L(q,e)in (A.4) is
independent of the constants ¢, and c,, and c, >0, the ML-estimate (qAML,éML)aIso

maximizes (3.4). [9]
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Appendix B

Derivation of the Complex-Quantization ML
Estimator (3.25)

Notice first that
c(k)=QIr(K]=a U r(k1 Q (B.1)
where Q,l1 =0, 1, 2, 3 are quadrants of the complex plane as depicted in Figure 3.5.
Since the real and imaginary part of (k) are independent, we can write the probability
Pr(r(k)T Q) =Pr(Re{r(k)}1 H)-Prm{r(k)}T HY (B.2)

(seeFigure 3.5), where H, and H¢ arethehalf-planes

H, 46*, =0, 3 | H|¢=?f‘+’ '=0, 3 . (B.3)
fA°, 1=1 2 fA, 1=12
The joint probability p,(+) in (3.20) can be written as
Pr(c(k) =a,c(k- N)=a,) =
Pr(r (k)T Q,r(k- N)T Q)=
Pr(Re{r (k)}T H,,Re{r(k- N} H,)’
Pr(m{r (k)}T HEIm{r(k- N)}T H9. (B.4)

By applying the symmetry expressions for two real, zero-mean, jointly Gaussian

variables x and y with correlation coefficient r [31],

P 2pPr((xy)T A™ A =Pr(xy)] A A )=t+ 2
4 2p
P 2pPr((xy)] A" AT)=Pr(x y)T A*’ A')zi- :—p, (B.5)
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r

where a :%- tan™*( T 2). The look-up tablein Figure 3.6 becomes
c(k)c(k_N) =) a e2 a3
= logP*P” logP P* logP P logP*P"
&y logP*P" logP*"P* logP P” logP P
P logP P’ logP*P" logP*P* logP P*
& log P~ P” logP P logP"P- log P*P”

Table B.1 Expression of the look-up table in Figure 3.6.

The ML estimate (3.21) that uses this look-up table is not affected by an affine

scaling f(x)=ax+b, (a>0) of thevauesin the table, since it is a convex mapping.

If we choose
(=X 109P B o ©)
logP"P" - logP’'P
the non-linearity f[g(l,n)] becomes
c(k-N)
c(k) Y & 22 &
& 1 0 -1 0
=1 0 1 0 -1
o -1 0 1 0
& 0 -1 0 1
Table B.2 The look-up table after convex mapping.
Since
1 .
Entry(a,,a) =2 Re{a,aj}, (B.7)

the look-up table may be implemented by taking real part of c(k)c (k- n), as we

shownin (3.25). [12]
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