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An Empirical Investigation into the Effects of GasPrice and GDP on
Freeway Traffic
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National Chiao Tung University

Abstract

It is a concept universally acknowledged that whas price rises, the toll road use will
reduce. It is also well-fixed in the minds of mamplicy makers that they devise energy-
related policies based on ‘this premise. With an #® successfully implement the
government’s proposed «green tax-policy for achigwertain levels of environmental
protection by increasing-the.gas price to redueeugage of vehicles, the causal effect of
gas price and traffic volume plays a significarlerbere. As a resulthis study takes a
closer look at the conceptual grounds of the notbiausality in Granger’s sense. In
addition, taking into account th&DP may be also a key component of affecting Vehic

usage, it is also incorporated:intothe study.

Cointegration test for the long term equilibriumat®nship, Granger causality test for
the short run lead or lag relationship and the yamalof impulse response function are
employed to unveil and justify the linkage among ihterested variables. The main
findings are not in line with what we used to td#egranted that no co-integration for
the long run, not all the gas price or GDP Grarggarse traffic volume and as well as
some positive impulse responses of traffic voluroeghas price shock and GDP
innovation. However, as even the simplest desegpstatistics can be deceptive, our
findings must be treated with caution especiallyewrextrapolating any anticipated
effects on relative policy making.

Keywords: Gas Price, GDP, Freeway Traffic, Cointegratiorariger Causality,

Impulse Response Function.
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To drive or not to drive, that is a question durthg rising
gasoline price era.

CHAPTER 1 INTROCUTION

1.1 BACKGROUND AND MOTIVATION

Gasoline price fluctuates widely in a recent decawaleJun. 2008, it reached its peak of
USD 139.36 a barrel. That is a far cry from $ 1577arrel in 1998. The price is almost

9 times higher than it was a decade ago.

Soaring gas price triggers the global economy dommtaffects the policy makers of
various governments, .as well as alters ordinaryplee®.ways of life. As to its

devastating effect on the energy-dependent inessttransportation industry is among
the hardest hit. "A host of'smaller European rasi are likely to go bankrupt in coming
months if the oil price does not drop-significantiglow current levels of USD$130 a
barrel. Faced with the unprecedentedly high costuef, airlines will have to hedge

against the oil price and cut unprofitable flightsd routes to help them stay in the air.”

(Bowker 2008)

Another hard-hit industry is car manufacturers. Whiking gas prices, small car has
become a favorite choice of car buyers. Based BB@ report in 2009, The Japanese
compact cars, with their compact designs and ftigient engines, have gained strong

positions and more shares in the United Statesnzaket. An online car information



provider — Edmunds.com indicated that compact amssshowed a record month in May
2007, accounting for 21 percent market share otdta car market. It means for every
five new cars sold that month, one was a compagtcdtrast, the demand of gas-
guzzling SUV (sport utility vehicle) in the Unité&tates has been declining considerably.
According to a report from NPR — National Publicdita the giant auto company

DaimlerChrysler suffered a 37 percent drop in hiisdtquarter earning in 2006 due to a

decreasing demand for bigger trucks and SUVs.

With no exception, drivers around the world alstiesurom the surge of gas price. Their
driving behaviors have also dramatically changedmare and more people opt out of
the convenience of their.own cars-and opt for eitda-pooling with their neighbors or

colleagues or switching to public transportationgie increasing use of mass
transportation is also an-effective way to combat éver-rising gas price. The Federal
Highway Administration of the States (FHWA 2009poeted that travel in the states
during October 2008 on all roads and. streets deedehy -3.5% compared to it was in
the same month in 2007. This drop followed the %l @ecline in September 2008. In
comparison, The Liberty Times revealed a similanagion in Taiwan when gas price

reached NTD 34.6 per liter at the end of May in0@s a sharp increase from NTD

30.7 in November 2007. In the same period of tithere were nearly ninety thousand
vehicles decreased in freeway traffic volume, anivadent of 11% drop for the same

period last year.

The above statistics from America and Taiwan sessuggest that there is a negative



correlation between gas price and traffic volumend athis is not merely a
coincidence. Based on an assumption that higheingrcost would lead to less traffic,
Taiwan government recently proposed an introduabiogreen tax in 2011 (CNA 2009)
as a mean to reduce greenhouse gas emission viagcdbwn the usage of private
vehicles. If the tax policy does take place as pseg, an average family will have to pay
about NT$ 10,000 a month for water, electricitytunal gas and gasoline. It is two times
more than it is now. Such considerable impacthendriving habit of at least over 6

millions of car owners will be imminent.

Although gas price has dropped since its peakrdbent fluctuation of global gas price
seems not reaching the .end yet.-Paul Krugman Nl Economics Prize winner in
2008, still predicted that "oil non-bubble and are heading into an era of increasingly
scarce, costly oil.” (Krugman 2008) Similar to wh&tugman forecasted that high gas
price is not a past history; Allen Greenspan -fthmer chairman of the Federal Reserve
of the United States, also thinks the.same linepigdicts (Greenspan 2008) that we are
facing a long term energy shortage. Both of theenséo tell the high gas price an

ongoing and unavoidable trend.

Therefore, apparently the relationship betweenpya® and car usage will continue to
play a significant role in this proposal. With amao successfully implement its green
tax policy for achieving certain levels of enviroemal protection, the policy makers of a
government require a clear picture of the causaltiyveen gas price and traffic volume

in making relevant energy guidelines or regulatidhgen though there are evidences that



there is a correlation between said 2 variablegjogs not mean correlation equal
causation. We can not say one must cause the dthéct, the causality between the

price of gas and traffic volume is still a debagaiskue that demands extensive studies.

Meanwhile, as gross domestic product (GDP) is atstsidered as one of the elements
affecting the numbers of vehicle’s ownership anages Just like what Alfresson (2002)
puts it, “Historically GDP and energy consumptioavé been highly correlated”.
Accordingly, in order to provide local governmenteéerence for devising energy-related
policies, this study uses various time_series nigthputs the time lag factor into account

to examine the effects of gas'price and GDP omwiagdraffic pairwise.



1.2 RESEARCH OBJECTIVE

The main objectives as follows are achieved.

1. Using the time series of gas price and traffic woduof 23 expressway toll stations in
Taiwan, we apply cointegration theories in estinmtilong-run equilibrium
relationship between 2 different types of gas pgriaad 3 types of different vehicle
freeway traffic volumes in 4 different regional aseon National Freeway No. 1, 3

and 5, plus the aggregate traffic volumes throhghisland.

2. In parallel, using the same traffic volume, we gtilkde co-integration of freeway

traffic and gross domestic product (GDP) in pair.

3. Utilizing the Granger causality test-on investiggtand determining the short-terms
precedence or feedback relationship in pair betwaffic volume and gas price” as

well as “traffic volume and ‘GDP"”.

4. Tracking out the dynamic response of freeway twafblume to the exogenous shock

of gas price and GDP by performing impulse respdmsetion.



1.3 RESEARCH SCOPE

There are certain critical variables which condyanhange traffic volume in the real
world. However, this study attempts to focus oredeng the short-run Granger causality
and the co-integration of long-terms causal retesingp between “gas price and freeway
traffic” and between “GDP and freeway traffic” onlyor a clear picture of the research

scope, please find Figure 1.1, 1.2 and 1.3.

Gas Price

Environmental
Consciousness

Figure 1.1 Scope of the Study



Figure-1.2 Map of National Freeway No. 1, 3 and 5

Gas Price Areas of Traffic Volume GDP

Figure 1.3 The Study of Relationship between Varidbs in this

Research



1.4 RESEARCH PROCEDURE

Within throughout this paper, the following stepslaesearch procedures are taken. The

steps of the process are illustrated in Figure 1.4.

1. Collect and describe the data of monthly averfagl prices of 95 unleaded gas price

and premium diesel price based on the data prowgl€eiPC Corporation, Taiwan.

2. Convert the nominal quarterly GDP data into @nthly basis deflating it into real

terms while taking into account.the Consumer Pinckex (CPI) (2006 = 100) of the

given period of time.

3. Compare and analyze the freeway toll trafbume on National Freeway No. 1, 3

and 5 in a timeframe from 2004:01 to 2009:06 regmbitty Taiwan Area National

Freeway Bureau, MOTC.

4. Cluster the said collected traffic data inteefiseparate categories by geography:
northern, central, southern Taiwan, I-Land area aatonwide to identify the
regional characteristics of toll traffic volume i\zarce in different areas in reflecting

to gas price and GDP innovation.
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CHAPTER 2 LITERATURE REVIEW

Does X really cause Y? This time-honored issue pazzled the great minds of
philosophers of ancient Greek, China and Indiadfegr 3000 years. “This seemingly
simple question has challenged some of the gred@skers in history, including

Heraclitus, Plato, Aristotle, Galileo, Hobbes, Huymkant, and countless other
philosophers and scientists.” (Dowd and Town 2082 the old issue is now unfolded
again with new ideas to help unveil the mysterycafisality from a different point of

view by Clive W.J Granger.

Granger, Nobel Prize laureate of-Economics in 2@33ablished a set of techniques
named Granger Causality test to uncover the mystedyenhance our understanding of
causality to a certain degree. For example, ifrzabée X Granger-causes Y if Y can be
better predicted using therhistories of both X &nhthan it can using the history of Y
alone. To put it simply, it does not.imply true sality but a statistical way for

determining whether one time series is useful redasting another. (Granger 1969).

As the real world is much more complicated thanet mmodel, this thesis sets the
philosophical questions aside while focusing on ¢hasality examination by adopting
Granger’s statistical theory. With regard to mostaded Granger causality technique,
there are more in depth discussions in the laterqfahe chapter - 5.3n the current

chapter, we will present certain published on #etdrs affecting driving choice behavior,

the effect of gas price and GDP on traffic anddhesal linkage related to the impact on

10



traffic caused by gas price or GDP.

2.1 FACTORS AFFECTING DRIVING CHOICE BEHAVIOR

Jou and Sun (2008) apply logistics regression mmdahalyze how commuters and non-
commuters response to the rising oil price in Tiaipéeir results indicate that when

personal income and travel cost increase, the émxuof driving car decreases. They
also discover the factors behind the auto comnmsut#hbdice of car, which include the oil

consumption efficiency of car, the frequency of saage and a willingness to switch to

public transportation.

Boarnet and Sarmiento (1998) adopt travel dailya dat southern California residents to
study the link between.road-use patterns at thghberhood level and non-work trip
generation from a sample of 769 individuals. Theisults show that the land-use
variables are statistically-insignificant, thusiaklbetween road land use and travel

behavior is inconclusive.

Cullinane (2002) cites Hong Kong as an exampleost A good public transport system
can discourage car ownership. That is, the bdtemuality of public transportation is,
the lesser, the people want to own a car. His tgsbdsed on a survey of 389 university
students in Hong Kong, show that good public transpan deter car ownership, with

65% of respondents stating that they are unlikelyuy a car in the next 5 years.

11



Based on the concept that users’ response toltatiges is instrumental to government
policy- making, Odeck and Brathen (2008) studyptady of travel demand and users’

attitudes towards tolls in 19 Norwegian road prtgedhey discover a mean short-run
elasticity at -0.45 while -0.82 for the long-terfurthermore, the study reveals that the

road type and project location can vary the eldagtic

Kitamura (1989) uses a sample obtained from theNational Mobility Panel survey
to examine the causal structure underlying houskemalbility. His findings suggest that
car ownership is strongly associated with modeasfdportation while it has no influence
on weekly personal trip generation by household bes1 He studies the characteristics
of mode through a causal ‘analysis of changes inoearership, number of drivers,
number of car trips and.number of transit tripss Hisults show that observed changes in
mode use is unable to be explained by assumingtbladnge.in transit use influences car
use. It suggests that the increase In car use,hwisicthe result of increasing car

ownership, may not be suppressed by.improving putansit.

2.2 IMPACT OF GAS PRICE SHOCKS ON TRAFFIC

Unarguably, one of the world’s most important egoienergy sources, gasoline is
critical to global economic growth. The cost of gfage constitutes a major component of
the total cost of driving. Under such assumptioses in automobile gasoline prices

could potentially have a significant impact on érnbehavior.

12



According to a survey of over 500 residents in AuStexas focusing the aftermath of
a severe spike in gas prices that took place ipteBgber of 2005, Bomberg and
Kockelman (2007) examines how respondents’ travehalior changed during and
following the spike. The authors use basic desespstatistics and employ ordered
probit and binary logit models to determine whielstbrs are responsible for behavioral
changes in response to gas price spikes. Baseleofe¢dback from respondents, it is
indicated a strong tendency to reduce overall dghand/or a car- pool like activities in

more efficient tours as a way of coping with highpoices.

Lu et al (2008) utilizes Grey relation analysis (&Ro evaluate the relative influence of
the fuel price, the gross.domestic-product,.the memof motor vehicles and the vehicle
kilometers of travel (VKT) per energy increase iawan. Their finding shows that the
relationship between energy requirement and. thebeunof passenger cars declined
steadily. The authors conclude that the steady traosw economic development is
strongly correlated with vehicular fuel consumpti@ihe relation grade of 0.967 implies
that the increase in the number of passenger sardther important factor for energy

increase.

Liddle (2009) embraces US data from 1946 to 200@xamine whether a systemic,
mutually causal and cointegrated relationship sexéshong mobility demands, gasoline
price, income and vehicle ownership. He finds ttiadse variables co-evolve in a
transport systems and thus, they can not be edisintangled in the short-run. On the

other hand, estimating a long-run relationshiprfmtor fuel use per capita was difficult

13



because of the efficacy of the Corporate Averagel Economy standards (CAFIBf
influence fleet fuel economy. His analysis showat tthe fuel standard program was
effective in improving the fuel economy of the U8hicle fleet and in temporarily

lessening the impact on fuel use of increased ntpbiékmand.

2.3 IMPACT OF GDP PRICE INNOVATION ON TRAFFIC

Stern (1993) examines the causal relationship wtw@DP and energy use for the
period 1947-90 in the United States. He carrieseoMAR of GDP, energy use, capital
stock and employment to test for Granger.causatioglships between the variables. It's

pointed out there is no evidence that energy usa@ar causes GDP.

Ramanathan (2001) uses the concepts of cointegratid error correction to study the
long-run relationships between variables represgntiansport performance and other
macro-economic variables in India. The results destraie that passenger-kilometres
(PKM) in India are likely to increase-faster thasy domestic product (GDP), and still
much faster than urbanisation. By the same tokenne-kilometres (TKM) is probably

to increase faster than the index of industrialdpotion. Besides, there are strong
correlations between TKM and industrial growth. Bdhe passenger and freight
performances are relatively lack of elasticity iice changes. The error correction model
(ECM) interprets that both passenger and tonneaveloes adjust to their respective long-
run equilibrium at a moderate rate, with about 3&&adjustment in PKM and 40% of

adjustment in TKMs occurring in the first year.

14



Coondoo and Dinda (2002) present a study of incen®2 emission causality based
on a Granger causality test, using a cross-natimelpdata on per capita income and the
corresponding per capita CO2 emission data. Ihdscated that three different types of
causality relationship holding for different coyntgroups. For the developed country
groups of North America, Western and Eastern Eyrthygecausality is found to run from

emission to income. For the country groups of Garand South America, Oceania and
Japan causality from income to emission is obtaidedto the country groups of Asia

and Africa the causality is found to be bi-direna

Wu (2006) indicates the ownership of vehicles arawth of its usage are related to the
increasing of GDP. She ‘applies Granger causality #orecast error variance
decomposition techniques to examine the cointemradnd causality between GDP and
the number of registered cars in Taiwan and Jadan.results show that the causality
between GDP and car is«from GDP of the nhumber gestered car in Taiwan while in

Japan the 2 variables are independent.

Xu, Li et al (2007) based on time series data sthdyrelationship between the freeway
transportation and the economic development thraaghtegration theory and Granger
causality test method. They put different period® iaccount and obtain there is no
relationship between the tested variables from 197891 while there was harmonious

and feedback Granger causality relationship dutiegperiod of time from 1992 till 2005.

15



Getzner (2009) studies the environmental impaciszastenger transport, especially CO2
emissions from private car use in Austria. The ltesof the empirical estimations are
interpreted as a driving force of income with redp® car use is very strong while

technological developments fall significantly shoftreducing car use. Oil price shock
brings a significantly negative but temporary efffeele even points out given the current
trends of income, and assuming the empirically catlid functional form of the

mobility/emission-income relationship, the scensrghow that even in the case of a
complete stop to any further road construction andncreasing fuel price despite an
annual increase in fuel taxes, passenger tranapdrprivate car use will still increase by

10 to 15% until 2020.
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CHPATER 3 METHODOLOGY

This chapter is divided into six sections to préstye methodologies adopted in this
study. The methodology of unit root, choosing tlag llength for unit root test,
cointegration, vector autoregression model, Grarmgarsality, and impulse response

function are discussed as followings.

3.1 UNIT ROOT

In time series models in-econometrics, often omjirlaast squares (OLS) is used to
estimate the slope coefficients of the autoregvessiodel. The use of OLS relies on the
stochastic process being stationary. It meansrtioe t,erm must be time-invariant, that is,
white noise. In other words, the necessary andcserit.condition for time series stability

is the entire characteristic roots-lie “within.thaitucircle while the condition for

nonstationarity is the entire characteristic rdigt$n or outside the unit root.

When the data-generating process (DGP) is noresetaty, the use of OLS can produce
invalid estimates. Granger and Newbold (1974) daflach error estimates - spurious
regression results: high?Rralues and high t-ratios yielding results with emonomic
meaning. If the process has a unit root, one catydpe difference operator to the series.
OLS can then be applied to the resulting (statynaeries to estimate the remaining
slope coefficients. For example, if a seriggsyl(1), the seriedY; = Y; — Y;-1is 1(0)

(stationary), it is called a difference-stationaeyies.
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3.1.1 The Test of Unit Root

In statistics and econometrics, there are sevemgbuwo test whether time series is with a
unit root, such as the Dickey-Full, augmented Dyekeller (Dickey and Fuller 1979;
Said and Dickey 1984) or the Phillips-Perron (Rpsll1987; Phillips and Perron 1988)

among others.

3.1.1.1 Dickey-Fuller unit root test (DF)

Dickey-Fuller unit root test uses the OLS to rum tlegression on the following three

forms and check whethé&e0 is statistically significant.

1. no drift and trend:

AY{= )Y +e (1)
2. with drift;
AYi=a+ y,Yuta (2)

3. with drift and deterministic time trend:

AYi=a +BT+ Yt a 3)

Wherea is intercept,y/ y,/ y, is auto-regression terrfiT is time trend term and e

is error term.
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In each case, the hypotheses is:

Ho: =0, y,=0 or y,=0 (unit root, stationary)
Hi: y#0, y,#0 or y,#0 (without unit root, non-stationary)

If the null hypothesis - Klis rejected, it's concluded that the rejection loé tested
variable existing unit root. The Dickey Fuller testonly valid for AR (1) (first order
autoregressive) processes. If the time seriesnelated at higher lags, the augmented
Dickey Fuller test constructs a parameter_corractar higher order correlation, by

adding lag difference of the time series. More itlete presented in chapter 3.1.1.2.

3.1.1.2 Augmented Dickey and Fuller Unit Root TefADF)

If the @ has an autocorrelation for more-than one’ peribd, unit root test can be

modified as
k
AY, =a+fT +pY, + ) AAY, +e (4)
i=1

wherea is a constanf} the coefficient on a time trendp the auto-regression term akd
the lag order of the autoregressive process. Implseconstantn = 0 andp = 0
corresponding to modeling a random walk and usectimstraintp = O corresponds to
modeling a random walk with a drift. Consequentiere are three main versions of the

test.
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By including lags of the order i the ADF formulatioallows for higher-order

autoregressive processes. This means that thestaygghl i has to be determined when
applying the test. One possible approach is todegin from high orders and examine
the t-values on coefficients. An alternative applo# to examine information criteria
such as the Akaike information criterion, Bayesmafiormation criterion or the Hannan-

Quinn information criterion.

The null hypothesis is functioned as the DF te&t,(iH: y=0 for example). It is so

called Augmented Dicky-Fuller (ADF) test.

The test procedure is firstly run the unrestriateatlel and obtains RSS
K
AY, :a+ﬂr+th—1+z/]jAYt—i +t8 ()
i=1
Secondly, run the restricted model and obtainsgRSS

k
AY, =a+ [T+ A DAY +g (6)

i=1

Then compute the F-statistic &8’ = (RSS ~RSS§R)/2
RSS, /(n—k)

Compare F to the critical valuésthat are tabulated by Dicky-Fuller (1981).
The null hypothesis:
Ho: p=0 (unit root, non-stationary)

Hi: p#£0 (without unit root, stationary)
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3.1.1.3 Phillips—Perron Unit Root test (PP)

Although, ADF test is the most common way for uoibt test, it does not allow having
autoregressive residuals with heteroscedasticityhen disturbance process of the test
equation. To overcome such restrictions, the PisifPerron (PP) test offers an alternative
method for correcting for serial correlation in ot testing. In general, it makes a non-
parametric correction to the t-test statistic tptaee the effect of autocorrelation present
when the underlying autocorrelation process is AlR{1) and the error terms are not

homoscedastic.

There are also three types of Phillips-Perron noat tests as follows:
(1) type with zero mean

Y, =Y i ()
(2) type with single mean

Yo S UYL (8)
(3) type with constant and time trend term

Y,=ut+taY,_ + &+, 9)

wherey; is the innovations process.

The above three types are computed based on argssage model. Same as ADF test, if

the null hypothesis is rejected, it means the testeiable is stationary series without

unit root.
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In some conditions, the PP test tends to be monegol than ADF test but, on the other
hand, similar to ADF, it also suffers potentialgvere finite sample power (DeJong John,
David et al. 1992; Chen 2009) and suffers from sewize distortions(Schwert 1989;
Chen 2009). Size problem: actual size is largerntihe nominal one when

autocorrelations ofg, are negative, and therefore, are more sensitivemuulel

misspecification (the order of autoregressive amying average components). We can

plot ACF to help us detect the potential size.

Even though a variety of alternative proceduresshasen proposed that try to resolve
these problems, particularly - the power probleneré are new drawbacks in them as
well. (Maddala and Kim 1998) That's the reasonAlbd- and PP tests continue to be the

most widely used unit root tests.

3.2 CHOOSING THE LAG LENGTH FOR THE UNIT ROOT TEST

An important practical issue for the implementatiointhe unit root test and vector
autoregressive (VAR) model is the specificationthef lag length p. Sun and Ma (2004)
point out there are some commonly used procedoretdse the lag length of a VAR
system. One of them is called the ‘general-to-$gé@pproach, which starts from a
maximum lag length and then testes down the saamfie of the longest lags. Ng and
Perron (1995) finds out there is some empiricatlence that this approach has a high
probability of over-fitting the true model. On tleentrary, the approach of ‘specific to

general” starts from a minimum lag length and tegpanding the VAR by accepting the
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significant extra lagged variables added in. “Bafiproaches involve testing the causal

variables implicitly, which may created a pre-taisis.” Sun and Ma (2004)

Different from above mentioned two approaches, ieidtatistical criteria as if Akaike’s
information criterion (AIC), Schwarz’s Bayesianoniation criterion (SBC) are as well
frequently used for lag length selection. As AIQI&@BC are well-known, the definition

of each is presented without further discussions:

AIC =1In i +$ (number of freely estimated parameters), (10)
and
SBC = Ir{i +In?T (number of freely estimated parameters) (11)

whereS = estimated covariance matrix and T= number of nlag@ns.

If p is too small then the remaining serial cortielain the errors will bias the test while
if p is too large then the power of the test wulffer. Monte Carlo experiments suggest it
is better to error on the side of including too méags. Hall (1994) and Ng and Perron
(1995) also improved under some restriction, SB@lseto select a more optimal lag

length. (Reimers 1992; Phylaktis 1999; Yau and Ni@@3; Xu Hai-cheng 2007)

3.3 COINTEGRATION

This section briefly introduces the concepts onhtagration. The biggest problem with

differencing is that lose valuable long term infatron in the data. One possible
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alternative solution to this is cointegration methavhich get long run solutions from
non stationary variables. The definitions of cognétion given by Engle and Granger are

listed as follows.

Definition 1.

Engle and Granger (1987): If a serieswith no deterministic components, can be

represented by a stationary and invertible ARMAcpss after differencing d times, the

series is integrated of order d, thatys~1(d).

Definition 2.

Engle and Granger (1987): If all elements of thetmey are I(d) and there exists a
cointegrating vectop3#0.such that3- y,~ I(d-b) for any b.> 0, the vector process is
said to be cointegrated'Cl (d,b).

The reduction in the order of integration-implies@ecial kind of relationship with
interpretable and testable consequences. Coini@gigtan econometric property of time

series. If two or more series are themselves natmsiary, and a linear combination of

them is stationary, then the series are said wbdegrated.

As indicated cointegration islenear combination of 2 variables - X and Y or meegies
which are non-stationary, then the series are tatoe cointegrated. In other words, if
they are I(k) series and may be co-integrated bewpstable process of | (k-b, b>=1), it

is called the I(k) series are cointegrated. (Eaglé Granger 1987; Yang 2009)
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It is often said that cointegration is a mean afectly testing hypotheses concerning the
relationship between two variables having unit sqae. integrated of at least order one).
It means a series is said to be "integrated ofraltiéf one can obtain a stationary series

by "differencing” the series d times.

In practice, co-integration is used for such seniegsypical econometric tests, but it is
more generally applicable and can be used for b@saintegrated of higher order.
However, these tests for co-integration assumethi®ato-integrating vector is constant
during the period of study. In reality, it is pddsithat the long-run relationship between
the underlying variables change (shifts in thergegrating vector can occur). The reason
for this might be technological progress; econowises, changes in the people’s
preferences and behavior accordingly, policy ofmegalteration, and organizational or
institutional developments. This is especially lykeo be the case if the sample period is

long.

3.3.1 The test of Cointegration

3.3.1.1 The Engle and Granger two-step procedure

The Engle and Granger two-step procedure is auaklihsed test. Given two variables
of interest, the first step of the Engle-Grangescedure involves the estimation of the

following statistic cointegrating regression:

Y=d+8X+¢g fort=1, 2, ..., T (12)

where (], denotes a deterministic term which may be eiterintercept ) or an
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intercept plus linear trendx (+ pt). In the second stage, possible cointegratiowden

the series is examined via analysis of the ordeintfgration of the residualg ¢, }

from (12) using a Dickey-Fuller test as below.

AR’ = (oD +y (13)

The null of no cointegration @4p — 1 = 0) is tested via the t-ratio @ 1).

3.3.1.2 Johansen Maximum Likelihood Method

Another approach named maximum likelihood (ML) neethproposed by Johansen
(Johansen 1988; Johansen 1991) can be also usadatgze long-run equilibrium

relationship or cointegrating vectors. There ave statistics to take into account - the
trace and maximum eigenvalue. Johansen’s. methogdéiges its starting point in the

vector autoregression (VAR) of order n given by

Y= A+ AVt AY e (14)
whereY, is lag length n(px1) vector endogenous variable. The VAR model of tist f

difference can be re-written as follows:

n-1

AY, =D TAY_ + 7Y, +& (15)

j=

where 77, is a short term adjusting coefficient to descrétrt-term relationshipz is

long term innovation vector that includes long temormation hint in the regression to

test those variables’ whether existence long tewmilierium relationship or not.
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Meanwhile rank ofrr decides the number of cointegrated veciohas three kinds of
style:

a. rank (77)= n, then 7 is full rank. It means all of variables are statioy series in
the regressionY()

b. rank(77) =0, then 7 is null rank. It means variables do not exist tegned

relationship.

c. O<rank ()= r<n, then some of variables existcointegrated vector.

Johansen approach has used rankzab- distinguish the number of cointegrated vector.
In other words, to examine rank of vector meandest how many of non-zero of
characteristic roots existence in-the vector. Twitei@nt likelihood ratio tests listed in
equtations (16) and (17)respectively.

a. Trace test:

H, : rank(7) < r(at most r integrated vector)

H, :rank(m) > r(at least r+1 integrated-vectc

A1) =T Y In@-4) (16)

i=r+1
T is sample sizeﬁi is estimated of characteristic root. If test regeld, that means

variables exist at least r+1 long term cointegragtationship.

b. Maximum eigenvalue teést

H, : rank(77) < r(at most r integrated vector)
H, :rank(7) > r(at least r+1 integrated vect
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Aua(r.F +1) =T In(1-4,,,) (17)
If the null hypothesis is accepted, it means vademlthave r cointegrated vector. The
method is starting to test from variables do natehany cointegrative relationship which

is r=0. Then it adds the number of cointegratienituntil H, can’'t be rejected, which

means variables have r cointegrated vector.

3.4 VECTOR AUTOREGRESSION MODEL (VAR)

Vector autoregression (VAR) istan econometric usedapture the interrelation of time
series and the dynamic impacts of random distudzf@r innovations) on the system of
variables. All the variables in a VAR are treatgenmetrically by including for each

variable an equation explaining its evolution basedts own lags and the lags of all the
other variables in the model. The main uses oMRAR model are the impulse response

analysis, variance decompaosition, and Granger Gautssts.

A VAR model describes the evolution of a set ofakiables (called endogenous variables)
over the same sample period (t = 1, ..., T) aseali function of only their past evolution.
The variables are collected in a k x 1 vectomich has as thd'ielement y the time t

observation of variable.yThe mathematical representation of a VAR is:

Yi=C+AYi-1+Ayi-2+...+ Apy-pt @ (18)
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where y is a k x 1 vector of endogenous variables, ¢ is>xalkvector of constants
(intercept), A..., Ap are matrices of coefficients to be estimated ansl @ k x 1 vector
of error terms that may be contemporaneously aedlbut are uncorreclated with their

own lagged values as well as uncorrelated witbfathe right-hand side variables.

In the VAR model, all the variables used have t@bihe same order of integration. As a

result, we have the following cases:

« All the variables are 1(0) (stationary): one idle standard case, ie. a VAR in
level.
- All the variables are I(d) (non-stationary) withGi>
o The variables are cointegrated: the error corradgom has to be included
in the VAR. The model becomes a Vector Error CdroecViodel
(VECM) which can be seen as a restricted VAR.
o The variables are not cointegrated: the variabdee first to be

differenced d times and.one hasa VAR in difference

The information criteria can be used to chooseadpiemal lag length in a VAR(p) by
allowing a different lag length for each equatidneach time and choosing the model

with the lowest AIC, SBC or other information erita value.

3.5 GRANGER CAUSALITY

In Granger’s point of view, a universally accepé&befinition of causation to this subtle

and difficult concept may well not be possible, budefinition that seems reasonable to
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many is : “Let QO n represent all the information available in thevense at time n.

Suppose that at time n optimum forecasts are mad@-l using all of the information

in Qn, and also using all of this information apart frdme {past and present valués-j,

j>0, of the seriesrt,. If the first forecast, using all the informatjois superior to the
second, than the seri¥$ has some special information ab&titnot available elsewhere,

andYt, is said to causkt.” (Ashley, Granger et al. 1980)

According to Freeman (1983), for the most simplabate case, Granger causality can

be operationalized in the following way: Considee process X,, Y, ] , which we will
assume to be jointly covariance stationary. DebtyteTt and\?t all past values of X and
Y, respectively. Let all past.and present valuetheke two variables be represented as

Tt and?t . Defines? ( X, | Z) as the minimum predictive error variance qfgiven Z,
where Z is composed of the sets X, , \f?t \? 1. Then.there are four possibilities:

1. :Y causes X:a?( X, | Y,, X)) € o2 (X, | X,).
2. 1Y causes X instantaneousty? (X, | Y., X,) < o2(X, | ¥, X,).
3. :Feedbacks?( X, | X,,Y,)< o?(X,| X,), and
o? (Y, | Y X)) < o (Y [ Vo).
4. :Independence: X and Y are not causally related:

o2 (X, | Y, ) =2 (X, | X;, %) =6%(X, | X,), and

o (Y| Yo, X)) =02 (Y | Yo, X)) =a?(Y, | Y).
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For instance, in case | the minimum predictive rewariance for X is smaller when the
past values of Y\7t are included than when the minimum predictiverewariance is

calculated solely on the basisgf[. When the preceding result obtains and, at theesam

time, X Granger causes Y, we have feedback or ithdéowever, it must be certain that
implicit in this formulation is the presumption tithere are no omitted variables that are

responsible for the variations in X and Y.

3.5.1 Approaches to test Granger Causality

Here we present two approaches of Granger causefity The discussions of them for

determining Granger causality applied in this researe reported in 3.5.1.1 and 3.5.1.2.

3.5.1.1 The “Direct Granger Method”

The reason to name this method-as direct is thedsiesses Granger causality in a direct
way: by regressing each variable on‘lagged val@igsalf and others. When both series
are deemed 1(0), a VAR model in levels is used. ihree of the series is found 1(0) and
the other one I(1), VAR is specified in the levéltbe I(0) variable and in the first
difference of the I(1) variable. When both series determined I(1) but not cointegrated,
the proper model is VAR in terms of the first diface. Finally, when the series are
cointegrated, we can use a vector error correatradel (VECM) or, for a bivariate

system, a VAR model in levels.
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The direct approach is based on the following VARasmM:

3 K
Yt:BO"‘Z Bth—j+z 7 k Xt-k tUt, (29)
=1 k=1

Where Y; are stationary (or can be made stationary by rdiffeing), , is a constant

term, B ; andy« are coefficients of exogenous variables, andine white noise error

terms.

We can then simply use an F-test (Wald test) oflikigeto examine the null hypothesis -

7 « = 0 by regressing each variable on lagged valuéself and the other. This method

produces results sensitive to. the choice of lagad K; insufficient lags yield auto-
correlated errors (and incaorrect test statistig#lije too-many lags reduce the power of
the test. This approach+also allows for a:detertiinaof the causal direction of the

relationships, since we can also estimate the fse¥¥anodel:
J k
Xt:BO +z Bjxt-j+z TkYt—k+ut (20)
i=1 k=1

Also, it is important to remember that Granger aditystesting should take place in the
context of a fully-specified model. If the modeln’is well specified, “spurious”
relationships (Granger and Newbold 1974) may badowespite the fact of no actual

(conditional) relationship between the variables.
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3.5.1.2 The Toda and Yamamoto Granger Causality Tes

As the direct Granger causality test mentioned.t131 relies heavily on the results of
pre-testing of unit root and cointegration. There ehances incorrect conclusions drawn

from preliminary analyses or pretest biases mightdrried over onto the causality test.

As a result, in order to avoid the pre-test bias, pvesent the Toda and Yamamoto
approach as followings. Like the name suggesis, proposed by Toda and Yamamoto
(2995). In fact, it's a modified Wald (MWald) te$br linear restrictions on some
parameters of an augmented VAR (mlag + d).in lewelere d is the maximum order of
integration that we suspect:might occur in the psscln the bivariate case, this model

without deterministic terms can be written as fako (Konya 2004)

mlag mlag+d mlag mlag+d

yt :a1+§ ﬂli t—i+ Z|:+1181i yt—i+; yli xt—i+ Z y]j Xt—i+€1t (21)

i=mlag+1

mlag mlag+d miag mlag+d

X =Crz-i-zzll ﬂZi H+ Zlﬂzi yt—i+Z=1: y2i Xt—i+ Z yzi xt—i+£2t (22)

i= i=mlag+1

where the most important is that VAR model can bmtegrated or non-cointegrated.
The variables in the VAR may be either stationarynon-stationary. The testing
procedure explained by Sun and Ma (2004) is gieiokows.

“Suppose the lag length is chosen as g by the S the maximum order of the
integrated time series is one. We estimate a VAR g4+1 order and then only apply the
Wald test on the coefficients of the variables wabs up to g to conduct the Grager

causality test”. (Lutkepohl and Burda 1997)
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Except the advantage of being free from the prebies, there is one more advantage of
this MWald method based on the study of ZapataRawhbaldi (1997). They perform

Monte Carlo experiments on bivariate and trivaratedels, and get the results showing
that the surplus lag test has excellent finite danppoperties for both cointegrated and

non-cointegrate VAR models.

3.6 IMPULSE REPONSE FUNCTION

Impulse Response Function (IRF) traces the effeahannovation in one variable on the

others. For example, let,Yoe:a k-dimensional vector series generated by

Y= A+t A Y (23)
Y =®(B)U, =ic1>i U, (24)
| =(1 —~AB-AB ~.—A B)P(B (25)

where coU;) =%, @; is the MA" coefficients measuring the impulse rese In a
detailed and exact waybj,; represents the response of variable j to a unpulse in
variable k occurringi™ period ago. As® is usually non-diagonal, it is impossible to
shock one variable with other variables fixed. Sdarel of transformation is needed.

Cholesky decomposition is the most popular one wiaie shall turn to now. L& be a

lower triangular matrix such tha= PP, then Eq. (24) can be rewritten as

Y=Y ga, 612
i=0
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whered; = ®io; = P*U; andE(owr)=1. Let D be a diagonal matrix with same diagonals
with P andW=PD™, A = DD . After some manipulations, we obtain

Y= BoYi + BiYeg + - - - BpYep+ V4 (27)
whereBg= I, W, W = PD?, B = W'A,. Obviously,By is a lower triangular matrix with
0 diagonals. In other words, Cholesky decompositigposes a recursive causal structure

from the top variables to the bottom variablesrmitthe other way around.

For aK-dimensional stationary VARJ] processgpj«i= 0O, forj # k, i=1,2,... is equivalent
to =0, fori=1,..., p(K-1). That is to.say if the firgiK—p responses of variabjeo an
impulse in variablek is zero, then all the following responses arezaho. (Lutkeponhl

2005) And variabld does:not cause variahldé and only if®y; =0,i=1, 2, ...
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CHPATER 4 DATA COLLECTION AND ANALYSIS

4.1 THE DATA

This section discusses and analyzes the time seaigasbles to be utilized in the later
chapter. In this study, the monthly historical gae data is obtained from the prices
offered by CPC, Corporation, as it enjoys a 78% &6/ market share respectively
(EpochTimes Taiwan 2008) in the supply of 95 leafgasoline and premium diesel

gasoline.

A country’'s GDP, which“generally reflects the degshent of national economy, is
chosen as the second index of a factor affectiaificrvolume. We collect the quarterly
real GDP data published by Directorate General wdd®t, Accounting and Statistics,
Executive Yuan, R.O.CThe data has been-adjusted by Consumer Price @Ry of

2006 and converted to monthly basis using it-aseasmrement of ability to support a

car’s carrying cost.

One might expect the impact of gas price and GDPtrafiic volume to be more
significant when they are calculated in real terifserefore the gas price time series data
are computed by dividing the nominal price by tldéor of 2006 CPI announced by
Directorate General of Budget, Accounting and Stias, Executive Yuan, R.O.C. to real

terms (100 in 2006) in order to eliminate the iefige of the inflations.
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The original data of National Freeway No. 1, 3, &ndonthly toll station traffic volumes
are taken from Taiwan Area National Freeway Bur@4@;TC. Based on the preliminary
data the traffic of each station is categorize® iBtclusters according to geographical
locations. We obtained traffic volumes in four aeanorthern, central, southern, and I-

Lan area plus the one throughout the island.

The period of each variable computed in this stiallg between 2004:01 to 2009:06,
yielding a total of 66 monthly observations for leaehicle type. The toll traffic volume
in I-Lan area, on the other hand, is taken fromptheod between 2006:09 to 2009:06 as

it opened its service in 2006.. Table 4.1 contairisst of the variables analyzed in this

study.
Table 4.1 Variable Denotation and Definition
Denotation Description Sample Period
R95P real 95 lead-free gas price 2004:01~2@09:0
(NT$ per liter, price adjusted based on
2006 Taiwan Consumer Price Index)
RDSP real premium diesel price 2004:01~2009:06
(NT$ per liter, price adjusted based on
2006 Taiwan Consumer Price Index)
RGDP real gross domestic product 2004:01~2@09:0
(million NT$, seasonally adjusted at
2006 price)
SVN small vehicle traffic volume of 2004:01~2006

Freeway No. 1 & 3 toll stations
around northern area
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Table 4.1 VariableDenotationand Definition (continued)

Denotation

Description

Sample Period

SvC

SVS

SViI

SVT

TBN

TBC

TBS

TBI

BT

TLN

small vehicle traffic volume of
Freeway No. 1 & 3 toll stations
around central area

small vehicle traffic volume of
Freeway No. 1 & 3 toll stations
around southern area

small vehicle traffic volume of
Freeway No. 5 toll stations
around I-Lanarea

small.wvehicle traffic- volume of
Freeway No. 1 & 3 toll stations
nationwide

truck and bus traffic volume of
Freeway No. 1 & 3 toll stations
around northern-area

truck and bus traffic volume of
Freeway No. 1.& 3 toll stations
around central area

truck and bus traffic volume of
Freeway No. 1 & 3 toll stations
around southern area

truck and bus traffic volume of
Freeway No. 5 toll stations
around I-Lan area

truck and bus traffic volume of
Freeway No. 1 & 3 toll station
Nationwide

trailer traffic volume of Freeway

No. 1 & 3 toll stations around
northern area
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2004:01~2016

2006:09~2006

2004:~2009:06

2004:01~92016

2004:01~201H

2004:0162W6

2004:01~201®

2004:01~92016

2004:01-8006



Table 4.1 Variable Denotation and Definition (conthued)

Denotation Description Sample Period

TLC trailer traffic volume of Freeway 20040142006
No. 1 & 3 toll stations around
central area

TLS trailer traffic volume of Freeway 2004:006®:06
No. 1 & 3 toll stations around
southern area

TLI trailer traffic volume of Freeway 2006:090a9:06
No. 5 toll stations around
I-Lan area

TLT trailer traffic volume of Freeway 20040183006
No. 1 & 3 toll stations nationwide

RES_RDSP residual of real premium diesel price

RES_TBI residual of truck & bus traffic volume
of Freeway No. 5 toll station.around
I-Lan area

RES_RGDP residual of real gross domestic product
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4.2 DESCRIPTIVE STATISTICS

The paper tries to combine the techniques with sephisticated statistical software
packages - SAS 9.2 and Eviews for all the staikficocess used. However, a crucial
step in the analysis of data is a careful desomptif the available data. Then, statistical
analysis for main descriptive statistics and Peafsvariate correlation coefficient are

computed and displayed in table 4.2 and 4.3 resgdet

Table 4.2 Descriptive Statistics

Descriptive Statistics

Variable N Mean Std Dev Minimum Maximum
R959 66 25.3 3.8 15.63 34.2
RDSP 66 21.3 4.2 12.9 31.0
RGDP 66 1,017,79 65,19 917,02 1,122,02
SVN 66 18,206,17 908,85 15,513,91 19,891,53
SVNC 66 12,281,96 1,231,11 10,121,17 16,355,81
SVS 66 8,133,25 772,03 6,915,54 10,825,04
SVI 34 1,202,91 187,25 410,61 1,544,37
SVT 66 38,621,39 2,579,82 33,066,43 45,607,52
TBN 66 1,540,94 139,40 1,139,48 1,768,74
TBC 66 1,863,34 156,41 1,448,54 2,077,95
TBS 66 1,087,58 84,69 872,07 1,206,34
TBI 34 20,09 17,46 46,06
TBT 66 4,491,86 367,29 3,460,10 5,017,02
TLN 66 979,67 125,25 58,084 1,117,65
TLC 66 1,180,23 97,44 912,91 1,376,50
TLS 66 1,022,80 94,04 747,69 1,207,86
TLI 34 87.3 29.9 13]
TLT 66 3,182,71 296,03 2,301,42 3,688,51

Notes:

STD DEV stands for standard deviation.

Price for R95P and RDSP is at NTD per liter.

RGDP is measured in million NTD.
Toll traffic volume is counted per car each month.
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Table 4.2 indicates means, standard deviation,mim and maximum value of each
variable. For instance, the highest real 95 unléaghes price is NTD 34.25 per liter as
opposed to NTD 15.63 per liter the lowest. The eridifference between them is

equilibrant to 119 percent of fluctuation during thbserved period.

The maximum real premium diesel price is NTD 3w@8ch is over 2 times higher than
the minimum real premium diesel price — NTD 12.%9 pter. As to the real GDP, it
reaches its historical high — 1122 billon NTD andpg$ to the historical low 917 billion

NTD, accounting for a 22% difference during thedstperiod.

It can also be inferred from the same table theticr volumes during the study period
also fluctuate, ranging.from around 19.8 milliorrscghe highest to 15.5 million the

lowest, as was shown in-the small vehicle trafbtume in the northern area.

Table 4.3 Pearson Correlation Coefficients

Pearson Correlation Coefficients
Prob > |r| under HO: Rho=0

SVN SVC SVS SVI SVT
R95P r 0.17974 -0.29531 -0.285% -0.1629¢ -0.34707
Sig. 0.1487 0.0161 0.0204 0.1911 0.0444
RGDP r -0.297 -0.29434 -0.25371 -0.31921 0.04601
Sig. 0.0174 0.0164 0.0399 0.00¢ 0.794

TBN TBC TBS TBI TBT
RDSP r 0.24127 -0.15704 -0.0875¢ -0.28844 0.00451
Sig. 0.051 0.2079 0.4844 0.098 0.9711
RGDP r -0.18324 -0.55184 -0.41784 -0.05204 -0.40091
Sig. 0.1409 <.0001 0.0004 0.77 0.0004

TLN TLC TLS TLI TLT
RDSP r 0.481 0.71687 0.61227 0.21118 0.63394
Sig. <.0001 <.0001 <.0001 0.2381 <.0001
RGDP r -0.03497 0.53824 0.3179¢ 0.26817 0.26347
Sig. 0.7807 <.0001 0.0094 0.1314 0.0324
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In statistics, Pearson's correlation (typically atex byr) is used to find a degree of
linear relationship between at least two continuearsables. The value for a Pearson's
can fall between 0.00 (no correlation) and 1.00rfqmé correlation). A correlation

coefficient of thirty pairs of data used in thisidy is taken into account. Two pieces of
information are provided in each cell - the Pearsomrelation coefficients and the
statistically significance in Table 4.3, which 8lwates the direction and strength of

association between variables.

After a careful observation, we maintain that instnoases, the coefficients are rather
weak and not statistically significant to standtte 0.05 level, as measured by the t-
statistics. It can be assumed that traffic. is isgem to changes in the gas price or GDP.
Although there are still. exceptions in four out tbirty cases, three pairs of cases
showing strong and positive relationships betwegas ‘price.and trailer traffic volume in

central Taiwan”, “gas price and trailer traffic uate in southern Taiwan”, “gas price and
trailer traffic in nationwide” and between “GDP catrailer traffic volume in central

Taiwan”. The only case which reflects a strong megative relationship between “GDP

and traffic volume of truck and bus” is in centfaiwan.

Figure 4.1 to 4.6 demonstrate a clear picture afitr volume trends from 2004:01 ~
2009:06. From Figure 4.1 and 4.2, it can be skahgmall vehicle volumes do not vary
considerably during the study periods. The yeailghhis often in each February;
presumably it is because of the winter vocation @héhese Lunar New Year holidays

which bring more cars on the road.
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In general, people are less likely to give up oimgigars due to the increasing gas price.
Similar phenomena could be observed when compahiagvariation between traffic
volume and GDP. However, a sharp drop in gasgimee in Jan. 2009 did produce
some small noticeable impacts on the increasindl srahicle traffic be it in northern,

central or southern area.

43



Monthly National Freeway Small Vehicle Toll Traffic vs. Real 95 Leadfree Gas Price
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Figure 4.1 Monthly National Freeway Small Vehicle Bll Traffic
vs. Real 95 Leadfree Gas Price
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Monthly National Freeway Small Vehicle Toll Traffic vs. Real GDP
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Figure 4.3 and 4.4 show the relationship of “trasid bus traffic volume” vs. “real
premium diesel price” and vs. “real GDP” respedtive_ike small vehicle traffic

volumes illustrated in Figure 4.1 and 4.2, we obsdhe truck and bus traffic volume
often drops in February each year. We assume dnisiderable low period of traffic drop

stems from the same reason for small vehicle trafientioned earlier.

Except the big effect of holiday season in Febrwalnyjch brings fewer truck and bus on
the road, based on Figure 4.3, and 4.4 the tratflames of truck and bus stay quite
stable. There is no neither remarkable growth remlide in volume during the study
periods. Out of our expectation, when the gas praked to the highest price — NT$
31.03 per liter in July 2008, the truck and busfitasolume did not sink but instead it

rose 2% till 8%.

The bar graph in Figure 4.4 demonstrates GDP resy&able during the period of Jan.
2004 to Jun. 2009. Even though there are.small ewnbf up and down in GDP, the
truck and bus traffic volume seems not dancing wéliluctuations. It implies the impact

of GDP on the traffic is not conspicuous.
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Monthly National Freeway Truck and Bus Toll Traffic vs. Real GDP
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Figure 4.4 Monthly National Freeway Truck and Bus Toll Traffic
vs. Real GDP
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Based on Figure 4.5 and 4.6, again we notice ansigpphenomena of the lowest truck
and bus traffic volume in each February to thditrafolume of small vehicle in the same
period. The major reason to this situation candgarded that it's usage of this type of
vehicles is often for business purpose and in edihat February is always with less
working in a year. Comparing the volume in Febyuaith the one in previous month in

the same year, the fluctuation percentages arendrt, 14 and 21 in 2005, 2006 and
2007 in order of year. Aside from this significalgcreasing in volume, the rest in other
months before July 2008, one month right afterghak gas price in the study period,

remain relatively constant.

Another note-worthy point is the-trailer trafficotncounting the holiday month, does not
return to its normal volume of traffic. Between jeriods of September 2008 to till June
2009, it seems the trailer drivers continue to @ess even.though the gas price returns
to its stable level severallmonths ago. The reabehsd this situation can be deduced
that gas price depresses highway toll traffic-mlasiger than the fluctuation period of
itself. The GDP stays rather stable (bar chartigtife 4.6) during this period of time
seems to suggest that it does not play as a signtfirole of causing this depression of
toll trailer traffic. Hence, it's very likely ther can be other factors leading to this

phenomenon, which requires further study.
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Monthly National Freeway Trailer Toll Truck vs. Real Diesel Price
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Monthly National Freeway Trailer Toll Truck vs. Real GDP
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In this chapter, we present empirical results testethe study. Figure 5.1 demonstrates
the analytical process of statistics tests on serges applied in this study. It begins with

unit root, cointegration, then Granger causalitg &nally impulse response functions

CHPATER 5 EMPIRICAL RESUTLS

prior to the final conclusion.

Time Series Data
\ 4
Testing for Stationarity
1. ADF Test 5 _tR‘tT t
nit Root Tes
2. PP Tes < Differencing
Schwartz 4
Bayesian
Criterion i i : .
With / Without Non-stationarity
Unit Root
Stationarit Y
y I(d) process testing
if same order d
\ 4 Y
\ 4 A 4
Toda & Direct Impulse Cointegration
Yamamoto Granger Response Test
Granger Causality Causality Function
Tes Tes
\ 4

Empirical Results

Figure 5.1 Analytical Procedure for Testing GrangerCausality
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5.1 UNIT ROOT TESTS

In this section, we examine whether the series umbestigation are stationary. We do

this by applying the ADF & PP unit root test byngsthe SAS software package.

Here we follow the ADF testing procedure suggestgdolado, Jenkison et al. (1990)
and Nieh and Wang (2005), who regard the mosthdeiexam order of estimated model
of unit root test is Model (39> Model (2) > Model (1). It means Model (3) with the
factors of time trend and constant is tested ¥irsfl time trend and constant appear
insignificant, the Model (2) which:contains onlynstant and no trend will then be
estimated subsequently. If constant remains insogmt; it means Model (1) — the pure

random walk is the most suitable.The output igs test is given in the table 5.1.

Table 5.1 Results of Unit-Root Testsin Levels

Variable ADF PP

Model (1) Maodel (2) Model (3) Model (1) Model (2) Model (3
R95P(3) -0.40 -2.69 -2.57 -0.37 -1.84 -1.60
RDSP(2) -0.38 -2.84  -2.95 -0.23 -1.80 -1.40
RGDP(1) 1.28 -1.51 -0.79 1.29 -1.47 -0.84
SVN(2) -0.66 -0.94 -2.59 -0.95 -4.60* -6.66***
SVC(0) -0.93  -8.35*** -8.76*** -0.93 -8.35*** -8.76***
SVS(0) -0.84 -8.61*** -8.91*** -0.84 -8.61*** -8.91***
SVI(5) 141 -1.39 -2.18 0.50 -6.29***.Q9.74***
SVT(0) -0.76 -7.53*** -8.75%** -0.76  -73** -8.75%**
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Table 5.1 Results of Unit-Root Tests in Levels (ctinued)

Variable ADF PP

Model (1) Model (2) Model (3) Model (1) Model (2) Model (3)
TBN(1) -0.47 -2.41 -3.85** -0.47  -BF* -5.42%
TBC(1) -0.48 -2.18 -6.19*** -0.54  Bo** -8.07***
TBS(5) -1.33 0.02 -2.64 -0.56  -4.92*-7.27***
TBI(1) 0.48 -0.83 -1.98 045 -0.86 -2.15
TBT(1) -045 -2.38  -5.22%** -0.50 BI¥* -7.12%**
TLN(2) -069 -1.37 -2.20 -0.48 -3*38 -4.37***
TLC(2) -0.02 <2.67 -2.61 0.11  -5.89***%6.00***
TLS(2) -0.35. -2.32 -2.33 -0.17 -5"85 -5.35***
TLI(5) -0.80. © -1.41 -1.50 0.55 -93* -4.20**
TLT(2) -0.38 -2.21 -2.33 -0.18 -5%2 -5.21***
Notes:

Null Hypothesis: variable has a unit root

Model 1: no intercepts; no-trends

Model 2: unrestricted intercepts; no trends
Model 3: unrestricted intercepts and.trends
**Significant at the 5% level.

***Significant at the 1% level.

( ): Lag Length — based on minimum BIC value

Table 5.1 provides the unit root test for the imytbothesis. There are four variables - real
95 lead-free gas price, real premium diesel preal, GDP and truck and bus traffic in |-
Lan area all failing to reject the null hypothesisseries with unit root both by ADF and
PP test at 5% significance level. Hence, they aganded as non-stationary and further
differencing of the data is required to eliminabe wnit root from the data-generating

process. Beside the mentioned four variables witlt toot, the statistics for traffic
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volumes of small vehicle and “truck and bus” aromadthern and central area as well as
nationwide all consistently reject the null hypatiseand therefore no unit root is present

no matter tested by ADF or PP.

An intriguing result reveals here. We obtain eigbiflicting outputs computed by ADF
and PP test; such as the results of the small keetr&ffic in northern and I-Lan area,
truck and bus traffic in southern area plus theerdraffic in all five areas. As there is an
overwhelming proof that unit-root tests suffersnfrtow power. Further more, “Dickey
and Fuller’'s (1981) unit root test is derided byngoscholars as “yes man”; namely the
level term which standard is uneasily to be refusgdnit root test. (Chou and Nieh 2005;
Nieh and Wang 2005) In.order to-avoid.the problérover differencing, and in addition
that ACF plots displayed in Figure 7.1 suggestdiiationary series of all the traffic time
series giving the confidence vote to support usntpkhe results of PP test instead of

ADF.

When we take the first difference on the serie$ witit root in level and run the similar

regressions again as a next step, the statispicstesl in the Table 5.2 illustrates that the
four variables all reject the null hypothesis o$exies with unit root. In consequence,
they become stationary after the first-differenod & may suggest that there is no need

for second difference.
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Table 5.2 Results of Unit-Root Tests in First Diffeence

Variable ADF

Model(1) Model(2) Model(3)

PP

Model(1) Model(2) Model(3)

4,720 L5GRRE 4,71
-4.10%* 4,07 -4.25%
7,940 .8 1100k .8 25w
-5.49¥* 5 TER 5 B3R

R95P(1) -3.20*** -3.18* -3.14

RDSP(1) -3.22%**%  _3,19** -3.82**
RGDP(0) -7.94*** .8 11*** -8 25***
TBI(0) -5.49*** G 7H¥*** 5 §3***
Notes:

Null Hypothesis: variable has a unit root

Model 1: no intercepts; no trends

Model 2: unrestricted intercepts; no trends
Model 3: unrestricted intercepts and trends
**Significant at the 5% level.

***Significant at the 1% level.

( ): Lag Length — based on minimum BIC value
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5.2 COINTEGRATION TESTS

As indicated earlier, a cointegration idimear combination of 2 variables - X and Y or
more series which are non-stationary, then theserie said to be cointegrated. In other
words, if they are I(k) series and may be co-irdatgg becoming stable process of | (k-b,

b>=1), it is called the I(k) series are cointegdai&ngle and Granger 1987; Yang 2009).

Due to the fact that there are only four variableseal 95 unleaded gas price, real
premium diesel price, real GDP plus truck and baffit in I-Lan area are integrated
with the same first order denoted as | (1) whileitést interested variables are stationary
series denoted as | (0); there -are only those Jlvéijables with the possibility of
cointegration. The next step is to test for coirdéign using The Engle-Granger two-step
method and Johansen. Cointegration Test to invéstighe pairwise long haul
relationship between the variables. In additionR@SP.is no related to TBI, we do not

incorporate it in the cointegration tests'in thesteon.

Based on 5% significance level, the results stateBable 5.3, 5.4 and 5.5 suggest that
there is no evidence of co-integration neither leetw“real premium diesel price and
truck & bus toll traffic around I-Lan area”, northeen “real GDP and truck and bus toll
traffic around I-Lan area”. In general, it means gaces, traffic volume and GDP follow

a random walk i.e. there is no co-integration amibregn.
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Table 5.3 Results of Cointegration

by The Engle-Granger Two-Step Method

ADF PP

Model (1) Model (2) Model (3) Model (1) Model (2) Model (3)

Residual Series

RES_RDSP vs. RES_TBI(1) -1.27 -1.25 -1.45 -1.16 -1.13 -1.48
RES _RGDP vs. RES_TBI(1) -0.99 -0.93 -1.91 -0.99 -0.94 -2.01
Note:

Null Hypothesis: no co-integration.

** [ *** denotes rejection of.the hypothesis.of Bointegration at 0.05/ 0.01 level
Model 1: no intercepts; no trends

Model 2: unrestricted intercepts; no-trends

Model 3: unrestricted intercepts and trends

**Significant at the 5% level.

***Significant at the 1% level.

( ): Lag Length — based-on minimum BIC value
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Table 5.4 Results of Cointegration by Johansen Cdiegration Test for RDSP & TBI

Hypothesized Trace 0.05
No. of CE(s) Statistic Critical Value | Prob.**
Model 1: No intercept or trend in CE or test VAR
Rank
None 4.878986 12.32090 0.5845
At most 1 0.750952 4.129906 0.4440
Model 2: Intercept (no trend) in CE — no intercept in VAR
None 17.27634 20.26184 0.1225
At most 1 1.973673 9.164546 0.7829
Model 3: Intercept (no trend) in CE and test VAR
None 14.77125 15.49471 0.0641
At most 1 0.425293 3.841466 0.5143
Model 4: Intercept and trend in CE — no trend in VAR
None 20.75717 25.87211 0.1900
At most 1 3.875177 12.51798 0.7601
Model 5: Intercept and trend in CE — linear trend in VAR
None 18.45332 18.39771 0.0491
At most 1 2917143 3.841466 0.0876
Note:

Null Hypothesis: no cointegration
* denotes rejection of the hypothesis at th® (edel
**MacKinnon-Haug-Michelis (1999) p-values

The model selection follows Nieh and Lee (2001)slen procedure,
diagnosing models one by one from model 1 to M@del 5 until the

model that cannot be rejected for the null.
Lag Length: 2 (based on minimum BIC value)
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Table 5.5 Results of Cointegration by Johansen Cadiegration Test for RGDP & TBI

Hypothesized Trace 0.05
No. of CE(s) Statistic Critical Value |Prob.**
Model 1: No intercept or trend in CE or test VAR
Rank
None 11.84749 12.32090 | 0.0599
At most 1 1.597247 4129906 | 0.2421
Model 2: Intercept (no trend) in CE — no intercept in VA
None 16.81955 20.26184 | 0.1394
At most 1 5.478079 9.164546 | 0.2350
Model 3: Intercept (no trend) in CE and test VAR
None 14.58612 15.49471 | 0.0682
At most 1 3.588777 3.841466 | 0.0582
Model 4: Intercept and trend in CE — no trend in VAR
None 25.80001 25.87211 | 0.0510
At most 1 4.388566 12.51798 | 0.6854
Model 5: Intercept and trend in CE — linear trend in VAR
None 20.71972 18.39771 | 0.0233
At most 1 2.584900 3.841466 | 0.1079
Note:

Null Hypothesis: no cointegration
* denotes rejection of the hypothesis at thé (efel
**MacKinnon-Haug-Michelis (1999) p-values

The model selection follows Nieh and Lee's (20G4gision procedure,
diagnosing models one by one from model 1 to M@del 5 until the

model that cannot be rejected for the null.
Lag Length: 1 (based on minimum BIC value)
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5.3 GRANGER CAUSALITY TESTS

As the two different cointegration tests in chade? show no evidence of a long run
relationship between the corresponding variablegreor correction model (ECM) based
causality tests are not appropriate (Toda andip$ill994) to be used in this study. We
conduct causality tests using Granger approaclttorauto-regression model (VAR) on
stationary series (in level or after being d timel{dgferenced) for each of the two pairs

between “gas price and freeway traffic’ and “GP &nreeway traffic”.

A caveat from SAS that Granger causality test iy gensitive to the choice of lag length
and to the methods employed in dealing with any-stationary of the time series.(Inc.
2008) Hence, in order to re-enforce the Grangesalay test results, we apply both
approaches, except the Wald test but also TodaYamdamoto procedure (denoted

MWald Test).

It has been shown that using non-stationary dateausality tests may yield spurious
causality result (Granger and Newbold 1974). Tlessfbefore applying the indirect
approach, we categorize the stationary variabledefiel form or after differencing) in
pairs and perform the indirect Granger causalighmégue to test for the bivariate

causation.

Secondly, we use the MWald based on the resultsbfroot test in 5.1 assuming that

the maximal order of intergration is one, i.e. dEar each pair of variables, the preferred

mlag value was same as indirect approach selectatieobasis of SBC statistics from
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VAR (mlag) estimated by OLS over the same sampke.aAresult, the lag length for

MWald test is determined as mlag+1.

The results on the Wald test as well as MWald cdr@er causality at 5% significant
level are indicated in the Table 5.6 Granger catysaist infers the direction of causality,

which is summarized in the following Table 5.7

Table 5.6 Results of Granger Causality Tests

62

Null Hypothesis Wald Test MWd est
1. R95P & SVN (3/3)
R95P does not Granger cause SVN 6.83 5.17
SVN does not Granger cause R95P 10.45** a0
. R95P & SVC (2/4)
R95P does not Granger cause SVC 2.66 4.32
SVC does not Granger cause R95P 14 97 *** 9.14
. R95P & SVS (2/4)
R95P does not Granger cause SVS 2.23 5.54
SVS does not Granger cause R95P 16.89*** 11.40**
. R95P & SVI (1/3)
R95P does not Granger cause SVI 0.03 2.70
SVI does not Granger.cause R95P 0.05 2.83
. R95P & SVT (2/4)
R95P does not Granger cause SVT 0.89 3.18
SVT does not Granger cause R95P 13.02*** 10.54**
. RDSP & TBN (1/3)
RDSP does not Granger cause TBN 11.69*** 12.84***
TBN does not Granger cause RDSP 0.09 0.45
. RDSP & TBC (1/3)
RDSP does not Granger cause TBC 7.04** 7.82**
TBC does not Granger cause RDSP 0.71 1.62
. RDSP & TBS (5/5)
RDSP does not Granger cause TBS 5.39 12.91**
TBS does not Granger cause RDSP 10.75 2.54
. RDSP & TBI (1/3)
RDSP does not Granger cause TBI 1.13 6.03
TBI does not Granger cause RDSP 0.25 2.59
10. RDSP & TBT (1/3)
RDSP does not Granger cause TBT 8.31*** 9.08**
TBT does not Granger cause RDSP 0.04 0.97



Table 5.6 Results of Granger Causality Tests (comiued)

Null Hypothesis Wald Test MWald Test
11. RDSP & TLN (1/3)
RDSP does not Granger cause TLN 13.45%** 22.12%**
TLN does not Granger cause RDSP 0.78 1.24
12. RDSP & TLC (2/3)
RDSP does not Granger cause TLC 16.46*** 48.17***
TLC does not Granger cause RDSP 4.22 1.04
13. RDSP & TLS (2/3)
RDSP does not Granger cause TLS 20.10*** 27.02*%**
TLS does not Granger cause RDSP 2.31 1.62
14. RDSP & TLI (1/3)
RDSP does not Granger cause TLI 0.04 1.68
TLI does not Granger cause RDSP 0.00 0.81
15. RDSP & TLT (2/3)
RDSP does not Granger cause TLT 20.99*** 28.67***
TLT does not Granger cause RDSP 3.57 1.21
16. RGDP & SVN (2/3)
RGDP does not Granger cause SVN 1.97 5.53
SVN does not Granger cause RGDP 4.92 12.08***
17. RGDP & SVC (1/2)
RGDP does not Granger cause SVC 1.22 4.43
SVC does not Granger cause RGDP 0.82 0.85
18. RGDP & SVS (1/2)
RGDP does not Granger cause SVS 1.59 4.88
SVS does not Granger cause RGDP 0.91 0.88
19. RGDP & SVI (1/2)
RGDP does not Granger cause 'SVI 0.21 0.98
SVI does not Granger cause RGDP 0.15 0.56
20. RGDP & SVT (3/2)
RGDP does not Granger cause SVT 1.79 5.55
SVT does not Granger cause RGDP 15.72%** 1.23
21. RGDP & TBN (3/2)
RGDP does not Granger cause TBN 5.44 2.05
TBN does not Granger cause RGDP 4.28 3.78
22. RGDP & TBC (1/3)
RGDP does not Granger cause TBC 0.59 7.96**
TBC does not Granger cause RGDP 4.51** 4.01
23. RGDP & TBS (1/3)
RGDP does not Granger cause TBS 0.89 8.25**
TBS does not Granger cause RGDP 5.02** 3.97
24. RGDP & TBI (1/2)
RGDP does not Granger cause TBI 1.01 1.82
TBI does not Granger cause RGDP 6.47** 14.40***
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Table 5.6 Results of Granger Causality Tests (comiued)

Null Hypothesis Wald Test MWald Test
25. RGDP & TBT (1/2)
RGDP does not Granger cause TBT 0.45 5.79
TBT does not Granger cause RGDP 3.93** 4,12
26. RGDP & TLN (3/5)
RGDP does not Granger cause TLN 12.05*** 13.45**
TLN does not Granger cause RGDP 7.14 7.82
27. RGDP & TLC (3/5)
RGDP does not Granger cause TLC 6.61 14.38**
TLC does not Granger cause RGDP 13.53*** 11.24**
28. RGDP & TLS (3/5)
RGDP does not Granger cause TLS 7.74 12.27**
TLS does not Granger cause RGDP 14.34* ** 13.06**
29. RGDP & TLI (0/2)
RGDP does not Granger cause TLI n/a 1.49
TLI does not Granger.cause RGDP n/a 3.40
30. RGDP & TLT (3/5)
RGDP does not Granger cause TLT 10.14** 13.17**
TLT does not Granger cause RGDP 12.35*** 10.38

Notes:

Null Hypothesis: no Granger-cause

**Significant at the 5% level.

***Significant at the 1% level.

** [ *** denotes rejection of the null hypothesis

( / ). (Lag Length for Wald Test/ Lag Length fdWald Test) — both based on
minimum AICC (corrected Akaike’s information criten) value.

Table 5.7 Summaries of Granger Causality Test Redsl|

Variable Wald Test MWald Test Variable
R95P - — SVN
R9O5P - x SvC
R9O5P - - SVS
R95P X X SVI
R95P «— - SVT
RDSP — - TBN
RDSP - - TBC
RDSP x — TBS
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Table 5.7 Summaries of Granger Causality Test Redsl(continued)

Variable Wald Test MWald Test Variable
RDSP x x TBI
RDSP - - TBT
RDSP - - TLN
RDSP - - TLC
RDSP - - TLS
RDSP x x TLI
RDSP - - TLT
RGDP x - SVN
RGDP x x SVvC
RGDP X X SVS
RGDP x x SVI
RGDP - X SVT
RGDP X X TBN
RGDP - - TBC
RGDP «— - TBS
RGDP «— «— TBI
RGDP «— X TBT
RGDP - - TLN
RGDP - « TLC
RGDP - - TLS
RGDP X x TLI
RGDP « - TLT

Notes:

X denotes absence of any Granger causality
— [ + denotes one way Granger causality running diractio
< denotes feedback Granger causality relationship

Before we start to go into details to demonstrate results, there is one thing must be
highlighted in advance. As gas prices in Taiwarrewander strict control by the
government prior to May 2008 which is in part ofr atudy, we would regard any

Granger causality direction running from trafficgas prices as a typical result of data-
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driven, ignoring any precedence from traffic volutoegas prices while focusing on the
one way direction from gas prices to traffic voluordy.

Table 5.7 indicates there is no lead or lag ratabietween “R95P and SVI”, “RDSP and
TBI", “RDSP and TLI”, “RGDP and SVC”, “RGDP and SV,S‘RGDP and SVI”,
“RGDP and TBN” and “RGDP and TLI" supported by ngrsficant statistics from both
Granger causality tests. Meanwhile, there are sterdi precedence relations, “from
RDSP to TBN, TBC, TBT, TLN, TLC, TLS and TLT”, “fra RGDP to TLN” as well as

“from TBI to RGDP".

Similar to unit root tests, we also encounter.dotifig empirical results here. For
instance, the inconsistent one way-causality rumdirection between “R95P and SVC”,
“RDSP and TBS”, and.“RGDP and SVN, SVT, TBC, TBRTl TLC, TLS, TLT" is

found. Furthermore, MWald Test shows there areldfaekl relationship between “RGDP
and TLC” and “RGDP and. TLS” while they are uniditenal Granger causality
conducted by Wald Test. The different outcomes ootetl by Wald and MWald test

require further study and hence, in this study ake those consistent results only.
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5.4 IMPULSE RESPONSE ANALYSIS

The impulse response can be described as the ingbaxtshock in one variable on
another variable. The application of theory andnmégues of bivariate models for
impulse response of toll traffic are applied tophehderstand at predicting the driver’s
behavior of vehicle usage on freeway. Before we twyprovide the appropriate
interpretation of the results, the situation ofWam gasoline market must be reviewed
once again. As indicated in Granger Causality testretail gas prices in Taiwan are not
under a free market mechanism, we will have torgribe gas price response to shock in
traffic volume. Instead, we will focus-only in tesnof the one way response of freeway

traffic to the gas price shock andto GDP innovatio

Based on the vector autoregressive (VAR) model @#edAICC (corrected Akaike's

information criterion) minimum value for order setien as a measure of model fit, the
impulse responses are calculated with up to 12Wdgsh.is a time span of one year in
our model. In figure 5.2~5.7, we plot the-orthoda®a impulse response functions with
two standard errors we obtain of a two variable VR apture the short-run volatility of
freeway traffic volumes in response to one standandation of gas price shock or GDP

innovation.

Besides, it is known that residuals from a VAR mode generally correlated and
applying the Cholesky decomposition is equivalerdgsuming recursive causal ordering
from the top variable to the bottom variable. Chaggthe causal ordering of the

variables could lead to different results of thepuise response analysis. As a
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consequence, only the consistent running direatioranger causality testes by both

Wald and MWald tests found in section 5.3 are dised as follows.

We obtain positive feedbacks from Figure 5.3 - ithpulse response of truck and bus
traffic to premium diesel price in northern, cehttad I-Lan area. The response period is
around 5 lags and the effect dies down gradualgr &hat.

As to the aspect of impulse response of traileffieraoward premium gas prices
demonstrated in Table 5.4, in general, the traffddumes in 3 geographic areas —
northern, central and southern, as_well as naid&wive a positive and around 10
periods of response in average: -And there is meigtence of the effect of the impulse

from premium diesel gas.price.

In comparison to the effect of gas price and GDRighway traffic respectively, Figures
5.5 shows positive response. of traffic to real GbPeach vehicle types in most areas
except in I-Lan area. Figure 5.6 indicates thatsiheck of GDP leads to less and shorter
response in truck and bus freeway traffic. It sstg¢here is less correlation between
GDP and truck and bus traffic volumes in Taiwan panng the response of same traffic
volumes to gas price. Also, it implies the fluctaas of GDP can not provide better

forecast of the shock of the truck and bus thanpgas does.

Figure 5.7 reveals a divergent result from 5.4tk@ northern trailer traffic response to

GDP innovation in comparison to the response to & shock. The steep curve

indicates that there is a strong correlation betwte freeway toll trailer traffic in

68



northern area and GDP. The impact period is evelopged to over 12 lags. It leads us
to believe the shock of GDP may be able to helgliptehe fluctuation in the northern

trailer traffic volume.
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Figure 5.2 Plots of Small Vehicle Toll Traffic Impuse Response in 95
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Response to Orthogonalized Impulse in RDSP1
With Two Standard Errors
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Figure 5.3 Plots of Truck and Bus Toll Traffic Impulse Response in
Premium Diesel Gas Price with Two Standard Errors
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CHPATER 6 CONCLUSIONS AND SUGGESTIONS

6.1 CONCLUSIONS

This study investigates the effects of gas prick@DP on freeway traffic. Our interest is
focused on the empirical long run equilibrium rigaship, the Granger causal effect for
short term, and the impulse response between “ges and traffic volume” as well as
“GDP and traffic volume” in Taiwan by taking inte@unt five and half years of gas
prices, GDP and freeway traffic volume time serileda over the period 2004:01 to

2009:06.

As different tests of unit-root, cointegration a@aanger causality and also different
model specifications can and often lead to conttawj results, making it unjustifiable to
test for causality in merely a single model. Withiew to aveid putting all our faith in a
single method and to steer clear of the ambigwy apply two procedures for the tests
of unit root, cointegration and Granger _causalitytbe interested series. Based on this

principle, the main findings of this research ar@di¢ated as follows.

First, regarding to the unit root test for seritgisnarity, same as some other researches,
inconsistent results of ADF and PP test occur.rtfeonot to lose important info in the
original series and for avoiding over differncingg take the results of PP unit root test,
which suggest that most of the traffic series bglog to stationary structures are
different from the four series with unit root — [@%&ad free gas price, premium diesel price,

GDP and truck and bus traffic volume in I-Lan area.
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Secondly, in the aspect of long term relationship, continue to conduct cointegration
tests to exam the long term equilibrium relatiopsBioth results from the Engle-Granger
Two-Step method and Johansen cointegration teseptreonsistent outcome indicating
no cointegration among the tested series. Therefom@plies no c-integration between

the variables.

Furthermore, as to the short run Granger causdahieystudy adopts Wald plus Toda and
Yamamoto Granger causality tests to investigatésitaager causal effect. Similar to unit
root tests, we once more, encounter some inconsisesults such as the Granger
causality between the “GDP. and Truck and Bus-traéind the “GDP and Trailer traffic”

in central, southern area.and nationwide. Thislgebed that further study is required to

determine the linkage between the variables:.

As opposed to the said results, we also obtain smmsistent outputs on the causality
tests. For instance, there are same.Granger dgussdults between “premium diesel
price and the traffic volumes of truck and bus”veall as “premium diesel price and
trailer traffic volumes” in most of areas. Takimgiter traffic volumes as an example, it
demonstrates premium diesel price is precedendeaiier traffic in northern, central,

south area and nationwide.

There is one intriguing finding. That is no Grangawusality in traffic volume in I-Lan

area neither between it and gas prices nor it GIEHP. , except one result — truck and bus

traffic in the same area takes precedence over GbBb®reasons behind this result can be
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regarded as the usage of small vehicle is for thpgse of tourist travels and the open to
service of Sueshan Tunnel make the drivers of tamek bus as well as of the trailer less
giving up the freeway use when the gas price slaockGDP innovation. Furthermore, it
makes us believe both gas price and GDP may nablbe to play as indicators in

forecasting the traffic volume in I-Lan.

Finally, about the impulse response, overall tastradictory to our expectation that one
of the key components of the total costs of drivimghe cost of gasoline and as such,
rises in gasoline prices could potentially_ havegaificant impact on driver behavior. It
suggests the link between a‘gas price hike anclandan toll road use is not that solid
especially for the traffic. volumes-of truck and bpisis of trailer. In view of these
phenomena, we may conclude that the usage of thestpes of vehicles is mainly for
commercial transportation purpose. The rising gaeid not have an impact on day to

day business running.

In summary, as mentioned in previous chapters,pgage were under strict control by
Taiwan government prior to May 2008, the linkagewsen gas prices and highway
traffic may not be similar to what it is in otheieé markets. As a consequence, the
findings such as ours must be used with cautioeaslly when the market structure is
changed. Also our results demonstrate it requitiethimgs considered when the local
government proposes possible policy implicationsgoeen tax imposition to reduce

carbon dioxide emission. Finally, our observationsthis study may be used as a
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reference for current and future government pdicsd pertaining to the decline in

greenhouse gas emissions.
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6.2 SUGGESTIONS

Even though our those empirical studies may be #@bleeinforce what was already
known from previous work or bring a few new insgho this field, there are further
researches enumerating as follows which can beidenesl to take on next research

agenda.

1. extend sample period to improve power of test armildgpretest biases.

2. apply more econometric methods to re-enforce thisalaeffect of our results.

3. incorporate more unobserved impact factors on sagel

4. replace the monthly data with daily to observedaiy variation.

5. include the series of vehicle travel-distance tgrione our understanding of
driver’s travel behavior.

6. focus on the traffic in a smaller‘area such as diampunicipal area for a better
insight of the road use in downtown.

7. add Kwiatkowski-Phillips-Schmidt-Shin (KPSS) testhose null hypothesis is
series with no unit root different from ADF and E8t, to improve the accuracy
of unit root test and to low the possibilities oéfest bias.

8. use Polynomial Distributed Lag Regression, PDL Regestimate regression
models for time series data in which the effectsarhe of the regressor variables
are distributed across time.

9. employ threshold regression model for further stoflyhe effects of gas price

innovations.
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Figure 7.1 Plots of Trend and Correlation Analysidor Series in Levels
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Trend and Correlation Analysis Tor Swid
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Figure 7.1 Plots of Trend and Correlation Analysidor Series in Levels
(continued)
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Trend and Correlation Analysis for swvi
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Figure 7.1 Plots of Trend and Correlation Analysidor Series in Levels
(continued)
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Trend and Correlation Analysis for TBC
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Figure 7.1 Plots of Trend and Correlation Analysidor Series in Levels
(continued)
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Trend and Correlation Analysis for TBT
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Figure 7.1 Plots of Trend and Correlation Analysidor Series in Levels
(continued)
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Trend and Correlation Analysis for TLS
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Figure 7.1 Plots of Trend and Correlation Analysidor Series in Levels

(continued)
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Trend and Correlation Analysis for ROSP(CL)
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Figure 7.2 Plots of Trend and Correlation Analysidor Series in First Difference
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