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Abstract

The intelligent transportation system (ITS) is a next generation transportation system,
which aims to increase efficiency, convenience and traffic safety. Dedicated short-range
communication (DSRC) is an access netwerk for the ITS to provide a high-speed and reliable
radio link between vehicle and roadside unit. Jn DSRC networks, the dwell time of a vehicle
in a cell is short and the handoff latency.is long. Therefore, the mobility issue is important in
DSRC networks. If we consider-lots-of characteristics for each OBU to schedule the OBUs
service order, the system handoff rate can-be reduced effectively.

Besides, the information data in ITS has the effective range according to its purpose and
function. Furthermore, each OBU has different velocity. Therefore the service data requested
by OBUs should have a maximum tolerable delay. The request data need to be received by
OBUs from the RSU successfully before the maximum tolerable delay or the service will
become failure.

In this thesis, we propose a downlink scheduling algorithm, called the max freedom last
(MFL) scheduling algorithm, to minimize the system handoff rate under the maximum
tolerable delay requirement. The algorithm schedules the OBUs service order according to
the remaining SCH dwell time, remaining transmission time, queueing delay, and the
maximum tolerable delay for each OBU.

The simulation results show that the MFL scheduling algorithm has good performance in
the service failure rate and the system handoff rate compared to traditional FCFS and EDF
methods and also can achieve the full utilization for the SCH. Therefore, the MFL scheduling
algorithm can be applied to the DSRC networks with different kinds of services in ITS.
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Chapter 1
Introduction

In order to solve serious traffic problem, most countries have developed the intelligent
transportation system (ITS). ITS is a next generation transportation system, which aims to
increase efficiency, convenience and traffic safety with improvement of infrastructures and
vehicles [1]. Many types of mobile computer such as personal computers and cellular phones
in the mobile wireless environment have come into wide use recently according to the growth
of the Internet, intranet and wireless networks {2].Users in mobile environment hope that
various types of information are-able to be accessed from anywhere and anytime, even if they
are in vehicles. The ITS network consists-of a backbone network and several access networks
such as Dedicated Short-Range Communication (DSRC), cellular/IMT2000, digital satellite
broadcasting. DSRC provides a high-speed and reliable radio link between vehicle and
roadside unit for ITS. It is a short-range to medium-range communications networks that
supports public safety and private service [3].

DSRC extends the IEEE 802.11 technology into the high-speed vehicle environment.
The international pre-standards for DSRC are composed of the specification for three layers.
The small service areas and critical real-time constraints require a specific protocol
architecture leading to reduced protocol stack [1].Therefore the physical layer, the data link
layer, and the application layer build it up. The data link layer is further divided into the
logical link control (LLC) sub-layer and the medium access control (MAC) sub-layer [3].The
DSRC physical layer and MAC layer basically follow IEEE 802.11a and IEEE 802.11,

respectively.



There are two basic components at DSRC. One is the on-board unit (OBU) and the other
is road-side unit (RSU). OBU is carried by vehicle and RSU is set on the roadside. In other
words, RSU and OBU in DSRC act as an access point (AP) and mobile station, respectively,
in wireless local area network (WLAN). In DSRC system, there may be multiple OBUs and
the overlapping RSU communication zones. Therefore the packet transmission from OBUs
or RSUs must execute “listen before transmitting” carrier sense multiple access with collision
avoidance (CSMA/CA) procedure in order to avoid collision. It is the same mechanism as the
distributed coordination function (DCF) mode in WLAN.

The communication sessions can be established between RSU and OBU(s) or between
OBU(s) over line-of-sight distance of less than 1000 m. The ITS radio band is to be located
at 5.9 GHz and divided into seven channels:;Each channel has 10 MHz bandwidth. One of
them is designed as the control channeli(CCH).. The.other six channels are named as service
channel (SCH). The CCH is an impaortant channel at DSRC because all kind of
communication sessions is establishedvia CCH.

At the beginning of communication between OBU and RSU, RSU will broadcast
application-specific road-side service table (RST) periodically. Each RST contains RSU
identification numbers, priority information, application type etc. OBU will listen to the CCH
and receive the RST. OBU processes the RST and compares the information with its
Application of Interest (AOI) Table. When an ITS Application is connected to an OBU, it
provides information, including its identification (ID), that is used to create an AOI Table. If
a match is found, the OBU may send response to the RSU. Then the RSU will instruct the
OBU to jump to a specific SCH and execute the extended transaction. In addition, OBU can
also send on-board unit service table (OST) at CCH to initiate a communication session
between two vehicles. The other OBUs also process the OST and compare with their own

AOI Table. If a match found, they can jump to the dedicated SCH to start vehicle-to-vehicle



communication transaction.

However in order to avoid that an OBU engages a SCH for a long time and does not
listen to other high priority services, OBU must has the ability to monitor the CCH. When a
SCH transaction is started, a timer in both OBU and RSU, called the service channel time
(SCH Time), is started. If the transaction is completed before the timer expires, no action is
taken. If the transaction is not completed and the timer expires, the OBU and RSU suspend
the transaction and return to the CCH and the OBU transmits an OBU probe. At the same
time, a timer in both OBU and RSU, called the control channel wait time (CCH Wait Time),
is started. The OBU probe is very similar to the OBU service table, but it also contains
information on its current in-process transaction. This information includes the priority and
identification of the ITS application, «Ifiany: .other DSRC unit has a higher priority ITS
application, it responds to the OBU prohe and takes. priority over the in-process transaction.
Then this higher priority service will'be performed first. If the OBU probe elicits no response
within the CCH Wait Time, it.returns to the.SCH and continues with the in-process
transaction [4]. Therefore it can be sure that ' when there are higher priority services coming,
they can be provided as soon as possible.

In DSRC system, a MAC extension (MACX) layer is added between MAC and LLC
layer. The MAC extension is designed to support this system that requires multi-channel
operation. It extends the IEEE 802.11 functionality used to support DSRC in order to
facilitate this multi-channel operation without affecting the implementation of the DSRC
MAC and PHY. Besides, OBUs require monitoring the CCH until a RST that they are
interested is received and then jumping to a SCH. DSRC also requires that OBU must jump
back to the CCH to listen for higher priority RST if the SCH Time timer expires. However
the transaction in progress on the SCH may not be completed and need to be suspended until

an OBU returns to the SCH to complete the transaction in process. Therefore the MACX



supports the queuing of packets until an OBU returns to the SCH to complete the transactions

in progress, as well as enforcing the requirement to return to the CCH [5].

Management
(CCH Wait Time,
SCH Time)
Management
(power, rate,
channel)

Data (MSDU)

Figure 1-1. Structure of the MAC extension and corresponding layer
management for DSRC system

The structure of the MAC extension and corresponding layer management function for
transmission operations is illustrated in Figure 1-1. For transmission of DSRC packets, each
MAC extension data unit (MXDU) received by the MACX from the LLC layer is routed to a
queue assigned to the channel where the packets is to be transmitted by queue router. In
Figure 1-1, there are M queues corresponding to M SCHs and Queue 0 is corresponding to

CCH. Beside channel assignment, the transmit power and data rate may also be controlled by
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upper layer management. Using the interface to lower layer management, upper layer
management can manipulate SCH Time and CCH Wait Time in the lower layer management
[5]. RSU(s) and OBU(s) all implement these two timers in order to synchronize the RSU and
OBUs to jump between CCH and SCH. According to the statement before, when the
transaction in progress on the SCH is not completed before the SCH Time timer expires, the
MACX will force to suspend the ongoing transmission returning to the CCH and wait for
CCH Wait Time to listen for higher priority RST. The remaining packets are queued in the
queue of the MACX. After CCH Wait Time timer expiring, the MACX will force the PHY
back to SCH and queue selector selects the oldest MXDU from the non-empty queue(s). The
queue selector’s operation behavior is with the first come first serve (FCFS).

There are two kinds of communicationssin,DSRC system. One is vehicle-to-vehicle (v2v)
and another is vehicle-to-roadside (v2r): The IEEE 802.11 MAC protocol primarily supports
communication on v2v and v2r;SCHSs, corresponding:to two basic scenarios: an ad hoc mode
characterized by distributed mobile multi-hop networking that allows vehicles in a fleet to
communicate peer-to-peer directly; and an infrastructure mode characterized by a centralized
mobile one-hop network for communication between vehicle to fixed roadside hubs.
Therefore in v2r communications, RSU can work by using DCF mode or point coordination
function (PCF) mode for high mobility environment [6]. In v2r communications, when RSU
communicates with OBUs using CCH, they usually use DCF mode because there may be
multiple OBUs and the overlapping RSU communication zones. When RSU communicates
with OBUs using SCH, they can use any kinds of methods that both of them can support like
PCF mode or others.

In ITS service, RSUs are typically ITS application service providers, and OBUs are
typically ITS application service users that get a lot of information from RSUs. At DSRC, the

physical layer follows the IEEE 802.11a, the cell coverage is small, and the transmission data



rate is high. Besides, the speed of vehicles is fast. The occurrence of handoff is frequent and
the dwell time in each cell is short. Therefore the service may hard to achieve continuity
under this environment because of handoff failure. The handoff is a very important problem
at DSRC.

In this thesis, we design a downlink scheduling algorithm to address the handoff
problem about the service that is provided via downlink direction at DSRC network. The
algorithm we proposed can minimize the system handoff rate under satisfying the maximum

tolerable delay requirement for the different kinds of application service.



Chapter 2
Max Freedom Last Downlink Scheduling
Algorithm

2.1. Introduction

At DSRC network, the dwell time of a vehicle in a cell is short because of the small
RSU communication zone and the high speed of the vehicle. Therefore the occurrence of
handoff is frequent. In addition, the handoff latency.is long; it will cause the system overhead
heavy. The first reason for long-handoff latency Is that OBU need listen to the RST in CCH
for detecting which RSU coverage area itlocates/and it can establish connection to which
RSU to continue the incomplete service::Only until OBU listens to the RST and establishes
the connection to the RSU, it can continuously be served by the target RSU. The second
reason is the back-end signaling. When an OBU moves from one RSU coverage area to
another, there are necessary to have some back-end signaling among the current RSU (sRUS),
the target RSU (tRSU) and the authentication authorization accounting (AAA) server. The
handoff problem is very important for DSRC with high mobility environment.

As we mention before, DSRC adopts a WLAN based protocol. In WLAN, the handoff is
commonly classified into two kinds. One is the inter-sub-net handoff and the other is the
intra-sub-net handoff. The intra-sub-net handoff means that stations move from a basic
service set (BSS) to another BSS but they are still in the same extended service set (ESS).
The inter-sub-net handoff means that stations move across different ESS. For the

inter-sub-net handoff, the DSRC system must have some requirements and structure to
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support mobile IP service [7]. For the intra-sub-net handoff, the IEEE 802.11 WLAN system
supports mobility across BSS boundaries. Mobile stations may move from one BSS to
another and can maintain their higher-level network connections. This mobility is enabled
through the use of IEEE 802.11 management frames and an inter access point protocol (IAPP)
that is used to communicate on the distribution system (DS). In order to maintain the
higher-level network connections for the mobile stations that move from one AP to another,
APs must have interoperability within the DS. They are defined in IEEE 802.11F [8].

There are two directions to be considered to deal with the handoff problem. One is to
reduce the handoff latency and the other one is to reduce the handoff rate. The meaning of
reducing the handoff latency is to reduce the necessary time from the time that an OBU
disconnects to one RSU to the time that this OBU establishes the connection to another RSU.
There are many researches that take jefforts to reduce the handoff latency. In [9], it proposed
the prediction-based fast handoff scheme that supports broadband wireless access in fast
moving vehicles. The proposed scheme' supports seamless and fast handoff across continuous
cells, and reduces packet loss across discontinuous cells. It used a concept that the moving
pattern has a tendency to be predictable. Therefore the proposed scheme predicts handoff and
next candidate access router in order to achieve seamless handoff. In [10], it introduced a fast
handoff mechanism, NeighborCasting, for use in wireless IP networks that utilize
neighboring foreign agent information. Initiating data forwarding to the possible new foreign
agent candidates at the time that the mobile node initiates the link-layer handoff procedure
minimizes handoff latency. In [11], it proposed a single protocol for both link layer (within IP
subnet) and IP layer (across IP subnet) handoffs within a local domain. Combining routing
table in IP layer and bridging table in link layer to form a single forwarding table, packets
destined to a mobile terminal can be forwarded by simple table look-ups. Therefore the

overhead and latency caused by interfacing the mobility management in link layer and IP



layer are eliminated. Then the proposed protocol can support fast and efficient link layer and
intra-domain handoffs in the local domain.

On the other hand, the meaning of reducing the handoff rate is to reduce the handoff
occurrence probability among the duration that RSU provides the services to a lot of OBUS.
In the DSRC lower layer management and MACX specification [5], a simple implementation
method of the queue selector in the transmission mode is mentioned. All queues with the
same priority are served on a FCFS basis. The oldest MACX data unit (MXDU) in the MAC
extension queue(s) is delivered to the DSRC MAC in order of age. The queue selector is a
function that chooses which queue and which MXDU to be delivered to MAC layer. It means
that one transaction data can be served if it comes before the others regardless of the position
and the velocity of the destination OBW: orsthe volume of the whole transaction data. This
method is not a good method becauserit may:happen that OBUs leave for the sRSU cell
coverage but the transaction data is not-Served completely yet and need to perform the
handoff procedure. In [12] [13] [14], they considered the speed, location, and direction of the
mobile stations to address some handoff" problems. In [12], it presented a new policy of
accepting the handoff calls that is optimal with respect to handoff failure probability and has
the best channel utilization. In this scheme, the allocating channels prioritization of the
handoff calls in queue was determined by their dwelling time in the handoff area. In [13], it
proposed a handoff priority scheme called “Deadline Scheduling Queue” to process handoff
requests. All mobile users have their deadline time (handoff threshold) according to their
system parameter (speed direction of mobile travel, cell size and type of on-going mobile
traffic). In [14], it proposed a handoff method that is fit for the pico-cellular networks called
sub-group multicast-based handoff (SGMH). SGMH considers the MH’s (mobile host) speed
and the distance from MH’s current location to the candidate handoff cells to reduce the

buffer overhead and achieve seamless connection service.



In the real world, each OBU may have different velocity. And when an OBU has a
request to RSU for downlink transmission data, it may be at different position at a cell and
move different directions. Therefore the remaining dwell time of each OBU when it has a
request to RSU for downlink transmission data may also be different. Someone may be long
and someone may be short. If we can consider the position, moving direction and velocity of
OBUs, we can schedule the transmission order of the OBU transactions suitably to reduce the
handoff occurrence probability of OBUs. Besides, the volume of the transaction data must
also be considered. If the data transmission rate is the same, the volume of the transaction
data which is larger takes longer transmission time. Therefore if we consider these factors
suitable to do scheduling for the service order of OBUs, we will reduce the handoff rate and
then to reduce the system overhead.

Usually the driver wants to get some. information about driving or travels or others.
RSUs are typically service provider-and OBUSs are typically service user. There we consider
that RSU provides a service that-downlink transmits data to OBUs that request from some
information server in the Internet. Many ‘OBUs may want to have request when the RSU
provides this service. Therefore many OBUs may send response OSTs as the requests by
using contention mechanism in WLAN when RSU sends RST of this service at CCH. After
the RSU sends the ACKs to these response OSTs, they will jump to certain SCH to do
downlink transmission service. As we mentioned before, FCFS is not a good method here.
Therefore we think that RSU should consider both the remaining dwell time of each OBU
and the remaining transmission time of each OBU transaction to schedule the transmission
order of OBUs in order to reduce the handoff probability of OBUs. We consider that the RSU
uses PCF mode (polling mode) in WLAN to perform the downlink transmission service for
the OBUs in SCH. Then the service list generated by the scheduling algorithm we proposed

would become the polling list in the PCF mode.
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Data accessed in the ITS network are categorized into two types. One kind of data does
not depend on the location of mobile hosts such as music, global news, and software
programs etc. The other kind of data depends on the location of mobile hosts such as traffic
information, detail driving map, and other travel information [15]. No matter what kind of
data, data delay is important. If there is a too long time delay when the driver requests these
data from the information center or the data server, the driver may request this information
again or when the driver gets this information but this information becomes useless.
Therefore, there should be a maximum tolerable timing delay for the service. And we should
take the queueing delay for each OBU request data into account when we do the scheduling.
In the thesis, our goal is to design a downlink-scheduling algorithm to minimize the system
handoff rate under the maximum tolerable delay requirement.

In this chapter, we proposea downlink-scheduling algorithm called max freedom last
(MFL) scheduling algorithm to minimize the system handoff rate under the maximum
tolerable delay requirement for the OBU transactions in DSRC system. The basic principle of
MFL scheduling algorithm is to consider ‘the complete served possible OBU first and then
complete served impossible OBU. MFL serves the complete served possible OBUs with
larger freedom later. And the algorithm increases the priority for OBUs according to the
queueing delay and the maximum tolerable delay. The word “Freedom” means the degree of
freedom for the possible complete service time of OBUs. When the RSU sends the RST to
announce the downlink transmission service, OBUs can send OSTs to request information
data in CCH and then jump to the SCH to start to receive the request data from RSU.
Therefore each OBU has the necessary transaction time for receiving its request information
data from RSU and the remaining dwell time before it moves out the SRSU coverage area. As
long as OBUs can receive their request data completely from the RSU before they move out

the SRSU coverage area, these OBUs are called completely served OBUs. We say that an
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OBU has larger freedom if it has the less transaction time and the longer remaining dwell
time. If an OBU has larger freedom, it can tolerate more OBUs served by RSU before it.
Therefore we can achieve the goal for minimum handoff rate according to the degree of
freedom. The proposed MFL scheduling algorithm will generate the service list and a data
volume assignment table depending on the current conditions for OBUs including the
remaining dwell time, the required transaction time and the queueing delay.

In this thesis, the environment that we consider is that the vehicles are in the highway
that is fully covered by the DSRC networks and the vehicles move for a bi-direction straight
line. The RSU transmits the requested data to the OBUs via the downlink direction whenever
OBUs request data from information servers or data servers. We consider an error free
environment. And we assume that the +emaining dwell time for each OBU can be obtained
according to the moving direction; position and-“the velocity of OBUs. Also, the data
transmission rate of the RSU is;a fixed value and the service provided by RSU uses only one
fixed SCH.

In this thesis, we compare the MFL algorithm with the first-come-first-serve (FCFS) and
the earliest deadline first (EDF) schemes in the aspects of system handoff rate, system
utilization, and service failure rate. FCFS is a simplest operation method about the queue
selector in the MACX sub-layer mentioned in the specification [5]. The RSU will serve the
OBU whose request data first come to the queue for SCH in the MACX sub-layer of the RSU.
EDF is another conventional method. There we define the deadline of EDF as the remaining
SCH dwell time of each OBU. The RSU will serve the OBU, which has the shortest
remaining SCH dwell time. When an OBU stays in the cell coverage of a RSU and waits for
the RSU downlink transmission data to it, there are three kinds of results for the OBU:
completely served, partially served, and completely un-served. The meaning of completely

served is that the RSU downlink transmits the whole data that the OBU request before the
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OBU moves out this cell. The meaning of partially served is that the RSU transmits the
partial data but still has some data in the queue when the OBU moves out this cell. The
meaning of the completely un-served is that the RSU does not transmit any request data of
the OBU before the OBU moves out this cell. When an OBU has request data not being
completely served it will do the handoff and the remaining data in the queue will be
forwarding to the next RSU.

The rest of this chapter is organized as follows. At first, the system model that includes
the system operation and the traffic model is described in section 2.2. The proposed
scheduling algorithm is introduced in section 2.3. Finally, the simulation result and

concluding remarks are presented in section 2.4 and 2.5, respectively.

2.2. System Model

2.2.1. System Operation

The system environment we considered:is the DSRC network covering highway, and the
vehicles move in a bi-direction straight line with different velocity. The RSUs’ coverage

areas are lightly overlapped, and the RSUs provide the service of transmitting data to OBUs.

| Tr

te
o
CCH .

b T i .

Response Time Tw Tw
SCH
Tsmax Tsmax

Figure 2-1. Signaling Operation

RSU will send the RST in CCH to announce this service and OBUs may request for service
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by sending OSTs to response the RST.

Figure 2-1 shows the diagram of the signaling operation. In this figure, T

r

is the period
of the RST transmission and T, IS the maximum SCH time. The maximum SCH time
means the uninterrupted duration that both RSU and OBUs can stay at the SCH. T, is the
CCH wait time, which is the duration that the RSU and the OBUs get to monitor the CCH. At
the beginning, the RSU sends the RST in CCH to announce the service that it provides. Then
OBUs, which have interest to the service, send the OSTs responses to the RSU to request
data transmission and contend with other OBUs. If the RSU successfully receives an OST
and can accept the request, RSU will response an ACK to the OBU. The duration that OBUs
can send OSTs is called the response time. We set the value of the response time equal to T,,.
In each time that RSU sends the RST, it permits that a maximum number of OBUs that can
send OSTs at the response time,period.s This value-is equal to r. If there are r OSTs sent
by OBUs, the RSU will response the next OST by broadcasting an NACK and the OBUs that
request success would jump to SCH to-begin the service.

There is a high priority service provided by RSUs for OBUs to do registration to the
RSUs. In WLAN, when a station moves from one AP to another and listens to the beacon
sent by the new AP, it will send the re-association request to the new AP in order to register
and ask to establish the connection. Then the new AP will send the re-association response to
the station and completely establish the connection. But in DSRC, there are no beacons sent
by RSUs. If RSUs want to provide some service, they will send the RST to announce.
Therefore the function of the RST in DSRC is like the function of beacon in WLAN. When
an OBU powers on or moves from one RSU to another one, it listens to this kind RST for
registration service and responses OSTs to do association request or re-association request.

If handoff OBUSs arrival in this cell, they must register to the RSU and accomplish the

handoff procedure first. After that, when the handoff OBU listens to the RST for service, it
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can directly jump to SCH to begin the service together without requesting again. Therefore
the total number of OBUs that RSU admits to serve is equal to the number of handoff OBUs
plus the number of new OBUs and the OBUs that are still not served completely.

When all the accepted OBUs jump to SCH, RSU will do scheduling first and then serve

these OBUs based on the scheduling result. At the same time, the SCH Time timer starts to

decrease from T

smax *

When SCH Time timer expires, the RSU and these OBUs suspend their
transmission and return to CCH to monitor. Hereafter the in-process OBU will send a probe
and the other timer CCH Wait Time will start to decrease. If there is a high priority service
provided by the RSU, the RST responds to this service after the probe. If no other urgent or
important service happens, the RSU and OBUs will return to the SCH and resume the
suspension service.

In DSRC, the RSU and OBUs can not always stay in SCH to do communication because
they need to monitor the CCH:for the high priority service. But the RSU can only transmit
data for OBUs in SCH. Therefore we need to.transfer the remaining dwell time to the
remaining SCH dwell time as the input for MFL algorithm. Now we describe the relationship

between them.

reraining 3CH dwell time =37 F

im|

Figure 2-2. The relationship between the remaining dwell time and the
remaining SCH dwell time

Figure 2-2 illustrates the relationship between the remaining dwell time and the
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remaining SCH dwell time. The remaining SCH dwell time is equal to the remaining dwell

time of OBUs in this cell deducting the total CCH Wait Time T, and the OBU response

time within the remaining dwell time of OBUs. In our system, the value of the response time
is equal to T,. Therefore we can obtain a transformation function to transfer from the
remaining dwell time to the remaining SCH dwell time. The transformation relationship

between the remaining dwell time and the remaining SCH dwell time is as follows:

DTi—u%J*(p+l)+lj*Tw, if DT, - %J*Tr ST,
D, = r - , 2.1)
Tr Tr i
T =(P+1)*(T, + T ) (2.2)

where p is the number of the probe between two RSTs, D, is the remaining SCH dwell

time for OBU i, DT, is the remaining dwell time for OBU i, T

r

is the repeat period of
the RST transmission, and T, 1is-the=maximum uninterrupted duration of an SCH
transaction, and T, is the period of time.that:an OBU listens on the CCH before returning to
a SCH. So the remaining dwell time is equal to the remaining SCH dwell time considers the
absolute time axis.

We describe the handoff procedure for the handoff OBUs. When a handoff OBU moves
to a RSU coverage area, it will listen to the RST for registration service. After it listens to the
registration RST, it sends the OST to do re-association. When the RSU receives the OST, it
accomplishes the registration and starts the handoff procedure. RSU will send an
IAPP-MOVE-Notify packet to the previous RSU that this OBU associates to inform the
previous RSU that an OBU moves into here and performs the re-association. Then the
previous RSU will forward the remaining data of the handoff OBU stored in the queue to the
new RSU. Then the previous RSU sends the IAPP-MOVE-Response packet to the new RSU

and release the resource that allocates to this OBU. In IEEE 802.11F [8], it defines a
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proactive caching method. It can transfer the user context in advance. Therefore when a

handoff OBU moves into the new RSU coverage area, it can establish the connection quickly.

| RSU sends RST in CCH |

RSU receives OSTs in the
response time period

Jump to SCH

l

RSU determine the Value N A

Run the MFL Scheduling
Algorithm

Choose the first (=1) OBU in the Service List

RSU Serves the j-th
OBU at the Service List
with the Data Volume
Equal to [(remaining

RSU serves the j-th OBU at
the Service List with an
Assigned Data Volume

7D, = [remaining =CH tim e) 7

jI

SCH time)*R]
— |
J=rl Jump to CCH
T N @ Probe _~Send RST or
Y Jump to SCH robe in CCH?

Jump to CCH

Have New OBlUs
or Handoff OBUs?

RSU receives OSTs in
the response time period

Figure 2-3. System Operation
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Figure 2-3 is the flow chart of the system operation. When RSU sends RST in the CCH,
RSU waits to receive OSTs in the response time. The OBUs that have interest to the service
will respond with OSTs by contending with other OBUs. Then the RSU and these OBUs
which have request for service jump to SCH to begin the service. The RSU determine the
value N that is the total number of OBUs needed to be scheduled. This N includes the new
OBUs, the handoff OBUs in this round and the OBUs that came before. Afterwards, RSU

runs the MFL scheduling algorithm to determine the service list and data volume assignment

table. TD, is the transmission time of the assigned data volume of the j-th OBU transaction

at the service list. If TD, is smaller than or equal to the remaining SCH Time, the assigned

data of the j-th OBU transaction can be served completely without interruption by monitoring

the CCH. Otherwise, RSU only: transmits, part-of the assigned data for the j-th OBU

transaction and jumps to CCH to monitor. TD, is equal to the data volume that records in

the data volume assignment table for the J-th -OBU transaction divided by the data
transmission rate R . When the RSU and OBUs jump to CCH, the in-process OBU will send
probe or the RSU will send the RST. If there are new OBUs or handoff OBUs arrival after
the RSU sends the RST, the MFL scheduling algorithm will run again because the system
condition is changed. Otherwise, the RSU and OBUs jump back to the SCH to continue the
service. If all OBUs at the service list are served completely, the service will be end and RSU
will jump back to CCH to wait for next time to transmit the RST.

The layer architecture of protocol for the RSU is illustrated in Figure 2-4. There are one
CCH queue (queue 0) and a group of transaction queues for each OBUs queue i for OBUI,
1<i<N. The remaining portion is the same as the structure of the MAC extension and
corresponding layer management structure in Figure 1-1.

In order to reduce the handoff rate of OBU at the DSRC system, RSU should consider
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OBUSs’ position, moving direction and velocity, and the data volume of the OBU transactions
in the design of scheduling. The proposed scheduling algorithm will generate a service list
and a data volume assignment table. The service list determines the transmission order of
OBUs and the data volume assignment table records the served data volume allowed for
OBUs in the service list. The queue selector chooses which OBU’s data to be transmitted

according to proposed scheduling algorithm.

Management
(CCH Wait Time,
SCH Time)

Management
(power, rate,

channel) ool
i
(MXDU)

Data (MSDU)

Figure 2-4. The layer architecture in RSU

Figure 2-5 shows the detailed structure of the queue selector. The queue selector mainly
contains the proposed scheduling algorithm. The MFL scheduling algorithm will generate a

service list and a data volume assignment table according to the remaining SCH dwell time,
19



the remaining transmission time, the queueing delay for each OBU, and the maximum

tolerable delay for the service.

Queue Data From the Transaction
Selector Queue in the MACX According to
the MFL Scheduling Algorithm

J-

remaining dwell time .
" =5 [D ) MFL Scheduling
‘DT:': (IZI:Z:---:M —l/ Algot‘lthm
remaining queue length oL =X, ?[\
oL, (i=12..,M : _
Service Data Volume
List Assignment Table

gquening delay £ l\

i=(12, W) l/
)

S

MSDU

Figure 2-5. Detailed structure of the Queue Selector

In the figure, DT, is the remaining dwell time for OBU i, QL is the remaining
queue length for OBU i, and t is the queueing delay for OBU i, 1<i<N. This
information is collected from OBUs. Before this information inputs into the MFL algorithm,
RSU transfers the remaining dwell time DT, to the remaining SCH dwell time D. and
converts the remaining queue length QL, to remaining transmission time TX,. The

relationship between QL and TX, is given by:
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_ QL
T, =2t (2.3)

where R is the transmission data rate of the RSU. The relationship between DT, and D,
is described in equation (2.1). Also, there is still one input system parameter T, where T is
the maximum tolerable delay for the service provided by the RSU. Then the queue selector
selects MSDUs to transmit according to the algorithm result.

There are two kinds of OBUs that arrival to the RSU in the system, new OBUs and
handoff OBUs. The new OBUSs are the OBUs that just send OSTs to response the RST in the
response time in CCH and are accepted by the RSU. The handoff OBUs are the OBUs that
are partially served or completely un-served by the previous RSU and move into a new RSU
(tRSU) coverage area. When the handoff OBUs move into tRSU, they will listen to the RST
for the registration first. Then the handoff procedure starts. The handoff procedure follows
the IAPP protocol defined in IEEE 802:11F. After-registration, the handoff OBUs can be

scheduled by RSU without doing contention with other new OBUSs.

2.2.2. Traffic Model

Here we model the sending process that OBUs send OSTs to response the RST in CCH

as a Poisson process. Denote the number of the new OBUSs requests by N, , which is Poisson

random variable with mean value £,. And each request for OBUs will bring a burst data.

Denote the number of the MSDU data for each new OBU request by N, which is a
truncated Pareto distribution defined as:
ak”
— .m>n, >k,
fy, (n,) =11, , (2.4)
B N, =m,

where m is the maximal allowed number, k is the minimal allowed number, « is the
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parameter for Pareto distribution, and /3 is the probability that n  >m. It can be calculated

as:

= .[: fy, (np)dnp = (hja a>1 (2.5)

Then we can obtain the mean of the MSDU number as:

(kja

ak —m| —

o m

iy, = oy, (g )dn, = ———==—, (2.6)

We describe the definitions of three performance index observed in the simulation result.

The definition of the system handoff rate is given by:

NpS + Ncu
Rsh = '
Nps N, + N

@2.7)

where Ry is system handoff rate, N . is the number of the partially served OBUs, N, is

the number of the completely un-served-OBUSs, and N is the number of the completely
served OBUs in the overall system.”The-definition of the system utilization is the average
ratio of the RSU data transmission time per time unit. As we mention before, our goal is to
design a downlink-scheduling algorithm to minimize the system handoff rate under the
maximum tolerable delay requirement. If an OBU is not completely served by the system
before the maximum tolerable delay, the service that the OBU requests will become failure.

The definition of the service failure rate is given by:

st
R, = IR (2.8)

srd

where R is service failure rate, N is the number of the service failure OBUs, and N,

is the number of the all OBUs accepted by RSU. The successful request data OBUs means

the OBUs that request data to the RSU and the RSU sends response to it for acceptation.
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2.3. MFL Downlink Scheduling Algorithm

The downlink scheduling algorithm generates a service list and a data volume
assignment table. We consider the remaining SCH dwell time, the remaining transmission
time, and the queueing delay of the request data for each OBU and the maximum tolerable
delay for the provided service to design the algorithm. The goal of the downlink scheduling
algorithm is to minimize the system handoff rate under the maximum tolerable delay
requirement for the service and make full utilization of the SCH. To minimize the system
handoff rate is equivalent to maximize the number of completely- served OBUs in the system.
Therefore, the algorithm first serves the OBUs which can be possibly served completely and
then serves other OBUs if there is any remaining resource. Since each OBU has its remaining
SCH dwell time and data transmission time, an OBU is completely served if the total request
data of an OBU is transmitted-by RSU-before.it moves out this cell. Besides, when the
queueing delay becomes large, we should increase the priority for OBUs to let the queueing
delay not exceed the maximum ‘tolerable delay.- The proposed scheduling algorithm will
consider the remaining SCH dwell time, the remaining transmission time, and the queueing
delay of the request data for each OBU and the maximum tolerable delay for the provided
service to achieve better performance.

Before we design the scheduling algorithm, some notations that will be used in the MFL
scheduling algorithm are defined:

A the set of all OBUs that we consider in the establishment of the MFL scheduling

algorithm

A, the set of the OBUs that have a chance of being completely served
A the set of the OBUs that have no chance of being completely served
k  theindex of the list F

i the index of the OBU
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B the limit bound of the remaining SCH dwell time for all OBUs in set A,
D, the remaining SCH dwell time for OBU i

FT, the virtual finish time for OBU i

ST, the virtual start time for OBU i

TX, the remaining transmission time for OBU i

F  the temporary service list for completely served OBUs

f, thek-thOBUinlist F

|.  the scheduling index for OBU i

W.  the weighting function for OBU i

t.  the queueing delay for OBU i

T the maximum tolerable delay. for the.service

S the service list

Figure 2-6 shows the flow chart of the MFL downlink scheduling algorithm, which
consists for four main phases:. the “initialization- phase, the reverse line-up phase, the
transmission time pile-up phase, and the partial service phase. The first task of the schedule is
to determine a set A_ in which the OBUs may be completely served. The initialization
phase sets the initial values of the virtual finish time FT, and virtual start time ST, for
each OBU i, and partitions all OBUs into sets A, and A . In the reverse line-up phase,
the algorithm then constructs the temporary service list F according to the value of the
scheduling index I, of all OBUs, where i< A, . For each iteration in the reverse line-up
phase, the algorithm calculates the virtual start times for all OBUs in A, to check if any
OBU becomes not to be completely served. After the A, is empty, the procedure enters the
transmission time pile-up phase. All the gaps between any two consecutive transmissions are

compacted and all transmission periods are piled up and concatenated together. After the

transmission time pile-up phase, the procedure enters back to the initialization phase to check
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whether there is remaining resource for OBUs to be completely served or not, the above
phases will be performed iteratively till no further OBUs classified into the set A, in the
initialization phase. If there is no OBU in the set A, , the procedure will enter the partial
service phase. If there exists any OBUs whose remaining SCH dwell time is larger than zero,
one OBU in A. will be scheduled. Finally, the complete service list S is determined and the
scheduling is finished.

In the initialization phase, the algorithm partitions all OBUs into sets A and A ,
where A consists of all OBU i whose virtual start time ST, is not negative and A
consists of all OBU i whose virtual start time ST, is negative. The virtual start time ST,
for OBU i is given by:

STa=FT -TX,, (2.9)
where FT, is the virtual finish=time for OBU 1 and TX, is the remaining transmission
time for OBU i. The value of FT, is equal to the:remaining SCH dwell time D, in the
initialization phase. Therefore an-OBU may be completely served if its value of the virtual
start time is larger than or equal to zero.

In the reverse line-up phase, the algorithm generates the temporary service list F . The

procedure to form the temporary service list F is as follows:
Define {k=1 FT,=D,, VieA}
step 1: fk:argmiax{li}
step2: ST, =FT, -TX,, B=ST,
step3: A=A —{f}
step4: FT,=min{D,,B} ST, =FT,-TX;, VieA
step5: A ={i|ST, >0}, A ={i|ST, <0}

step6: If A =0 k=k+1 goto step?2
step7: End

The temporary service list F is as a linked list data structure which is constructed by

an iterative sorting procedure. In each iteration, the OBU with the largest scheduling index is
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found, then put into F and removed from the A . Afterwards, parameters of remaining
OBUs in A, are re-calculated, and the sorting procedure restarts. This iterative procedure of
this phase ends till the A, is empty.

In the initialization phase, k is set to be one and the virtual finish time for OBU i,
FT,, is equal to its own remaining SCH dwell time, i< A . The step 1 is to choose an OBU
which has the maximum scheduling index |, among A, and put it in the list F, in the
k th iteration. The scheduling index 1, for OBU i is given by:

| =FT, -W, *TX,, (2.10)

where W. is the weighting function for OBU i. The weighting function W. is defined as:

-5t T—(FT, +t)20
w=, T : (2.11)

1+tT—i, if T&(FT +)<0

where FT, is defined in (2.1)-which is the virtual finish time on the absolute time axis, t,

is the queueing delay for OBU “J,.and T "is the maximum tolerable delay for the service.
The algorithm calculates the scheduling index for all OBUs. If the service time (waiting time
+ transmission time) of OBU i exceeds the maximum tolerable delay, the value of its
weighting function W, will be larger than one. Otherwise, the value of its weighting
function W, will be smaller than or equal to one. The effect will decrease or increase the
scheduling index. Consequently, an OBU with larger queueing delay but within the
maximum tolerable delay has larger probability to be chosen by the algorithm.

The step 2 calculates the virtual start time for OBU f,. This value will be the limit
bound B of the remaining SCH dwell time for all OBUs in set A, at the next sorting
iteration. The step 3 removes OBU f, from the set A . In step 4, after OBU f, is
selected to be in the list F, the algorithm computes the virtual finish time for all OBUs in

set A, given by:
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FT, =min(B,D,), (2.12)

FL=min(BL0), ic4
S?;:E‘?;—T_(Yi, ied
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the Service
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Figure 2-6. The flow chart of the MFL downlink scheduling algorithm
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In order to serve most OBUs completely, the algorithm sets the virtual finish time of
each OBUs close to its remaining SCH dwell time as much as possible. However, if the
remaining SCH dwell time of an OBU is larger than the bound B, the virtual finish time
only will be set by B. Also, the virtual start time for all OBUs in set A, is calculated to
check if any OBU can not be completely served.

In step 5, all OBUs are re-partitioned. The OBUs with virtual start time not less than
zero belong to the set A, , otherwise A . The step 6 checks whether all possible completely
served OBUs are totally selected in this round of iterations. If it is right, the temporary
service list F is formed and the MFL algorithm procedure will enter the transmission time
pile-up phase.

In the transmission time pile-up_phase; the remaining SCH dwell time for each OBU in
set A is set equal to the original valug minus. the:sum of the remaining transmission time
for all OBUs in the list F, and the queueing delay; for each OBU in set A s set to the
original value plus the value that'the sum of the remaining transmission time on the absolute
time axis for all OBUs in the list F . AIFOBUs in the set A move to the set A. And then
the OBUs in the list F move to the service list S. The rule for moving OBUs from the list
F to the service list S is like the behavior of the stack using the rule as first in last out. It
is because that the algorithm schedules the completely-served OBUs by sorting the service
order of OBUs in a reverse order so that the reverse order of list F is equal to the order of
the service list S. After this phase, the algorithm gets back to the initialization phase to
check if any OBU can be served completely.

If the algorithm completes the sorting procedure for completely served OBUs, the
algorithm enters into the partial service phase. The algorithm selects the OBU in set A
with the maximum remaining SCH dwell time. If the value of this OBU is larger than zero, it

means that this OBU can be partially served. The algorithm adds this OBU in the last of the
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service list S and assigns the data volume for this OBU to be its remaining SCH dwell time
multiplies the transmission rate. Finally, the service list is generated.

The process to construct the MFL scheduling algorithm is to iteratively sort OBUs in a
reverse order according to the scheduling index. In the following, we will prove that the
reverse mechanism in the reverse line-up phase can achieve the minimum system handoff
rate. The proof is performed at the condition that neglects the queueing delay, which means
that the weighting function is equal to one. In addition, the meaning of the minimum system
handoff rate is equal to serving the maximum number of OBUs. The proof uses the
mathematical induction method.

Main Result:

The process in the reverse line-up phase can serve the maximum number of completely
served OBUs.

<Pf>

In the following proof, denote "N tobe the number of OBUs in the list A , the
notation “ ( ) ” to be a process using the other policy, and notation “n(U;)” to be the

number of OBUs that satisfy the condition U, >0.

I: Basis of induction: k =1 means the 1st iteration of the reverse line-up phase.
The correctness that RSU can serve the maximum number of completely served
OBUs for k =1 is proved in the following way :

When k=1, we have
FT, =D,
f,=argmax {FT, -TX,}, (f,)#f, VieA, ST, >0
ST, =(FT, =T, )2 (FT( G ) =T .
Then we divide the relation of ST, ST(f), and D, into three cases.

(1) If ST, <ST, <D, then

)
FT, =min{ST,,D;} = ST,
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(FT.) =min{sT, D} =ST
we can derive

n(FT,=TX,) = n((FT,) -TX,)

(2) If ST <D <ST, then

FT, =min{ST,,D,} =D,

(FT.) =min{sT D} =ST
we can derive

n(FT, =TX,)=n((FT,) -TX,)

3) If D < ST(f). < ST, then

FT, =min{ST,,D,} =D,

(FT,) = min{STm , Di} =D,
we can derive
n(FT,=TX,) = n((FR) -TX,)

Therefore the result for-k =1 is proved.

II: Inductive hyposis: We'assume thatwhen'k = x the result is correct for

1<x<N-1.

Inductive step : If the result is correct when k = x then we have

FT, =min{ST, ,D,}
When k=x+1 for 1< x< N -1 we can obtain
f.. =argmax {FT, -TX,}, (f.) #f., VieA, ST, >0

STy, = (Ffo+1 -TX ) = (FT( fea) _Tx(fm)' ) - ST( fea)

Then we divide the relation of ST, , ST(f y and D, into three cases.

x+1

1

1 If ST(f . <ST; <D, then
FT, = min {STfM, Di} = ST, _

(FT.) =min{sT, D =5T,

)
we can derive
n(FT,=TX,) > n((FT,) -TX,)
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2 If ST(f - <D; <ST;  then

y
FT, =min{ST, ,D,} =D,
(FT.) =min{sT, .D}=ST, |
we can derive

n(FT,=TX,) = n((FT,) -TX,)
(3) If D,<ST <ST,  then

FT, =min{ST, ,D,} =D,
(FT.) =min{sT, .D,{=D
we can derive

n(FT,=TX,) 2 n((FT,) =TX,)

Therefore the result for k = x+1 is proved.

Therefore this procedure ins*MFL algorithm can achieve the minimum system handoff

rate. [ |

2.4. Simulation Result

2.4.1. Simulation Environment

Figure 2-7 shows the simulation environment, where a six-lane highway is considered.
All the vehicles in the highway move in either one direction and they do not turn around.
RSUs are uniformly put at the center of the highway, and the distance between two RSUs is
equal to d. The long-term fading effect is considered in the simulation.

The process that the new OBUs send OSTs to respond the RST is modeled as a Poisson
Process with mean value £,. And the MSDU number of the burst data requested by each

new OBU is a truncated Pareto distribution with a parameter « . The minimal MSDU

number of the burst data is k, the maximal number is m, and the size of an MSDU is M
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bytes.

Figure 2-7. Simulation Environment

OBUs send OSTs to request for data service. The positions that OBUs send OSTs are

uniformly located within the coverage of the RSU. The velocity of each vehicle with OBU is

with uniform distribution with minimalvelocity V., and maximal velocity V,,, .

The system parameters are described as follows:

System Parameters Notation Value
The distance between two RSUs d 400 m
The mean arrival rate of the request data OBUs M, 2/sec
The parameter of the Pareto distribution a 1.1
The minimal number of MSDU of the request data k variable
The maximal number of MSDU of the request data m 10000
The size of each MSDU M 1000 bytes
The minimal velocity of vehicles Viin 60 km/hr




The minimal velocity of vehicles Vo 120 km/hr

The maximum SCH Time T max 100 ms
CCH Wait Time T, 5ms
Repeat period of the RST transmission T, 1050 ms
The maximal number of accepted OBUs per RST r 4
The maximum tolerable delay T variable
Data transmission rate R 18 Mbps
The number of probes between two RSTs p 9

Table 2-1. System Parameters

2.4.2. Simulation Result-and Conclusion

In the simulation, we compare the proposed MFL algorithm with FCFS and EDF. Figure
2-8 and Figure 2-9 show the service failure-raie-versus the mean data size if using these three
algorithms, where the maximum tolerable. delay T is equal to 60s in Figure 2-8 and the
maximum tolerable delay T is equal to 180s in Figure 2-9. Mean data size denotes the
average volume of the burst data that an OBU requests information service which is
calculated according to equation (2.6).

We can see that MFL has smaller service failure rate than FCFS and EDF. The service
failure rate is zero for three methods when the mean data size is below about 900k bytes. It is
because that the system utilization is still light, thus almost all OBUs can be completely
served within the maximum tolerable delay bound. The service failure rate for three methods
starts to increase from zero when the mean data size is larger than around 900k bytes. It can
be seen that MFL has the lowest service failure rate while FCFS has the largest. There are
two reasons for this result. The first one is that MFL is the best policy to achieve the

minimum system handoff rate. OBUs will have lower probability to become service failure.
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Figure 2-9. Service Failure Rate for T =180s

This result will be showed later. And the other one is that MFL will let OBUs, which have
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longer queueing delay and are closer to the maximum tolerable delay, have higher probability
to be served. The method is by virtually decreasing the remaining transmission time of OBU.
On the other hand, EDF and FCFS do not have any reaction when OBUs have longer
queueing delay which is close to the maximum tolerable delay.

Our goal is to design a downlink scheduling algorithm for DSRC networks in order to
minimize the system handoff rate under the maximum tolerable delay requirement. Therefore
the service failure rate must be limited in a reasonable range. If the required service failure

rate is set at 0.1, the curves of three methods that meet this requirement are meaningful.

Systern Utilization

Systern Utilization
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Figure 2-10. System Utilization for T = 60s

Figure 2-10 and Figure 2-11 show the system utilization versus the mean data size for
the three algorithms with the maximum tolerable delay is equal to 60s and 180s, respectively.
It can be seen that the three methods can achieve the same system utilization. RSU can
transmit data for OBUs if the transaction queues are not empty. And three methods use the

same acceptation rule for OBUs. Therefore three methods can achieve the same system
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utilization.
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Figure 2-11. System-Utilization for T =180s

According to the figure of the system-utilization, we divide each following figures into
three regions to observe and discuss. The first region is the range of the mean data size from
400 kbytes to the size of 800 kbytes at which the system is at light load. The second region is
the range of the mean data size from 800 kbytes to the size of 1000 kbytes at which the
system is at medium load. The third region is the other region of the mean data size from
1000 kbytes to 1200 kbytes at which the system load is heavy.

Figure 2-12 and Figure 2-13 show the system handoff rate versus the mean data size for
the three algorithms with the maximum tolerable delay equal to 60s and 180s, respectively. It
can be seen that in the first region of Figure 2-12, MFL has smaller in the system handoff rate
than FCFS but is almost the same as compared to EDF. In the second and third regions, MFL
has the system handoff rate better than EDF. And the difference between MFL and EDF turns

to be larger if the mean data size becomes larger.
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Figure 2-12. System Handoff Rate for T = 60s
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Figure 2-13. System Handoff Rate for T =180s

In Figure 2-13, the behavior of the first and the second regions is the same as Figure

2-12. In the third region, although MFL is still better than FCFS and EDF in the system
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handoff rate, the difference between MFL and EDF becomes smaller.

We compare with Figure 2-12 and Figure 2-13. It can be seen that when we increase the
maximum tolerable delay from 60s to 180s, the system handoff rate of three methods for all
mean data size points becomes larger. Then we explain why the increasing rate of EDF in the
service failure rate is slower than FCFS in Figure 2-8 and Figure 2-9. First, both FCFS and
EDF do not have a reaction to the queueing delay and think about the maximum tolerable
delay. And in Figure 2-12 and Figure 2-13, we can see that EDF is better than FCFS in the
system handoff rate. It means that EDF has better ability to determinate the service order for
OBUs than FCFS. Therefore EDF has lower probability to let OBUs become failure than
FCFS. So the increasing speed of EDF in the service failure rate is slower than FCFS.

As we mentioned before, we divide the ,OBUs into two kinds, new OBU and handoff
OBU. We can individually observe to-the new:OBU and handoff OBU in the handoff rate.
And the result of the system handoff rate.comes from combining the new OBU handoff rate
and the handoff OBU handoff rate according to the number of new OBUs and handoff OBUs.
Therefore in the following, we observe and discuss about the new OBU handoff rate and the
handoff OBU handoff rate in order to explain the system handoff rate.

Figure 2-14 and Figure 2-15 show the new OBU handoff rate versus the mean data size
for the three algorithms with the maximum tolerable delay equal to 60s and 180s,
respectively. In the first region of Figure 2-14 and Figure 2-15, it can be seen that the new
OBU handoff rate of FCFS increases faster than EDF and MFL. It is because that FCFS does
not consider either the remaining SCH dwell time or the remaining transmission time. Also,
MFL and EDF have almost the same new OBU handoff rate. It is because that the mean data
size is still small in the first region, and thus the remaining transmission time is much less
than the remaining SCH dwell time. As we mentioned before, MFL schedule OBUs

according to the scheduling index I,. If the mean data size is small, the scheduling index
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will become almost equal to the remaining SCH dwell time. Therefore the result of MFL and

EDF will become almost the same.
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Figure 2-15. New OBU Handoff Rate for T =180s
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In the second and third regions, the increasing rate of the new OBU handoff rate in MFL
is slower than EDF. It is because the effect of the remaining transmission time considered in
MFL becomes obvious. And the increasing speed of FCFS is still faster than EDF. The reason
is mentioned before.

Then we compare Figure 2-14 and Figure 2-15. It can be found that the performance
results for three methods are almost the same individually in the first region. It is because
that in the first region the system is at light load and the service failure rate is zero for the
three methods. When we increase the maximum tolerable delay from 60s to 180s, the number
of handoff OBU only has small increment and the new OBU handoff rate will not be affected
at all.

But in the second and third regions; the: system is at medium and heavy load and the
service failure rate starts to increase from.zero. There is more and more handoff OBUs in the
system. If the maximum tolerable delay is‘increased,.OBUs can tolerate longer waiting time
before service failure. Therefore the number of handoff OBU will become larger and the new
OBU handoff rate will become higher.

Figure 2-16 and Figure 2-17 show the handoff OBU handoff rate versus the mean data
size for the three algorithms with the maximum tolerable delay equal to 60s and 180s,
respectively. In both figures, it can be seen that the handoff OBU handoff rate of FCFS is
almost close to zero in the first region. It is because that the system is still at light load and
the handoff OBUs have the highest priority in FCFS. As we mentioned before, when a
handoff OBU moves to tRSU, it must register to the tRSU first. After it completes the
handoff procedure, its remaining data will be forwarded from sRSU to tRSU. And then it can
be scheduled when the RSU sends the next RST. Therefore the handoff OBU data will

always come to the RSU before the new OBU data in a round.
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Figure 2-17. Handoff OBU Handoff Rate for T =180s

We compare Figure 2-16 and Figure 2-17. It can be found that when the maximum

tolerable delay is increased from 60s to 180s, the handoff OBU handoff rate for three
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methods will all become higher. The reason is that when we increase the maximum tolerable
delay, there is more handoff OBUs staying in the system but the time of RSU for
transmission data is the same. Besides, it can be seen that the increasing degree of handoff
OBU handoff rate in MFL is larger than other two methods. The reason is that the priority for
OBUs that have longer queueing delay is increased according to the ratio of the queueing
delay over the maximum tolerable delay. Thus as the maximum tolerable delay is increased,
the degree of priority increment for handoff OBUs will decrease. We observe the figures for
the new OBU handoff rate and the handoff OBU handoff rate. It can be found that MFL is
better than EDF and EDF is better than FCFS in new OBU handoff rate. But the order is
reverse in handoff OBU handoff rate. It is because that the total time that RSU can transmit
data for OBUs is fixed. Consequently;the new OBU and handoff OBU can not be kept in
mind at the same time.

Finally, we come back to see the performance of system handoff rate. For three regions
in Figure 2-12, the performance“behaviors for the three methods are dominated by the new
OBU handoff rate. However, for the first region in Figure 2-13, the performance behaviors
are dominated by the new OBU handoff rate. But for the second and the third regions in
Figure 2-13, the performance behaviors are dominated by the handoff OBU handoff rate. It is
because that when we increase the maximum tolerable delay from 60s to 180s, the number of

the handoff OBU will increase significantly.

2.5. Concluding Remarks

In this chapter, a max freedom last (MFL) downlink scheduling algorithm is proposed
for DSRC networks. The MFL scheduling algorithm can minimize the system handoff rate
under a maximum tolerable delay for the service. We also give a proof that the process in the

reverse line-up phase can minimize the system handoff rate. Simulation results show that the
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MFL scheduling algorithm has better performance in the service failure rate and the system
handoff rate than FCFS and EDF. This is because the MFL scheduling algorithm considers
the remaining SCH dwell time, the remaining transmission time, and the queueing delay for
all OBUs. Therefore the MFL scheduling algorithm can deal with the mobility issue at DSRC

networks and reduce the system overhead.
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Chapter 3

Max Freedom Last Downlink Scheduling
Algorithm with Different Maximum
Tolerable Delay

3.1. Introduction

In the next generation transportation system, the drivers or users in mobile environment
expect to get various types of information closely related to their life from anywhere and at
anytime. ITS is developed to reach theigoal. The service provided by ITS should have time
limitation otherwise the information would become useless even if the information data is
successfully received by users. “The time limitation depends on the effective area of the
service data.

Therefore the information data in ITS can be categorized into to three types. The first
type is the service data not depending on the location such as music, news, or software
program. The second type is the service data depending on the location and required
immediately such as the traffic accident information or the road condition. The third type is
the service data depending on the location but not required immediately such as travel
information. The second type belongs to the urgent service. The size of the information data
is small and this kind of data will be transmitted in CCH directly. The first type and the third
type are the service supported by SCH. In this chapter, the MFL scheduling algorithm
considers only the first and the third type services. The data for these two type services can

be classified into different classes according to the effective area. Each class will have
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different maximum tolerable delay. We verify the MFL scheduling algorithm proposed in the
chapter 2 in this kind of scenario.

The rest of this chapter is organized as follows. At first, the modified system model is
described in section 3.2. And the simulation result and concluding remarks are presented in

section 3.3 and 3.4, respectively.

3.2. System Model

Figure 3-1 shows the modified structure of the queue selector. The mainly difference is
that OBUs which requests different classes of services have various maximum tolerable delay.
When the OBU requests information from the information server, RSU can know the service
class of the information data. The'service ¢lass defines the effective area range of the
information type. Besides, each-OBU has different velocity. Therefore RSU can determinate
the maximum tolerable delay-for eachOBUs as the input of the MFL algorithm. The
maximum tolerable delay equals the effective area range divided by the velocity of the OBU.
In this chapter, we define three classes for the service data: small range, medium range, and
large range. The small range and medium range are corresponding to the third type of service
and the large range is corresponding to the first type of service in the section 3.1.  Although
the first type of service is not depending on the location, the user does not hope to wait for
too long time.

Therefore the weighting function described in equation (2.11) should be modified as

follows:

-5 it T, —(FT, +t)20
T
W, = , (3.1)
145t T, —(FT, +t)<0
T

where T. is the maximum tolerable delay for OBU i. The other portions of the system
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model and the algorithm are the same as these in the chapter 2.
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Figure 3-1. Modified structure of the Queue Selector

3.3. Simulation Result

3.3.1. Simulation Environment

There are three classes of service data in the simulation: small range, medium range, and
large range. We define the value of the effective distance for each class individually. The

system parameters are described as follows:
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System Parameters Notation Value
The distance between two RSUs d 400 m
The mean arrival rate of the request data OBUs M, variable
The parameter of the Pareto distribution a 1.1
The minimal number of MSDU of the request data k 150
The maximal number of MSDU of the request data m 10000
The size of each MSDU M 1000 bytes
The minimal velocity of vehicles Viin 60 km/hr
The minimal velocity of vehicles Vi 120 km/hr
The maximum SCH Time T rax 100 ms
CCH Wait Time T, 5ms
Repeat period of:the RST transmission T 1050 ms
The maximal number of accepted OBUs per RST r 4
Data transmission rate R 18 Mbps
The number of probes between two RSTs p 9
The effective distance for small range class of service 500 m
The effective distance for medium range class of service 1 km
The effective distance for large range class of service 5km

Table 3-1. System Parameters with Service Classification

3.3.2. Simulation Result and Conclusion

Figure 3-2 shows the service failure rate versus the mean arrival rate for the three
algorithms. It can be seen that MFL still has smaller service failure rate than FCFS and EDF.

Besides, the difference value in service failure rate between the MFL and EDF becomes
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larger than the simulation result in chapter 2. It is because that MFL algorithm can trace the

variation of the maximum tolerable delay for OBUs.
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Figure 3-3 shows the system utilization versus the mean arrival rate for the three
algorithms. It can be seen that three algorithms can achieve the same system utilization. The

result is the same as that in chapter 2.
Figure 3-4 shows the system handoff rate versus the mean arrival rate for three

algorithms. It can be seen that MFL algorithm still have better than EDF and FCFS and the

trend of the curves is almost the same as it in chapter 2.
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3.4. Concluding Remark

In this chapter, we classify the service into three classes according to the effective range
of the request data. The maximum tolerable delay requirement for each OBU depends on the
effective range of the request data and the velocity of vehicle. In simulation result, we can
find that MFL scheduling algorithm has better performance in service failure rate compared

with the chapter 2. It is because the MFL algorithm can trace the variation of the maximum
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tolerable delay for OBUs. And the MFL algorithm also has better performance than EDF and
FCFS in system handoff rate. Therefore the MFL scheduling algorithm can be applied to

DSRC networks with different maximum tolerable delay for each OBU in ITS.
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Chapter 4
Conclusion

In this thesis, a max freedom last (MFL) downlink scheduling algorithm is proposed for
DSRC networks. We consider that RSU provides a service that downlink transmits data to
OBUs that request from some information server in the Internet. This MFL algorithm can
minimize the system handoff rate under the maximum tolerable delay requirement. The
algorithm schedules the OBUs according to the remaining SCH dwell time, remaining
transmission time, queueing delay,dnd the maximum tolerable delay for each OBU. These
factors should be considered for the ITS ! services. in-the mobility environment in order to let
the system operate more efficiently.

The MFL algorithm trends to-serve the OBUs which can be completely served first in
order to minimize the system handoff rate and then serve other OBUs if there is remaining
resource in order to make full system utilization. Also, the algorithm increases the priority
gradually for the OBUs which are close to the maximum tolerable delay to avoid OBUs
failure.

We classify the service into three classes according to the effective range of the request
data. The maximum tolerable delay requirement for each OBU can obtain from its effective
range of the request data and velocity.

Simulation results show that the MFL algorithm has better performance than FCFS and
EDF in the service failure rate and the system handoff rate. And MFL also achieve the same

system utilization as FCFS and EDF.

51



Bibliography

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

C. H. Park, and D. H. Cho, “An adaptive logical link control for wireless Internet
service in ITS,” Vehicular Technology Conference, vol.4, pp.2213 — 2217, Sept. 1999.

T. Munaka, Y. Ito, and S. Kubota, “A study of info-communication technologies
required in ITS networks,” Applications and the Internet Workshops, pp.171 — 176, Jan.
2001.

H. S. Oh, C. G. Yae, D. H. Ahn, and H. B. Cho, “5.8 GHz DSRC Packet Communication
System for ITS Services,” IEEE Vehicular Technology Conference, pp. 2223-2227, Sept.
1999.

R. O'Connor, “Control Channel Operation in the ITS Radio Service Band,”
HighwayElectronics, Jan. 2003:

“5 GHz Band Dedicated Short Range'Communications: MAC Extension and Lower

Layer Management,” ASTM-YYYY, http://www.leearmstrong.com/DSRC/DSRC

Homeset.htm

J. Zhu and S. Roy, “MAC for dedicated short range communications in intelligent
transport system,” IEEE Commun.Mag., vol.41, Issue.12, pp.60 — 67, Dec. 2003.

H. M. Choi, C. S. Yim, and D. G. Oh, “Advanced DSRC system for supporting mobile
IP,” Applications and the Internet Workshops, pp.165 -170, Jan. 2001.

IEEE Trial-Use Recommended Practice for Multi-Vendor Access Point Interoperability
via an Inter-Access Point Protocol across Distribution Systems Supporting IEEE 802.11
Operation, IEEE Std 802.11F, July 2003.

E. K. Paik, and Y. H. Choi, “Prediction-Based Fast Handoff for Mobile WLANS,”

ICT2003, vol.1, pp.748-753, Feb. 2003.

[10] E. S. Shim, H. Y. Wei, Y. S. Chang, and R.D. Gitlin, “Low latency handoff for wireless

52



IP QoS with NeighborCasting,” ICC 2002, vol.5, pp.3245 — 3249, April 2002.

[11] J. C. Chen, and P. Agrawal, “Fast link layer and intra-domain handoffs for mobile
Internet,” Computer Software and Applications Conference, pp.325 — 33025-27, Oct.
2000.

[12] R. Qian, and G. Z. Feng, “A minimum-dwelling-time prioritization scheme for handoff
in mobile cellular systems,” ICCT '98, vol.1, pp.1 - 5, Oct. 1998.

[13] S. J. Park, H. J. Lee, J. A. Han, and B. G. Kim, “A deadline scheduling queue handoff
scheme for low and high mobility users in wireless ATM networks,” IEEE Pacific Rim
Conference, vol.1, pp.198 — 201, Aug. 1997.

[14] E. Y. Ha, Y. H. Choi, and C. S. Kim, “A multicast-based handoff for seamless
connection in picocellular networks, " IEEE Asia Pacific Conference, pp.167 — 170, Nov.
1996.

[15] T. Munaka, T. Yamamoto,:M. Kuroda;,-and T. Watanabe, “Advanced join mechanism for
multicast group management in DSRC-based ITS networks,” Intelligent Transportation

Systems, pp.1147 — 1151, Aug. 2001.

53



Vita

WYL ra g
Fh:
2002~2004
1998~2002
1995~1998

Bz il T %1 AR K

Rzfrfes Brhs s §

E-mail: archer. cm91g@nctu. edultw

54



