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Student : Jia-Shian Jiang Advisor : Yu T. Su
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Abstract

For orthogonal frequency division multiplexing (OFDM) based systems, a carrier
frequency offset (CFO) existed between'thé transmitter and receiver will destroy the
orthogonality of the subcarrier and degrades the performance. In this thesis, we extend
both Moose’s and Yu’s maximum ‘likelihood CFO éstimation algorithm for multiple
transmit and multiple receive MIMO-QOFDM systems. OFDM Code-Divison Multiple-
Access (OFDM-CDMA) have been ‘one:of-the candidates for the next generation of
mobile broadband communication. In an uplink, each user’s transmitted signal suffers
from asynchronous transmission and independent frequency selective channel and the
different frequency offsets of each active user. We present a CFO estimation algorithm
to be used in a asynchronous uplink and frequency selective channels for OFDM-CDMA
systems. The algorithm estimates the CFO of the desired user and eliminates the mul-
tiuser interference (MUI). The CFO estimate is obtained by searching the value which
maximizes the output energy of the minimum output energy (MOE) criterion. However,
the CFO estimate requires an exhaustive search over the entire uncertainty range. We

convert the min/max search into polynomial rooting problem.
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Chapter 1

Introduction

Orthogonal frequency division multiplexing (OFDM) is a popular modulation scheme
for high-speed broadband wireless transmission [1], [2]. It popularity derives mainly
from its capability to combat frequency selective fading as intersymbol interference (ISI)
caused by multipath delay spread can be easily eliminated. By copying a properly se-
lected portion (called a cyclic prefix):of an OFDMblock and appending it to that block,
each data-bearing subcarrier experiences only. flat fading if the duration of the cyclic
prefix is longer than the maximuin channel delay spread and block length is smaller
than the channel coherent time. Hénee, complicated equalization can be replaced by an
one-tap equalizer in frequency domain. OFDM has been adopted as the transmission
scheme for industrial standards like the asymmetric digital subscriber line (ADSL), digi-
tal audio broadcasting (DAB), terrestrial digital video broadcasting (DVB-T), power-line
transmission, and high-speed wireless broadband area networks (WLAN’s). It is being
considered, among others, for air interface standards in IEEE 802.15n personal area net-
work and 4G mobile network. The former adopts the Multiple Input Multiple Output
(MIMO) technique to enhance the capacity, where MIMO refers to systems that have
multiple transmit antennas and multiple receive antennas. Depending on the MIMO
channel condition, the capacity of MIMO system increases with the number of trans-
mitter and receive antennas. Recent developments in MIMO techniques promise a great

boost in performance for OFDM systems.



With all its merits, OFDM, however, is sensitive to the carrier frequency offset (CFO)
caused by Doppler shifts or instabilities and mismatch between transmitter and receiver
oscillators [3]. Depending on the application, the offset can be as large as many tens
subcarrier spacing, and is usually divided into integer and fractional CFO parts. The
presence of a fractional CFO causes reduction of amplitude of desired subcarrier and
induces inter-carrier interference (ICI) because the desired subcarrier is no long sampled
at the zero-crossings of its adjacent carriers’ spectrum. If the fractional CFO part can
be perfectly compensated, the residual integer CFO does not degrade the signal quality
but still results in circular shifts of the desired output, causing decision errors.

There have been a multitude of proposals for CFO compensation. A maximum like-
lihood estimate was proposed by Moose [4], based on the observation of two consecutive
and identical symbols. Its maximum frequency acquisition range is only £1/2 subcar-
rier spacing because of mod 27 ambiguity. Twor training symbols are also employed
by Schmidl and Cox [5]. The first has two identical halves and serves to measure the
frequency offset with an ambiguity equal t6 the subcarrier spacing. The second contains
a pseudonoise sequence and its used to resolve the ambiguity i.e. estimate integer CFO.
Morelli et al, [6] suugested an estimate based on the observation of two consecutive sym-
bols. This method overcomes the the ambiguity due to phase uncertainty but requires
heavier computational load.

Combining the advantages of OFDM and MIMO techniques, a variety of MIMO-
OFDM architectures techniques have been proposed. Much less literature on the cor-
responding time and frequency synchronization and channel estimation issues can be
found though [7], [8], [9]. The purpose of the first part of this thesis (Chapter 2) is find
a more efficient solution for MIMO-OFDM frequency synchronization. We find it both
feasible and convenient to extend two of the OFDM CFO ML estimation approaches to
the MIMO scenario.

Multi-Carrier Code-Division Multiple-Access (MC-CDMA), as many authors had



shown [10], [11], [12], is an attractive multiple access technique for future mobile broad-
band communication, for it combines the advantages of OFDM and CDMA. Tureli et al.
[13] proposed a low complexity blind CFO estimator for synchronous systems, exploiting
the virtual subcarriers, regarded as redundancy, for estimate the CFO. Using orthogonal
spreading codes and assuming uncorrelated channel responses, one can has an orthog-
onal effective channel spreading signatures. Multipath fading and time-asynchronous
reception, however, destroy the orthogonality among different subcarriers and users’s
spreading codes. Takyu, Ohtsuki and Nakagawa [14] found that the MMSE-MUD (min-
imum mean squared error based multi-user detection) scheme can compensate most of
the frequency offset effect if it is small. Seo and Kim (SK) [15] presented a blind CFO
estimator for use in an asynchronous system in AWGN channels. Their estimate was
obtained by searching for the value that maximizes the corresponding minimum output
energy (MOE). In the second part ofithis thesis, we extend the SK approach, taking both
multipath fading and time-asynchronous-effects into-account, and propose an efficient
frequency synchronizer.

The rest of the thesis is organized as follows. dn* Chapter 2, we extend Moose’s ML
CFO estimation algorithm for use in a multiple-antenna environments, assuming two
identical pilot symbols are available. We then extend the Yu’s ML CFO estimation al-
gorithm [16] that uses multiple repetitive pilot symbols. Chapter 3 presents our study on
CFO estimation for asynchronous OFDM-CDMA systems in frequency selective fading
based on the MOE criterion. We also investigate the feasibility of joint CFO and channel
estimation and suggest some iterative approaches. Finally, in Chapter 4, we summary

the major results of our effort and suggest some topics for future investigation.



Chapter 2

Carrier Frequency Offset Estimation
for MIMO-OFDM Systems

2.1 Introduction

Fig. 2.1 plots a block diagram of a OFDM modulator where S/P and DAC are used
to denote serial-to-parallel converter.and digital-to-analog converter, respectively. The
information symbols are used toamnodulate subcarriers via an N-point inverse discrete
Fourier transform (IDFT). The output of the IDFT (IFFT) block is converted to a serial
complex block and a cyclic prefix (€P}'is‘added to each block. The total duration of an
OFDM symbol (frame) is equal to the‘length of the CP plus that of the IDFT symbol
block. The CP is a copy of the tail part of the time-domain OFDM block and is attached
to the front of the block. As long as the duration of the CP is longer than the channel
impulse response, intersymbol inference (ISI) can be eliminated by the receiver through
frequency domain excision.

N N

Transmitting
Information Add OFDM
—» S/P | . IFFT || B/S ™ cp [™ DAC [—»
symbols signal

Figure 2.1: Block diagram of an OFDM modulator.

An OFDM demodulator is shown in Fig. 2.2. Based on the timing (frame) recovery



subsystem output, the baseband receiver removes the CP part, takes discrete Fourier
transform (DFT) on the remaining part and then compensates for the CFO and channel
effect using information given by the frequency synchronization and channel estimation
units before making decision on symbols modulated on each subcarrier, if no soft-decision
channel decoding is needed. Parallel-to-serial conversion can be performed either before

or after making symbol decision (detection).

Received Remove Inf ti
nrormation
OFDM ——# ADC [P ™ S/P | . FFT J| P/ ™
K Ccp symbols
signal N |

Figure 2.2: A typical OFDM demodulator.

Fig. 2.3 depicts a MIMO-OFDM system with M1 transmit antennas and Mg receive
antennas. System design considetation prefer the' choice of subcarrier spacing is such
that each subcarrier suffers only slow flat fading: The resulting MIMO-OFDM chan-
nel can thus be characterized by & family of matrices whose members specify the space
transmission characteristic, i.e., the (7; 7)entry of a member matrix represents the chan-
nel response between the ith receive antenna and the jth transmit antenna associated
with a subcarrier. One can also use a tensor to describe the space-frequency channel
responses.

MIMO Channel

Transmitter Receiver

N EEEE——
OFDM Tx RX, | orpm
- -
Modulator Demodulator
OFDM T><2 RXZ OFDM
- -
Modulator . Demodulator
MIMO . . . MIMO
™ encoder . . : . decoder [
! YR_
| | oFDM A1 Xyr | OFDM .

Modulator Demodulator

Figure 2.3: Block diagram of a typical MIMO-OFDM system.



The carrier frequency offset (CFO) is caused by (i) the time-varying nature of the
transmission medium, (ii) the instabilities and mismatch between the transmitter and
receiver oscillators and (iii) the relative movement between the transmitter and receiver.
For all practical purpose, different transmit /receive RF branches of a MIMO system must
be frequency-coherent, i.e., the transmitted carrier frequency and receiver frequency
down-converters are each derived from a common frequency synthesizer, resulting in the

model shown in Fig. 2.4.

Tx, Rx,

vy v
A

Tx, ) . Rx,
Txyq Y% 4>Y R-XN,R

Figure 2.4: Frequency synthesizer model'of a MIMO-CDMA system.

The cyclic prefix (CP) consistsiof Vg samples, which is supposed to be greater than
or equal to the maximum relative delay that includes users’ timing ambiguities and the
maximum multipath delay; see Fig. 2.5. When this assumption is valid, the received
time-domain sequence, after removing the CP part, is the circular convolution of the

transmitted sequence with the channel impulse response plus white Gaussian noise.

o
2
o
B
2
e
[

Lt
o
o

X

delay of Tx timing

Figure 2.5: Timing assumption of the MIMO-OFDM receiver under consideration.



2.2 System Model

Consider a frequency selective fading channel associated with a MIMO system of Mp
transmit and Mp receive antennas. The equivalent time-domain baseband signal at the

output of the ith receive antenna, y;[n], is given by
yiln] = Zr”[n] +w;n}; n=1,2,...,N; i =1,2,..., Mg (2.1)

where {w;[n|} is a complex additive white Gaussian noise (AWGN) sequence and
1 E; j2nn(k+e)/N
keD;
is the part of the OFDM signal received by the ith receive antenna contributed by the

jth transmit antenna. Moreover,

e S;[k] represents the symbol carried by the.kth subcarrier at the jth transmit

antenna.

e H,;[k] is the channel transfer function-between the ith receive antenna and the

jth transmit antenna at the kth'subcazrier.

e ¢ denotes the relative carrier frequency offset of the channel (the ratio of the actual

frequency to the intercarrier spacing).
e D, is the set of modulated subcarrier for the jth transmit antenna.

e [, is the average energy allocated to the kth subcarrier evenly divided across the

transmit antennas.

j2mkn

o {hi [n]} and H, [k] = S50 hij[nJe" "~ are the channel impulse and frequency

response between the ith receive antenna and the jth transmit antenna at the kth

subcarrier.

L is the maximum channel memory of all MrMpg SISO component channels.

7



Fig. 2.6 plots the transmission channel model for the i¢th receive antenna with respect

to the My transmit antennas. Rewriting (2.1) in matrix form

T, —

Channel
between TX, andRx, 2

ij —

Channel
between ij and Rx; A

-

AWGN at Rx

TRy —

h 1
Channe @

between Tx, andRx; T

CFO
between Tx and Rx

Figure 2.6: Channel model for the ith receive antenna.

yi[n] Hiafk] =l Hio[k] Hiap K] Silk]
y2[n] 1 E, o “Haalk] = Hso[k] Hy,npy [K] So[k]
: N ,;; My : : : :
Ymg[n] ' Hir (k] Hugolk] Hutgvip K] S (K]
win]
gzmntra/n | w2l (2.3)
Wity
and using the substitutions,
yln] = (nin] y2[n] - ymzlnl)
S[k] = (Su[k] Salk] -+ Sar[k])"
H[k| = [H;;[k]]
wn] = (wi[n] waln] - war,[n])
we obtain
Yl = 3\ IS N ) (2.4



Taking N-point DFT on both sides of the above equation leads to

N—
\/7 Z (% Z pi2mn(mten/N —J%’W/N) + W/k] (2.5)
n=0

meD;

where Y[k] = (Yi[k] Ya[k] -+ Yar[k])", Wk] = (Wi[k] Walk] --- Wap[k])" and

Vil = Y gilnje R
n=0
N—-1 i
Wilk] = w;nje” "N
n=0

Let €¢ and ¢; be respectively the fractional and integer parts of the CFO so that € = € +¢;
and define

Y[k = \/72

meD;

1N 1
— L _ _ - 2mern /N,
— 1/ H[k &]S[k — € (NZeJ i )

n=

N-1
l Z H (%26]271' m+e=k)n/N ]27refn/N> —|—W[k‘]

mED n=
m;ék €;

E Lisin(mer) oo ove
= * H[k — S|k — €; SIS pgmep(N=1)/N
2y Ll lSlk — e (Nsin(ﬂ'ef/N)e

1 N-1

n=0

circular shift -~
reduction of the desired subcarrier’s amplitude

mED
m;ék €;

Z i sin(m(es + €)) pim(es+ei) (N=1)/N ,—jm(m—k)/N
\/ N sin(m(m —k+¢€;+€)/N)

J/

Icr
+ WIk].
It is clear that the presence of a fractional CFO causes reduction of the desired subcar-
rier’s amplitude and induces inter-carrier interference (ICI). If the fractional CFO part
can be perfectly compensated for, the integer CFO, if exists, will result in a circular shift

of the desired output, causing decision errors.

(2.6)



2.3 Maximum Likelihood Estimate of CFO

2.3.1 Generalized Moose Estimate

Let D be the set of modulated subcarrier (indexes) that bear a pseudonoise (PN) se-
quence on the even frequencies and zeros on the odd frequencies. The resulting time-

domain training sequence has two identical halves

= — Z H [k)e?2mnk+a/N. iy — 1.2 N/2 (2.7)

keD

_ 27 (n+ 5 )(k:—l—s)/N
rn+N/2) = & Z H k)e?
kEDe
- Z H ]27rn(k+e)/Ne]27r (k+¢€)/N
N De
= r[n]eﬂ“/?, n,=1,2,.. N/2 (2.8)
where r[n] = (r1[n] ra[n] --- ramin]) Bnd D.uis the subset of even numbers in D.

Taking into account the AWGN term, we obtain

yln] e rin] + win] (2.9)
yln+N/2] = r[n]e?>? + wn + N/2| (2.10)
where w[n] = (wy[n] waln] --- wy,[n])". As illustrated in Fig. 2.7, we define

yulil = (wil1] wsl2] -+ wilN/2])
T [i] = (1] 2] -+ 7i[N/2])
wili] = (will] wil2] --- wi[N/2])
and
Yoltl = (Wil N/2 + 1] wi[N/2 +2] --- 4i[N])
Tolt] = (r[N/2 4+ 1] r;[N/2+2] --- r;[N])
Woli] = (wi[N/2 + 1] wi[N/2+2] --- w;[N])

10



where the subscript indicates either the first or the second half of a time-domain OFDM
frame and the indexes within the bracket denotes from which receive antenna the time

domain sample is derived.

N/2 N/2

A4

J = |
-+ |

v, (1] y[n] v,[i] y[n+N/2]

Figure 2.7: Definitions of various vector notations.

(2.9) and (2.10) then have the simplified-expressions
Yali} =0 EafifWa 1] (2.11)
Voli] =rEfi]e??m % W, |i] (2.12)

The ML estimate of the parameter ¢, given the received vector (¥,[i], ¥,[i]), is obtained

by maximizing the likelihood function

f(¥1[il ¥alille) = F(¥a[d|v1[d], ) f (¥4 [d][€) (2.13)
where we have denoted various conditional probability density functions by similar func-
tional expressions, f(+|-). As € gives no explicit information about y,[i], i.e. f(¥,[i]le) =
f(¥,[i]), the ML estimate of € is given by

e = argmax|f(%,[i[7. (i ) fFille)] = g max[f(FlilFill. )] (214)
Since

Yalil = (F1li] = Wili))e?™? + Wali] = 7y[ile”*™/? + (Wi [i] — Wa[i]e’™?)  (2.15)

11



and W, [i], Wy[i] are temporally white Gaussian with zero mean and variance 021, where
I is the identity matrix, the multivariate Gaussian vector ¥,[i] have mean ¥, [i]e/?™</?

and covariance matrix
E[(Wi] — W [i]e?™/?) (W, [i] — Wi [i]e?>™/*)H] = 2021 (2.16)
Then

Ale) = f(7 1] - V1M, ¥o[1] - - Yol Mally:[1] - ¥1[ME], €) (2.17)

X exp{ 252 Z Yoli €]2W6/2) (VQ[i] ¥ [i]eﬂmﬂ)H}
w i=1

1 = [1H ;] ,—J2me
. eXp{%z‘ZQ@?{ngy? [i]e™72 /2}}
w =1
Mp N/2

1 A
= oxpq R D0 Dodbilbhlng N/2) | e (2.18)

i=kn=1

The ML estimate of € is given by

€ = argmaxA(e)
] Mg N/2
= ;Afg Z Z y; [n]yiln + N/2] (2.19)
i=1 n=1

where Arg(z) is the principal argument of the complex number z. In summary, the
generalized Moose estimate for two identical halves pilot symbols of length Ny, and
Np-spaced, as shown in Fig. 2.8, is given by

€ = 27rND Arg (Z Z y; [nlyiln + ND]) (2.20)

i=1 n=1

The range of this estimator is 53— subcarrier spacings.
2Np

2.3.2 Extended Yu Estimate

Consider a MIMO-OFDM system that uses multiple identical pilot symbols. After dis-

carding the first received symbol, the remaining K pilot symbols at the ith receive

12



Figure 2.8: The Np-spaced estimator.

antenna, y;(k, m), can be represented as
yi(k,m) = x;(k,m) + w;(k,m) (2.21)

for k = 1,---,K and m = 1,---, M where x;(k,m) is the mth sample of the kth
(time-domain) symbol of the channel output at the ith receive antenna. {w;(k,m)} are
uncorrelated circularly symmetric Gaussian random variables at the ¢th receive antenna

(rv’s) with zero mean and variance o2 = F{|w;(k, m)|*}. Note that
i (k, w) = (1) m)ed2 k=D Me/N (2.22)

where € is the relative frequency offset -6f the-channel (i.e., the true frequency offset

divided by the intercarrier spacing).. Let

Yim) = [yi(1,m) - (K, m)]" (2.23)
Ale) = [1&PmMN . gimelK-DM/NTT (2.24)
Wi(m) = [w;(1,m) - wi(K,m)|" (2.25)

where (-)7 denote the matrix transpose. Y;(m), A(e) and W;(m) are vectors of dimension

K x 1. Then, as shown in Fig. 2.9, we have
Yi(m) = A(e)z;(1,m) + Wi(m), m=1,---,M (2.26)
The received samples can thus be expressed compactly as

13



~
B},l) xw(];,Z) Xl(le)
I N B 0 O

Figure 2.9: Symbol arrangement and definitions of the extended Yu’s ML estimate at
the ith receive antenna.

where Y; = [Yi(1) -+ Y;(M)] is an K x M matrix, X; = [z;(1,1) -+ z;(1, M)] is an
1 x M vector and W; = [W;(1) --- W;(M)] is an K x M matrix. Since the noise is
temporally white Gaussian, Y;(m) is a multivariate Gaussian distributed random vector
with covariance matrix ¢27. The joint ML estimates of A and X;, treating X; as a
deterministic unknown vector, are obtained by'maximizing the following joint likelihood

function :

Y1 - YA Xy e X)) H H f(Yi(m)|A, z;(1,m))

=1 m=1

M
o ol SR SN |1Yim)— Awi(1m) |

The corresponding log-likelihood function, after dropping constant and unrelated terms,
is given by

A(A, z;(1,m)) ZZ ||Y;(m) — Az;(1,m)])? (2.28)

i=1 m=1

For a given A, setting V., (1,m)||Yi(m) — Az;(1,m)||* = 0, we obtain the conditional ML
estimate, 2;(1,m) = x1s,(1,m) = ATY;(m), where A* = A¥ /K and H denotes the

Hermitian operation. By substituting the least-square solution, g, (1,m), we obtain

AA) = ZZIIY AATY (m)|* = ZZHPJY I

i=1 m=1 i=1 m=1
Mr M
- S rivion = or (2433 v
i=1 m=1 =1 m=1
= MgzMtr(P+Ryy) (2.29)
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where ¢r(-) denotes the trace of a matrix, Ryy = M;M Zf\i’f Zf\f:l Y;(m)Y;#(m), and

Pt “I I — AA*. The desired CFO estimate is then given by
¢ = arg{min tr(PiRyy)} = arg{max tr(PyRyy)} = arg{max A#RyyA} (2.30)

Invoking an approach similar to that used by the MUSIC algorithm, we set z = e727<M/N

and define the parametric vector
Alz)=1[1z2* -+ zK_l]T, (2.31)

so that the log-likelihood A = A¥Ryy A can be expressed as a polynomial of order
2K — 1,

Az) = A(2)"RyyA(z) = > s(n)2", (2.32)
n=—(K-1)
where s(n) = 3, ; Ryy(i,j), for ny= j —dgand mw= —K +1,---, K — 1. As the log-

6]'27reM/N)

likelihood is a real smooth function-of €, taking derivative of A( with respect

to € and setting OA(e27M/N) /0% ey = 0. swe obtain

F(2) SR =, (2.33)

where F(z) = 25" 'ns(n)2" is a polynomial of order K — 1. If {2} are the nonzero

complex roots of A(z) then the desired estimate is given by

N
¢ = Inz 2.34
€ ol nz, (2.34)
where
Z = arg{max A(z)}. (2.35)

We summarize the above ML estimation procedure as following.

1. Collect K received symbols from all receive antennas and construct the sample

correlation matrix Ryy, Ryy = m SMESM Y (m)YHE (m).

15



2. Calculate the coefficients of F(z) based on Ryy where F(z) = Y25 ns(n)z",

s(n) =3 Ryvy(i,5), forn = j —i.
3. Find the nonzero unit-magnitude roots of F'(z) — F*(z) = 0.

4. Obtain the CFO estimate from é = jQJTYM In Z and 2 = arg{max A(z)} where A(z) =
K

A(Z)HéyyA(Z), A(z) = [1 P —I}T, 5 — pi2meM/N

The range of our estimator is i% subcarrier spacings.

2.4 Simulation Results and Discussion

The computer simulation results reported in this section are obtained by using a pilot
format the same as the IEEE 802.11a standard with a sample interval of 50 ns. The
frequency-selective fading channel has sixteenpaths with independent complex Gaussian
distributed amplitudes and a exponentiallyydecaying, power delay profile with rms delay
spreads of 50 ns. The tap coefficients are normalized-such that the sum of the average
power per channel is unity. The DFETisize-is7V-= 64. The signal-to-noise ratio (SNR),
defined as the ratio of the received: signal poewer (from all My transmitters) to the
noise power at the ith receive antenna, is assumed to be the same for each receive
antenna. For Moose estimate, the training part consists of two identical halves with
length Ny, = 32. The range of CFO estimator is &1 subcarrier spacings. Fig. 2.10 shows
the performance of generalized Moose CFO estimate for different number of transmit
and receive antennas. Obviously, the MSE performance improves as the number of
receive antennas, Mg, increases. Fig. 2.11 presents the performance of extended Yu
estimate for different number of transmit and receive antennas. The training symbol
has two identical halves with K = 2 and M = 32. The range of CFO estimator is £1
subcarrier spacings. For training symbol with two identical repetition, the performance
of extended Yu estimate is the same as the performance of generalized Moose’s CFO

estimate. Fig. 2.12 plots the performance of generalized Moose’s CFO estimate with
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two identical halves with length Ny, = 32 for different number of transmit and receive
antennas. Similarly, the performance of CFO estimates is an increasing function of the
number of the receive antennas. We divide roughly into four groups. The first group
is Mr = 1,Myr = 1,2,4,8, the second is Mp = 2, My = 1,2,4,8 and so on. For
first group, the performance of CFO estimate with Mgz = 1, My = 8 is better than
with Mr = 1,Mr = 1 duo to transmit diversity. The last group with Mz = 8 is
more close together than the first group with Mz = 1 duo to receive diversity. The
performance of CFO estimate for the second group, Mr = 2, is roughly 3dB better than
for the first group, Mr = 1, duo to two receive antennas received double energy than
single receive antenna. Fig. 2.13 shows the performance of extended Yu estimate and
generalized Moose estimate. The training symbols have 4 repetitions with K = 4 and
M = 16. The training symbols for generalized Moose estimate are length Ny, = 32
i.e. take first two training symbols+«as one traiming symbol and take last two training
symbols as one training symbol. The range of generalized Moose’s CFO estimator is 1
subcarrier spacings. The range of extended Yu estimator is £2 subcarrier spacings. For
4 repetitions, the performance of extended Yu estimate is better than generalized Moose

estimate because extend Yu estimate use all information of training symbols.
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Figure 2.10: MSE performance of generalized moose estimate for two repetitions, true
CFO=0.7 subcarrier spacings.
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Figure 2.11: MSE performance of extended Yu estimate for two repetitions, true
CFO=0.7 subcarrier spacings.
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Figure 2.12: MSE performance of generalized moose estimate for two repetitions, true
CFO=0.7 subcarrier spacings.
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Figure 2.13: MSE performance of CFO estimates for four repetitions, true CFO=0.93
subcarrier spacings.
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Chapter 3

Carrier Frequency Offset Estimation
for OFDM-CDMA Systems

3.1 Introduction

A block diagram of OFDM-CDMA transmitter is shown in Fig. 3.1 where the input infor-
mation symbol is first converted into P parallelliiformation symbols (S%, Sk, ..., S5 ),
with k& denotes the kth user and irefers to the block to which the P parallel information
symbols belong. The pth information symbel in theiith block is then multiplied by a
spreading code {C’é“, q=0,1,...,@Q = F}hassigned to the kth user. These P x () spread
symbols are mapped onto the subcarriers by an N-point inverse discrete Fourier trans-
form (IDFT). In this figure, P/S, CP and DAC represent respectively a parallel-to-serial

converter, cyclic prefix and digital-to-analog converter.

Spreading code

k
P Ca P x Q N
Information . Spread : : add Transmitting
symbols‘» S/P . & . IFFT | P/S - DAC —» .
Map Ccp signal

Figure 3.1: Transmitter block diagram of the kth OFDM-CDMA user.

Fig. 3.2 plots the transmit spectra of an OFDM-CDMA signal with virtual subcar-

riers. The number, N,, of subcarriers that are modulated by information symbols is
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generally smaller than the size of IDFT/DFT to avoid aliasing resulted from oversam-
pling and/or transmit filtering [13], i.e. N > N, in a practical OFDM-CDMA system.

All the spread symbols are mapped onto the P x () modulated subcarriers by IDFT i.e.
N, > P x Q.

Data subcarriers

E Pilot subcarriers

[] Virtual subcarriers

AT Frmn e Errmaprromarr

‘ N
u

N

Figure 3.2: Transmit spectra of a typical OFDM-CDMA signal.

Fig. 3.3 and Fig. 3.4 shows two mapping.schemes [14]. In the first scheme, the
pth parallel information symbol-multiplied by the gth chip of the spreading sequence
is mapped onto the (@Qp + ¢)th Subcarriers=+We refer to this scheme as a Continuous
Mapping (CM) scheme. The second:seheme belongs to the class of Discrete Mapping
(DM) schemes maps the pth parallel information symbol, multiplied by the gth chip of

the spreading sequence, onto the (p + Pg)th subcarrier.

Spread symbols
1 P Q

Figure 3.3: A Continuous Mapping (CM) scheme.
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Spread symbols

T Y DT ARMTT

Figure 3.4: A Discrete Mapping (DM) scheme.

3.2 System Model

To begin with, let us consider the special case: N = N, = @), P = 1. Fig. 3.5 plots
the OFDM-CDMA transmitter for the kth user. The discrete-time representation of the

kth user OFDM-CDMA user is given by

N-1
1 )
d*n] = I E SfCé“e]Z””q/N; n=0,1,...,.N—1; i = —00, ..., 0 (3.1)

q=0
where S¥ is the ith information syinbol forgthe. kth user, C(f is the ¢th chip of the the
kth user’s spreading code of length ¥V which is-alse equal to the size of the IDFT/DFT

pair.

Information
symbols

Add Transmitting

= DAC [—®

IFFT .|| P/S op signal

N
| r ﬁ
| n
| kl.
‘ .
|
|
I

Copier

Figure 3.5: Transmitter block diagram of the kth OFDM-CDMA user.

The sequence, {d¥[n]}, after being appended by a cyclic prefix of N, samples, is
transmitted over a multipath fading channel. The length of cyclic prefix is assumed
to be greater than or equal to the maximum time spread of the channel. The channel

response at the mth subcarrier associated with the kth user is given by
L—1
j2Tmn
HF = Z A (3.2)
n=0
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where L is the maximum channel delay of all users and hg[n| is the nth path of the
impulse response associated with the channel between the kth user and the receiver.
Shown in Fig. 3.6 is a model for an uplink asynchronous OFDM-CDMA system [15]
where each user signal with asynchronous timing and CFO is transmitted over an inde-

pendent channel.

—» Delay of user 0 [—® Channel of user 0

&
CFO of user 0

—» Delay of user 1 |—® Channel of user 1

» Delay of user K-1 ®» Channel of user K-1

CFO of user K-1

Figure 3.6: An uplink asynchronous OFDM-CDMA transmission model.

The discrete baseband received sample ylll,. at the base station can be expressed as

Z Z €j27T(l Th ek/N—i-'lU[l] (33)

=0 i=—o00

where 7#[I] is the ith OFDM-CDMA symbol (frame) of the kth user, 73 is the relative
chip delay of the kth user, € is the normalized CFO (the actual CFO divided by the
intercarrier spacing) of the kth user and wll] is the complex additive white Gaussian
noise (AWGN). The nth chip sample of the ith OFDM-CDMA frame (block) associated

with the kth user, r¥[l], is
N-1
Ty [N Nyt b Ny = N Z Hka J2mma/N. = 0,1,...,N—1. (3.4)

Assuming that the desired user is the dth user and the corresponding timing reference

has been established, then we have

yéi [n] = y[l]|l:i(N+Ng)+n+Td+Ng
=y [n] + 4" [n] + w;n] (3.5)
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where we have decompose the received sample into the desired signal component

yD [n] = Sde]27rZ(N+Ng)Ed/N Z HdCdej%rnq/Ne]%rned/N
def 1« HaCdpi2mm(a+ea) /N
= 5 iN Z HyCger™mmare (3.6)

q=0

which we define Sd Siei?miN+Ng)ea/N " the multiple user interference

00

MU] 2w (I—7y )er /N
§ § ej )en/ ‘l i(N+Ng)+n+7q+Ng (3'7)
k=0 i=—00
k#d

and white Gaussian noise

wiln] = W[l]|i=i(N Nttt N, (3.8)

Fig. 3.7 is a block diagram of a typical @QEDM-CDMA receiver that makes a serial-to-
parallel conversion on the receivedibasebandrsamples and take FFT on each converted
block before deriving CFO and-channel estimates. <The establishment of the timing
reference, as mentioned before, isiassumed-to-have béen accomplished perfectly whence
the corresponding block is not shown for simplicity.

It has been argued [10] that the OFDM-CDMA (MC-CDMA) receiver can use all
the received signal energy scattered in the frequency domain while it is difficult for the
DS-CDMA receiver to make full use of the received signal energy scattered in the time
domain. This is the main advantage of OFDM-CDMA (MC-CDMA) scheme over other

multiple access schemes. Taking DFT (FFT) on {y%[n]}, we obtain

=
L
=

Vilm) = 3 yPlle N ST (M )+ o] e

J/

3
Il

o
(3
Il

(e

MUI+AWGN

N-1 N-1
~, 1 . .
= (S;i > Hjc;lea2wn<q+ed>/zv> e TN 4 MUI + AWGN

N-1 N-1
~ 1 . .
— 5;12 HC ( eﬂ’m%/Neﬂm(q—m)/N) + MUI + AWGN (3.9)
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where we have defined

N—

1
_ N Z 6j27rned/N j2mn(q— m)/N (310)
n=0
-
v
v
=+ \ Detected
4/
Figure 3.7: Receiver structure for the dth OFDM-CDMA user.
Hence, the mth subcarrier component|is given by
N—-1
d _ dvdpd
Yim] = S HICIH MU £ AWGN
N N=1
= SIHLCAYE+ STy HICH! , +MUI + AWGN (3.11)
 ggm
cr
and the 1th subcarrier component is
N1
Y] = SPYHICH |+ MUI+ AWGN
b(il = bﬁl\/fl
_ b
= S¢( H{C§ Hicy --- HE_,C% ) + MUI + AWGN
by
b
N d
= S¢( HiC? H{CY - HICE)| 1|+ MUI+ AWGN. (3.12)
b1
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Stacking each subcarrier at the output of the FFT block,

Y, = yo) v - AN 1))
we obtain
Y[0] Hicg  H{CY --- H{_ ,Cf, b
Y] = aicy  Hicg .- HJCY by
Yz‘d[N_ 1] HJC{T—IC]C{/—l chg H]G\ll—2CJ(<f—2 b?\/—l
+MUI + AWGN (3.13)
and thus
Y, = SC4b? + MUI + AWGN. (3.14)

The coefficient vector, b%, can be decomposed into FFT matrix and the frequency offset

vector
bd 1 1 1 1
bzli 1 1 ej27r1/N gt 6j27r(N—l)/N ej27re,1/N
: = = (3.15)
bff\,;l 1 6]'27r(1\}—1)/N ej27r(N'—1)2/N €j27r(N;1)e,1/N
for
1 V-l
bg — N ej27rn6gl/]\fej27rnq/N
n=0
1
1 ‘ ‘ 6j27red/N
= N( 1 ed2mla/N ... gi2n(N-1)g/N ) : . (3.16)
ejQW(Nfl)ed/N
Substituting the matrix form
b? = Ws(e) (3.17)
into (3.14), we obtain
Y, = SIC{Ws(ey) + MUI +AWGN (3.18)
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where Cf, is N x N effective channel spreading matrix for desired user given by

eyt -l
H{C H5CS - H§C
Cy, = L 2 e (3.19)
H{ Oy HECY -+ HRy_,CR_y
For the special case of no fading, we have
Y, = SCLWs(eq) +MUI+AWGN (3.20)
where CY,, is N x N spreading matrix for desired user and given by
g Cf - CRy
cé ¢ ... (4
Cyy = oo (3.21)

C]%f—l ég C]G(.I—Q
3.3 CFO Estimation

Linear-filtering the frequency domain samples Y, by the regression vector V, we obtain

the associated output energy
E[IVRY,; Y] = VIEN, YV = VIRyyV (3.22)

where Ryy = E[Y; Y] and (-)# denote conjugate transpose (Hermitian) of the argu-

ment. The following constrained optimization problem
Vopi(€) = arg mvin E[IVHY,)?] (3.23)
subject to the constrain
VIC{ Ws(e) = 1 (3.24)
can be easily solved by invoking Lagrange multiplier method to obtain

Vv(VERyyV) — AVy(VHCEWs(e) - 1) = 0, (3.25)
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which leads to
2RyyV = A\2C{ Ws(e). (3.26)
Assume Ryy is nonsingular, we have
V = JMR,;.CfWs(e) (3.27)
where
1

Y = (CLWs(0)"R, LOLWs() (3:28)

Therefore,

Ryy CWs(c)
(C§,Ws(e) "Ry C§,Ws(e)
Rg5.CJ Ws(e)

— 3.29
sH(e)\WHCIAR,; C4, Ws(e) (3.29)

VOpt<€) =

and the minimum output energy(MOE) is given by

MOE(e) = EWNZ (Y

opt

= V(6 RyyViul(e)
(Ryy CY,Ws(e))"Ryy Ry, Cf, Ws(e)
(s7 () WHCH Ry, CF, Ws(e))?
1

= . 3.30
sH(c)WHCIIR;L C4, Ws(e) (3:30)

Since the weighting vector V,,; minimizes the filter output energy with a unit gain at
the given €, MOE as a function of the CFO € should exhibit a peak in the neighborhood
of the correct CFO ¢, of desired user. Fig. 3.8 plots a typical normalized MOE(e) as a
function of the normalized CFO.

Hence, the desired CFO estimate is then given by

ég = arg meax{EHVg)t(E)Yz‘ %1}

= argmin{s” (e )WHCJ'R;; CJ, Ws(e)}. (3.31)
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Figure 3.8: Normalized MOE vs Normalized CFO where MOE is normalized by its peak
value and the true CFO = 0.7 subcarrier spacings.

Using the correlation ergodicity assumption
Ryy —+ Ry, N, 00, (3.32)
the data correlation matrix can be approximated by time-averaging over N, snapshots
1 &
~ 1 H
Ryy = o Z;YZYZ. . (3.33)

However, the CFO estimate requires an exhaustive search over the entire uncertainty
range. The resulting complexity may make its implementation infeasible. We observe
that s(e) has a special structure that can be of use to reduce the complexity of searching

the desired CFO solution. Define
R,; = WUCHR,LCIW (3.34)
then

&g = arg mein{sH(e)ﬁZZs(e)}. (3.35)
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The Root MUSIC algorithm, [16], [17] suggests that we set z = ¢/2™/N and define the

parametric vector
2 N-11T
s(z) = [1,2,2 Lyt 2 } (3.36)
so that s(z)#Rs(z) can be expressed as a polynomial of order 2N — 1,

A(2) e/ s(z)"Ryys(z) = Z s(n)z" (3.37)

where s(n) = 3, ; Ryz(i,j), forn =j—i,andn=—-N+1,--- N —1. As A(2) is a

j27re/N)

real smooth function of €, taking derivative of A(e with respect to € and setting

O (727N /e % A(e) = 0, we obtain
F(z)—F*(z) =0, (3.38)
where F(z) = 25;11 ns(n)z™ is a polynomial of order N — 1. Let Z w {zi} be the

nonzero complex roots of F'(z) —=*(z) = 0,-then the desired estimate is given by

N
€y = =mz 3.39
€d ]27( 112 ( )
where
zZ=arg mig{s(z)HﬁZZs(z)}. (3.40)
zZ; €

The range of estimator is j:% subcarrier spacing. Fig. 3.9 shows the locations of the
normalized roots of the polynomial, including the desired CFO estimate.

We summarize our CFO estimation algorithm as following:

1. Collect Ny received blocks and construct the sample correlation matrix Eyy,

ﬁyy = Nis vajl YinH and compute f{ZZ = WHC%HIA{;%,C%W with channel

information or Ry = W C%If{;%/CCVZVW without channel information.

2. Calculate the coefficients of F(z) based on Ryz where F(z) = SN 'ns(n)z,
s(n) =2, Ryz(i,4), for n=j —i.
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Figure 3.9: Normalized 1/MOE vs Normalized CFO where 1/MOE is normalized by its
peak value and the associated root distribution; true CFO = 0.7 subcarrier spacings.

3. Find the nonzero roots of FE(z) —#*(2) = 0 and discard undesired roots which

outside of CFO estimate range.

4. Obtain the CFO estimate from e; = j%ln,% and Z = arg minzi{s(z)HﬁZZs(z)},

v = €j27r5/N

3.4 Simulation Results and Discussion

We use the data format of the IEEE 802.11a standard with a sample interval of 50
ns in our simulations. As mentioned before, CFO is normalized by subcarrier spacing.
Two static frequency-selective fading channel whose power delay profiles have sixteen
exponentially decaying paths and rms delay spreads of 50 ns and 150 ns, respectively,
are considered. The former channel is referred to as Model A while the latter is referred
to as Model B. Typical magnitude squared frequency responses for these two classes of
channels are depicted in Figs. 3.10 and 3.11, respectively. Obviously, Channel B is more

selective than Channel A. Table I lists the system and channel parameters used in the
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simulation. The signal-to-noise (SNR) ratio is defined as the ratio between the desired
signal power and the noise power. Perfect power is assumed such that all received user

signal powers are the same.

Table I
System and Channel Simulation Parameters
Parameters Values
Number of subcarriers 64
Length of cyclic prefix 16 samples
OFDM symbol period 64416 samples
Modulation QPSK
Spreading code Random sequence {-1,1}
Length of spreading Code 64
Channel model (i) AWGN

(ii) Frequency selective fading channel
16-path with rms delay spreads of 50 ns (Model A)
16-path with rms delay spreads of 150 ns (Model B)

Power delay profile Exponential decay
Number of data blocks (Ny) 50, 100, 200
Number of users (K) 10, 30, 50

Alkreceived user signal powers are the same

Fig. 3.12 shows the mean-squared error (MSE) performance of the CFO estimate
under various channel conditions. “A. 10-user-asynchronous OFDM-CDMA system is con-
sidered and each computer run consists of 100 data blocks. When channel information
{HZ} is not available, the channel estimate is obtained by assuming {H¢ = 1}. The
performance in channel A without channel information is better than that in channel B
because high frequency selective implies low subcarrier correlation and makes it more
difficult to distinguish the desired user from the other users via the spreading code. And
if the receiver can not distinguish the desired signal from interference, the algorithm
tends to cancel the desired signal, eliminating both MUI and part of the desired signal.
On the other hand, as expected, when channel information is available the performance
under both circumstances improve. The performance in channel B with channel infor-
mation is better than that in channel A because the more selective channel fading is

the larger the distance between the effective channel spreading matrices associated with
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different users. In AWGN channels, only the spreading code is available to distinguish
different user signals. Fig. 3.13 compares the MSE performance with different number
of data blocks. When the data correlation matrix is unknown, we replace the ensemble
averages, Ryy, for the time averages, f{yy. As the number of samples increases, f{yy
becomes “closer” to Ryvy, i.e., if one uses more data blocks for estimating the correlation
matrix, the resulting performance will be “closer” to the optimal performance using the
true ensemble correlation matrix. The impact of the number of users is plotted in Fig.
3.14 where, as has been expected, it is shown that the MUI power is proportional to the
number of system users whose presence degrade the frequency estimate’s performance
accordingly. Performance of CFO estimate depends mainly on multiuser interference
and noise. These performance curves do confirm that the proposed estimator is able to
offer reasonable good performance even in a heavily-loaded system. Fig. 3.15 compares
the averaged estimate CFO with thetrue CFO at.SNR = 10 dB and shows that as long
as the true CFO is within £32 (ie. £N/2-):subcarrier spacings, good estimated values

can be obtained.
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3.5 Remarks and Further Discussions

As we have mentioned before, the proposed CFO estimate requires channel information
and if this information is not available, the resulting estimate yields poor performance.
What we really need is an approach for obtaining CFO and channel estimates simulta-

neously.

3.5.1 Iterative CFO and channel estimation

Although an optimal joint estimate can be obtained by the generalized maximum like-
lihood principle the resulting answer is likely to be very complicated. A more practical
solution can be obtained through iterative (turbo) processing in which the CFO esti-
mate without channel information serve as an initial estimate in an iterative estimation
process. We thus suggest the following two iterative procedures for simultaneous CFO
and channel estimation.

Algorithm 1

e Basic assumption: The timing reference-of the desired user signal has been suc-

cessfully established.
1. The initial CFO Estimate, €;(p), is obtained from
Ry, = WICIHIR,LCLW
2. Derive the channel estimate, H? (p), with the aid of é,(p).
3. Compute the new CFO estimate, €,(p + 1), using H% (p) and
Ry, = WICHRLCLW

4. Check convergence: ||€s(p+1)—¢éu(p)|| <6 = go to Step 5; otherwise, set p = p+1

and go to Step 2.
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5. Output the final estimates, €; = €;(p + 1) and ﬁgl = ﬁi(p)

Under the same assumption, one can also starts with an initial channel estimate and
proceed to find the CFO.

Algorithm 2
1. An initial channel estimate, I/-j;in (p), is obtained via some blind approach.

2. Obtain the initial CFO estimate, €;(p), with the help of ﬁgl(p) and

Ry, = WICHRLCLW

3. An improved channel estimate, H%(p + 1), is obtained by using é4(p).

4. Convergence check: Zivn;é |He (p+1) — He (p)|| < 6 = go to Step 5; otherwise,

set p=p+ 1 and go to Step 2
5. Output the final estimates €= é(p) arid H? = H (p + 1).

3.5.2 Successive interference cancellation multi-user-detector

The approach we used so far can be categorized as a single-user estimation approach,
basically treating the undesired user signals as interference. Another class of solutions
is the multiuser estimation approach that tries to estimate all CFOs either sequentially
or simultaneously. We suggest a simple approach similar to the so-called successive
interference cancellation used in multiuser detection theory. In accordance with con-
ventional terminology, we refer to our solution as a Successive Interference Cancellation
Multi-User-Estimate (SIC MUE), which can be briefly summarized as follows.

The SIC MUE Algorithm

Assuming that there are L > m users whose power can be estimated and the data

sequences of the m strongest received sequence has been successfully detected.

1. Order the received signal according to their estimated power.
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2. Regenerate a copy of the sum of the strongest received m signals.

3. Subtract from the received signal the regenerated copy to obtain a partially-

interference-suppressed version of the received sequence.

4. Perform joint CFO and channel estimate on the strongest signal among the re-

maining L — m ones based on sequence obtained in the previous step.

5. Make a hard decision on this strongest signal after compensating for the CFO and

channel distortion.

6. m«— m+ 1, if m < L go to Step 2; otherwise output all the detected sequences

and stop.
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Figure 3.16: An SIC Multiuser detector with iterative CFO and channel estimates.
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Chapter 4

Conclusions

We have extended both Moose’s and Yu’s maximum likelihood CFO estimation
algorithms for use in MIMO-OFDM systems. As long as the length of cyclic prefix
is greater than or equal to the maximum delay that accounts for the all users’ timing
ambiguities and channel multipath delays. The performance of both CFO estimates
improves as the number of transmit/receive anténnas increases. In other words, the
presence of multiple antenna not only promise great. capacity enhancement but entail
performance improvement for the associated frequeney synchronization subsystem.

The frequency synchronization problem for asynchronous OFDM-CDMA systems in
frequency selective fading channels is also studied. Assuming frame synchronization has
been established and channel estimation is available, we employ a constrained minimum
output energy (MOE) criterion for estimating the CFO. The estimate is obtained by
searching for the value that yields the largest MOE. Following an approach similar to
Yu’s ML algorithm, we convert the min/max search into a polynomial rooting problem.
The range of the proposed estimate is j:% subcarrier spacings where N is the frame
(DFT) size. Performance depends mainly on multiuser interference, thermal noise and
number of pilot blocks.

When no channel information is available, the proposed CFO estimate deteriorates
and thus some joint frequency and channel estimation scheme is urgently needed. Iter-

ative solutions are suggested but have not been proved. Besides, the proposed solutions
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belong to the class of blind estimates that require a relatively long convergence period. It
would be very much welcome if we can find either an improved—less complicated and/or
faster convergence rate—blind estimate or a pilot-assisted solution with little or no learn-
ing period. A joint timing-frequency-channel estimation algorithm for OFDM-CDMA

systems is called for as well.
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