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Low VDDyny 512Kb 8T SRAM Design in 40nm CMOS

Process

Student: Chien-Hen Chen Advisors: Prof. Wei Hwang

Department of Electronics Engineering & Institute of Electronics

National Chiao-Tung University

ABSTRACT

According to more and more wide-ranging usage of portable electronic
devices such as PDA, notebook, cell-phone and so on, reducing the power
consumption of whole SoC chip is one of the most important topics. In advanced
SoC chip design, SRAM usually occupies the. biggest area of SoC design so
SRAM can dominate the performance and total power consumption of SoC
design. One of the most effective ways to reduce the total power consumption is
scaling down the operating voltage. Conventional 6T SRAM is not suitable for
low-voltage region because of read-disturb and half-select disturb. Process and
temperature variation also severely degrade the stability of conventional 6T
SRAM. This thesis presents a 512Kb low VDDyin SRAM design with a
disturb-free and data-aware write-assist (DAWA) 8T bit-cell. Cross-point
structure of this 8T cell can eliminate the half-select disturb and support
bit-interleaving structure. Adaptive read/write time tracing replica circuit, ripple
bit-line read scheme and local bit-line keeper design enhance read-stability and
write-ability. By this DAWA 8T bit-cell and R/W assist scheme, SRAM array can
achieve low-voltage operating voltage. A 512Kb test chip is fabricated in UMC
40nm low-power (LP) CMOS process. Post-layout simulation results
demonstrate operating frequency of 502.5 MHz at 1.1V and 28.42MHz at 0.6V.
The power consumption of read and write operation are 13.5pW/MHz and 6.87
pW/MHz, respectively. The VDDmin of the proposed 512Kb 8T SRAM array is
0.45V.
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Chapter 1

Introduction

1.1 Background

By the Moore’s law, we know that the size of single transistor will become half of
original size each 18 months. It also means that total number of transistors in a SoC
design doubles each 18 months, too. According to Moore’s law, we know that the
performance and capacity of chip can improve at exponential rates. In modern IC,
dynamic power consumption dominates the total power consumption. Furthermore, in
advanced process, leakage power becomes more and more critical. So the circuit
technique to cope with leakage current problem-is very important in modern IC’s
design.

In modern system-on-chip (SoC) design, SRAM is the most common choice for
embedded-memory. SRAM macro will occupies the biggest area of whole chip, about
90%, in recent IC design. The area, performance and total power consumption of

SRAM will dominate the chip area, performance and total power consumption at all.

1.2 Motivation

Due to SRAM dominating the total power consumption of whole chip, reducing
the total power consumption of SRAM is one of the most effective way to reduce the

total power of whole chip. Power consumption can expressed as follow

P

total

=P

dynamic

+P

leakage + F)short—current (1 : 1)

=VDDx | P. =VDDx |

leakage® ' sc mean

=ax f xCxVDD?,P,

leakage

Where P

dynamic

According to the equation, dynamic power is proportional to the square of supply



voltage. Leakage power and short-current power is proportional to the supply voltage.
We can make a conclusion that voltage scaling of whole chip is one of most effective
ways to reduce the total power consumption of whole chip. Voltage scaling of SRAM
circuit design becomes a most important topic of low-power issue.

But when we reduce the operating voltage in SRAM design, it generates some
problems such as the degradation of cell stability and write-ability due to threshold
voltage variation. Threshold voltage variation is caused by random doping fluctuation
(PDF), line-edge toughness and local oxide thickness variation. SRAM is a bottleneck
subject in low-voltage modern IC design. As shown in Fig. 1.1, as VDD is reduced to
0.5V~0.7V, the power consumption per operation can dramatically reduce, but delay
degrades not too much. As VDD: is furthér decreased, timing delay increases
dramatically and power consumption also increases due to leakage power consumption
increasing by exponential rate” in sub-threshold region. The SRAM circuit has
minimum energy-delay-product at VDD =0.5 V~ 0.7V which is different from typical

combinational digital circuit.
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Fig.1. 1 Energy and Delay versus VDD of SRAM and Logic Circuit [1.6]

Conventional 6T SRAM cell is the most common SRAM bit-cell (Fig. 1.2 (a)).
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SRAM bit-cell should be stable during the stand-by, read and write operation. Each
transistor of 6T SRAM cell should be adequately sized to promise the cell stability and
write-ability. But for cell stability during stand-by or read, we should strengthen the
cross-coupled inverter and weaken the pass-gates. But when we try to improve the
write-ability, we should weaken the cross-coupled inverter and strengthen the
pass-gates. The size decision between improving the cell stability and write-ability are
opposite. Because of threshold-voltage variation in advanced process, the cell stability
and write-ability are severely degraded in low-voltage operation. In addition,
conventional 6T SRAM cell is suffered from read-disturb problem and half-select
disturb problem which both can degrade the cell stability. In summary, conventional
6T SRAM cell is not suitable in low-voltage operation. The alternative 8T cell [1.6] is
shown at Fig. 1.2(b). Its cell.node is decoupled to the read buffer. The read SNM
(RSNM) of 8T cell is similar to the Hold SNM of conventional 6T cell. However, the
alternative 8T cell is also suffered from half-select disturb problem and it can’t be
applied in bit-interleaving structure which can_resolve soft-error-rate in advanced
process. So we should find a more suitable SRAM cell for low-voltage operation. Fig.
1.3 shows the cell stability during read/hold mode and write-ability at

VDD=0.2V~1.0V under the Vt variation situation.
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Fig.1. 2 (a) Conventional 6T SRAM cell (b) Alternative 8T SRAM cell [1.7]
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Fig.1. 3 Hold/Read SNM and write margin on different VDD under Vr variation [1.1]

As mentioned, leakage current problem can’t be ignored in modern IC designs. It
cause Ion/Iofr ratio problem in low-voltage SRAM circuit design. When reading data,
depending on the data stored in the SRAM array, the total leakage current of
un-accessed cell may be larger than the read current of accessed cell. It can cause the

error of sensing data. This problem is shown 1s-Fig: 1.4.
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So we know that when we want to design SRAM array circuit in low-voltage
region, first we should find a suitable SRAM cell which can have sufficient stability
and write-ability in low-voltage operating region. Peripheral circuits which can
enhance read-stability and write-ability in low-voltage are important, too. Leakage
current problem in BL sensing scheme can’t be ignored in low-voltage operating region.
Short Local Bit-line structure reducing the BL leakage current or some technique

compensating the BL leakage current to ensure the correctness of read operation is also

4



important in low-voltage operating SRAM circuit Design.

1.3 Thesis Organization

Following is the main contents of this thesis. In Chap 2 we will discuss the recent
low-voltage SRAM design, which including some cell topologies and read/write assist
circuit in low-voltage region. Basic SRAM operation and the definition of cell stability
and write-ability will also be introduced. An 8T SRAM bit-cell with data-aware
write-assist (DAWA) scheme will be introduced in Chap 3, including read/write
operation and the simulation result of cell stability and write ability in different PVT
condition. The adaptive write time tracing circuit will also be introduced in Chap 3, too.
In Chap 4, a ripple bit-line read scheme with hierarchical global bit-line will be
introduced. We will discuss the leakage current topic in SRAM design in this chapter. A
Local bit-line keeper design used in this DAWA 8T cell will also be introduced in Chap
4. In Chap 5, we design a Low-VDDyny 512kb 8T SRAM design in 40nm CMOS
process, including the circuits which are refereed.in Chap 3 and Chap 4. Performance
and power of this low VDDyw 512kb 8T SRAM will be discussed, too. Chapter 6

finally concludes this thesis.



Chapter 2
Overview of Recent Low-Voltage SRAM

2.1 Introduction

This chapter is a study of basic SRAM operation, basic concept of SRAM bit-cell
stability, power dissipation of CMOS technology and recent low-voltage SRAM design.
Typical SRAM array structure and the schematic and operation of conventional 6T
SRAM cell are presented in section 2.2. The basic concept of SRAM bit-cell stability
and the measurement of SRAM bit-cell stability / write-ability are presented in section
2.3. Power dissipation, consisted of dynamic power dissipation, leakage dissipation and
short-circuit dissipation, are introduced in section 2.4.'Some recent low-voltage SRAM
bit-cells are presented in section 2.5.-Recent read-assist or write-assist circuitry in
low-voltage SRAM design is presented in section 2.6. We make a summary in section

2.7.

2.2 Conventional SRAM design

2.2.1 Typical SRAM Array Structure

Fig. 2.1 shows a typical SRAM array structure, with four pages of N-rows by
M-bits array. We can see the SRAM cell, row decoder, column decoder, sensing-
amplifier, write driver, and timing block. Row decoder is gated by appropriate timing
signal generated by timing block. Row decoder decodes the X-address signal and
selects one of word-lines turning on. Z-decoder decodes the Z-address signal to select
the pages. Column decoder, which decodes the Y-address signal, allows sharing a single
sense amplifier of multiple columns. In a word-oriented SRAM, each address points to

6



a word of n bits (common value are 4, 8, 16, 32 or 64 bits). Timing signals in all of

SRAM macro are generated by timing block.
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Fig.2. I'SRAM array structure [2.1]

2.2.2 SRAM Column Circuitry
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Fig.2. 2 SRAM column circuitry
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Fig. 2.2 shows the SRAM column circuitry of a normal single-port SRAM. The
pre-charged circuit is composed of two pre-charged PMOS and one equalizer PMOS.
Pre-charged PMOS can pre-charge both bit-lines to VDD on stand-by mode. Equalizer
PMOS equalizes both bit-lines to same voltage to solve voltage offset before read/write
operation. Write-driver pulls down one of bit-lines to “0” determined by input data. We
can also see the schematic of typical differential-based sensing amplifier consisted of
cross-couple inverter-type latch. Once the sensing amplifier is activated, it can sense

the different voltage between bit-line pair, latch read data through regenerative

feedback.

2.2.3 Conventional 6T SRAM Bit-cell

WL

PL PR

;-
AxL To8 ol AXR
g 1 T

BLC BLT

Fig.2. 3 Schematic of conventional 6T SRAM bit-cell

Fig. 2.3 shows the schematic of conventional 6T SRAM bit-cell. This SRAM cell
consists of two cross-coupled inverters (PL, PR, NL and NR), two pass-gate (AXL and
AXR) transistors, one word-line and two complementary bit-lines. Two cross-couple
inverters store the binary data and pass-gate transistors provide read/write access into
the cell. Word-line controls the bit-line pair connecting to cross-couple inverter by

turning on pass-gate transistors M5 and M6. Fig. 2.4 shows the layout view of this 6T



SRAM bit-cell.

BL VDD GND

Fig.2. 4 Layout view of conventional 6T SRAM bit-cell [2.2]

Fig. 2.5 shows the read operation of conventional 6T SRAM bit-cell. When read
operation occurs, both BLC and BLT are pre-charged to VDD initially, and then WL is
turn on by WL driver addressed by. X-address signal, connecting the cell node to the
bit-lines. For each bit-cell in a.word, determining by storage data, one of two bit-lines
will be discharged. Different signal is generated and send to the sensing-amplifier.

Sensing-amplifiers transfer the different signal into the full swing signal and latch the

data at the read output.
WL=1
PL
-l |
AXL TaB
L
QB=0
BLC BLT

Fig.2. 5 Read operation of conventional 6T SRAM bit-cell

Fig. 2.6 shows the write operation of conventional 6T SRAM bit-cell. When write

operation occurs, both BLC and BLT are pre-charged to VDD initially, and then one of
9



two bit-lines is pulled down by write driver determined by input data and WL is turn on
by WL driver addressed by X-address signal, connecting the cell node to the bit-lines.
Once one of two bit-lines is pulled down and word-line is turn on, data will be flipped
and then latched by cross-coupled inverter. Finally input data is written into the cell

node.

WL=1

BLC=0 BLT=1

Fig.2. 6 Write operation of conventional 6T-SRAM bit-cell

2.3 SRAM Bit-cell Stability and Write-ability

2.3.1 Static noise margin

During stand-by mode, the WL of the 6T cell is low so that the pass-gate transistor
is off. The cross-coupled inverters must maintain bi-stable operating point to properly
hold the data. The best common way to measure the stability of cross-coupled inverters
is the static noise margin (SNM) [2.3]. We defined Hold SNM as the maximum DC
noise voltage which is placed to the gate and the Q/QB of cross-coupled inverters
which can be tolerated by the SRAM cell. In other words, hold SNM is the value of the
maximum voltage which is placed between the gate and the Q/QB of cross-coupled

inverters which can maintain the storage data of the SRAM cell. Fig. 2.7 shows the
10



setup schematic for measuring the Hold SNM. VN is the DC noise source which is
placed to the gate and the Q/QB. When VN is increased, the Hold SNM of cell is

changed.

BLC=1 BLT=1

Fig.2. 7 The standard setup of measuring the Hold SNM

Fig. 2.8 shows the butterfly curve, which is the most common way to represent the
SNM graphically. The butterfly curve contains the voltage transfer characteristic (VTC)
of one of cross-coupled and inverse VTC of the other inverter. The SNM is defined as

the length of the side of the largest'square which can be fit into the eyes of the butterfly

curve.
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Fig.2. 8 Butterfly curve of Hold SNM (Conventional 6T SRAM cell) [2.3]

During read operation, the WL of the 6T cell is high so that the pass-gate transistor

is on. The cross-coupled inverters must maintain bi-stable operating point to properly
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hold the data when read operation. The best common way to measure the read stability
is the read static noise margin (RSNM) [2.3]. The definition of SNM is defined in the
previous section. Fig. 2.9 shows the setup schematic for measuring the Read SNM. WL
is on for reading access; BLC and BLT are both set to VDD to indicate the initial

condition of read access.

-

BLC=1 BLT=1

Fig.2. 9 The standard setup of measuring the Read SNM

In conventional 6T cell, read SNM is worse than hold SNM. When read operation,
WL is turn on and one of two bit-lines is-discharge to-a lower voltage. The “0” node will
rise a little voltage because of the voltage diving effect between the pass transistor and
pull-down transistor. Once the disturb voltage rise near to the trip point of the inverter,
data will be flipped. Fig. 2.10 shows the butterfly curve of read SNM and hold SNM of
conventional 6T SRAM bit-cell, revealing read SNM is worse than hold SNM in

conventional 6T SRAM bit-cell.
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Fig.2. 10 Hold SNM vs. Read SNM (Conventional 6T SRAM cell) [2.5]
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2.3.2 Write trip point

Although there are many way to measure the write-ability of SRAM bit-cell, find
the write trip point (WTP) is the most common and easiest way to measure the
write-ability of SRAM bit-cell. WTP is defined as the maximum voltage on the BL
which can make the data in the cell be flipped. Fig. 2.11 shows the setup schematic for
measuring the WTP. Fig. 2.12 shows the result of finding the WTP. We fix one of the
two bit-lines at high voltage and sweep the other bit line from VDD to GND, trying to
flip the data in the cell. Once bit-line is lowered to a certain level, data will be flipped,
indicating a successful write access. Larger WTP indicates the smaller voltage we need
to lower bit-line voltage below VDD for a successful write. If the WTP value is
negative, it means that although we lower the voltage of bit-line to GND, the data will
not be written in. It is impossible to write data into the.cell when WTP is negative,
unless we can lower the bit-line voltage to negative level. We make a conclusion that

higher WTP represents the better write-ability.
WL=1

- I d =

B \LI
BLC=VBL BLT=1

Fig.2. 11 The standard setup of measuring the WTP
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Fig.2. 12 Write trip point (WTP) of conventional 6T SRAM bit cell [2.7]

2.3.3 The disadvantage of 6T SRAM Bit-cell

In 0.35,0.18 and 0.13 pm.CMOS process, 6T SRAM Bit-cell is the main structure
in embedded memory. Due to some disadvantages, 6T SRAM bit-cell is not suitable
under 90nm process. It is also.not suitable in low-voltage operation.

First is read and half-select disturbs. The reason of generating read disturb is
introduced in previous section. Furthermore, in advanced process and low-voltage
operation, threshold voltage variation maybe makes the disturb voltage larger than the
trip voltage of the other inverter, which can cause losing the original data in the bit-cell.
In additional, there is a half-select disturb in interleaving SRAM structure. When a
read/write operation, one of word-lines is turn on, the half-select cells in the same row
are also doing pseudo read operation, where read-disturb also occurs. Fig. 2.13 shows
the read-disturb of 6T SRAM bit-cell under different process. Cell-switch point voltage

and read-down level voltage may overlap under 90nm process.
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Fig.2. 13 The read-disturb of 6T SRAM in different process [2.8]

The second is the conflicting requirements between different operations. During
stand-by mode, if we want to improve the cell stability, we can higher the trip point of
inverters by making the pull-down transistors weaker and pull-up transistors stronger.
We define this ratio as 1 ratio. To improve read SNM and minimize read-disturb, we
can make the pull-down transistors stronger and the pass-gate transistors weaker. We
define this ratio as B2 ratio. To improve the write-ability of SRAM cell, we can make
the pull-up transistors weaker and the pass-gate transistors stronger. We define this ratio
as B3 ratio. We can find that one of three [ ratios is conflict to each other  ratios, as Fig.
2.14 shows. As mentioned, conventional 6T SRAM cell is susceptible of large PVT
variation and local Vi mismatch in advanced process. Enlarge 2 and B3 ratio can
stabilize the 6T SRAM bit-cell but increased much more area and consume much more

power.
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Fig.2. 14 Conflicting requirements between hold/read/write operations [2.9]

15



Consequently, the tradition 6T bit-cell stability (Hold SNM and Read SNM) and
write-ability will degrade dramatically in low-voltage due to the PVT variation and
local Vrmismatch. Fig. 1.3 shows this result. In addition, as mentioned in chap 1.2,
Lon/Iofr ratio decrease dramatically when operating voltage is scaled down. In summary,

the VDD, of 6T SRAM bit-cell is limited to high voltage (e.g. >0.8V at 65nm)

2.4 Power Dissipation

As equation (1.1), power dissipation in CMOS circuit is composed of three main
components, dynamic power dissipation, leakage power dissipation, and short-circuit

power dissipation. Each kind of power dissipation will be introduced in the following.

2.4.1 Dynamic Power Dissipation

Fig. 2.15 shows a CMOS “inverter with loading capacitance C,. The average
dynamic power dissipation can be obtained by summarizing the average dynamic
power of NMOS and PMOS. The primary dynamic dissipation component is charging
and discharging the load capacitance. Suppose the operating frequency of inverter is
and the input Vin is a square wave with a period T, the load capacitance Cp will be
charged and discharged T * f times. In one complete charge and discharge cycle, a total
charge of Q = C. *VDD will be charged or discharged in the C;.. The average dynamic
power of this inverter is given by

T/2 T/2

1 1'¢ Voo [
Py = j y (Vo it +— !n.;(t)(vDD V)t =%£IDD (Hdt (2.1)

T

Where we can replace IiDD (t)dt to the total charge of the loading capacitance
0

between the period T * f *Cp«VDD, the equation 2.1 can be simplified to

16



P, =C, *Vp, * f (2.2)
Because gates usually do not switch every cycle, we must consider switching

probability; thus we add a switch factor a into equation 2.2. Dynamic power can be

expressed as
P, =a*C_*V,, *f (2.3)

From equation 2.3, we know that dynamic power of logic gates is proportional to

the square of supply voltage, switch factor, operating frequency and loading capacitor.
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Fig.2. 15 Circuit diagram of inverter

2.4.2 Leakage Power Dissipation

As shown in Fig. 2.16 I is Reverse-bias PN-junction current; I is sub-threshold
current; I3 is gate oxide tunneling current; 14 is gate hot-carrier injection current; Is is
gate-induced drain current and I¢ is channel punch-through current. The mentioned six
current are composed of leakage current in CMOS transistors. Sub-threshold current,
gate-induced drain current and punch-through current are off-state leakage mechanisms,
while Reverse-bias PN-junction current and oxide tunneling current are on-state
leakage mechanisms. Gate hot-carrier injection current can occurs either in off-state or

17



during the transistor bias states in transition. Each source of leakage current will be
introduced in the followings.

Gate

Source

Well

Fig.2. 16 Leakage current in NMOS transistor [2.13]

Reverse-bias PN-junction Current

Drain and source to well junctions are typically reversing biased, causing PN
junction leakage current. There are two main components of a reverse-bias PN junction
current, one is minority carrier diffusion/drift near-the edge of the depletion region; the
other is due to electron-hole pair generation in the depletion region of reversed-biased
junction. In nano-scale MOSFETs, due to the use of high junction doping, large
junction band-to-band tunneling (BTBT) occurs with drain at VDD and substrate at
ground. The junction BTBT exponentially increases with an increase in the

drain-to-substrate bias. We model Reverse-bias PN-junction current as following
Ijn = IjnO exp(—Bn Voo _[de |)) (2.4)
Where |, 1s the junction leakage at [\/db| = Vpp and S, is a doping dependent

factor. The area of the drain diffusion and the leakage current density has impact on
Reverse-bias PN-junction current, which are determined by the doping concentration.
Sub-threshold Current
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Sub-threshold or weak inversion conduction current flowing from drain to source
during the V, is below the threshold voltage (off-state). In the weak inversion, the
minority carrier is small, but not zero. For the NMOS transistor, even if Vg = 0V, there
is still a current path in the channel of the NMOS transistor due to the Vpp potential of
the Vps. Unlike the strong inversion region in which the drift current dominates, the
sub-threshold current is dominated by the diffusion current. Due to short-channel effect,
the sub-threshold current increases with an increase in the drain bias (Drain Induced
Barrier Lowering) and a reduction of channel length (Vrg-roll off). Due to the body
effect, the sub-threshold current reduces with the application if the reverse body-bias.

We model the sub-threshold current as following

— Noist Vs = Vis) + /lbodyvbs
mkT /g

) (2.5)

gs
sub — IsubO exp(
Where, 1, is the sub-threshold current of a transistors at Vg = 0V, Vg = Vpp

and V=0, 7755, 1s the DIBL coefficient, Ay, 1s the body-effect coefficient and m is

the sub-threshold swing factor:

Sub-threshold current roughly increases by a factor of five at each new technology.
Such increase is due to the scaling of sub-threshold voltage and short-current effect,
caused by gate length reduction. In summary, sub-threshold current becomes the
biggest source of leakage current in modern transistors.

Gate oxide Tunneling Current

Gate oxide tunneling current in transistors with ultra-thin gate oxide is due to the
direct tunneling of electrons (or holes) through the gate dielectric. Oxide tunneling
current increases exponentially with reduction in the oxide thickness and increase in the
electric field across the oxide. Fig. 2.17 shows the components of Oxide tunneling

current in a scaled NMOS transistor.
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Fig.2. 17 Components of tunneling current [2.13]

Gate oxide tunneling current is composed to the three elements:
1. Major components of oxide tunneling current are gate to source/drain overlap
region current (Iggo and Iggo).
2. Gate-to-channel-current (I,¢), which goes to the source (Is) or to the drain
(Igcd)
3. Gate-to-Substrate current (Igp)
Therefore, the gate oxide tunneling current can be divided into the following
components
1. Gate-to-source (Igs = Igso * Lgcs)
2. Gate-to-drain (Igg = Igdo 1 Igcd)
3. Gate-to-substrate (Ig)
The overlap current dominates the gate oxide tunneling current in the “OFF” state
whereas gate-to-channel dominates the gate oxide tunneling current in the “ON” state.
We model gate oxide tunneling current as following

—a40rr (Vop _‘ng )‘

gOFF — I oFFo€

(2.6)

Vgs)

—atyon Vop—{Vaq ) —agon (Vpp—
loon = lgonol€ ™" o) +€

Where | o, is the OFF state overlap tunneling leakage at [V = Vpp and
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I ono 18 the ON state gate-to-drain leakage at [V = Vpp. The magnitude of the gate

leakage current increases exponentially with the gate oxide thickness Tox and the Vg as

shown in Fig. 2.18 and Fig. 2.19, respectively. [2-14]
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Fig.2. 18 Gate leakage current vs. gate oxide thickness [2.14]
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Fig.2. 19 Gate leakage current vs. gate voltage [2.14]

Gate hot-carrier Injection Current

In the short-channel transistor, because of high electric field near the Si—SiO,
interface, electrons or holes can get sufficient energy from the electric field to field to
cross the interface potential barrier and enter into the oxide layer. This is known as the
gate hot-carrier injection current.

Gate-induced Drain Current
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This current from drain to bulk is caused by high electrical fields in the gate-drain
overlap region. Gate-induced drain current occurs in large Vpg and generates carriers
into the substrate and drain from surface traps or band-to-band tunneling. Thinner oxide
thickness and higher Vpp enhance the electric field and therefore increase GIDL. In
addition, at low drain doping, the electric field is not too enough to cause tunneling. By
contrast, at very high doping, the depletion width and tunneling volume is restricted,
causing less GIDL. In summary, GIDL is worse for moderated drain doping.

Channel Punch-through Current

In short-channel devices, due to the proximity of the drain and the source, the
depletion regions at the drain-substrate and source, the depletion regions at the
drain-substrate and source-substrate: junctions rextended into the channel, As the
channel length is reduced, if the doping is kept constant, the separation between the
depletion region boundaries. decreases. An increase in.the reverse bias across the
junctions (with increase in Vpg) also pushes the junctions nearer to each other. When
the combination of channel length and reverse biasleads to the merging of the depletion
regions, channel punch-through current have occurred.

Leakage current in Tradition 6T SRAM bit-cell
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Fig.2. 20 Leakage current in conventional 6T SRAM bit-cell [2.12]
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Fig. 2.20 shows all kind of leakage current in conventional 6T SRAM bit-cell,
including sub-threshold leakage, gate leakage and junction leakage. Since most of the
SRAM bit-cell in SRAM array is usually on the stand-by mode, leakage power
dominates the total power consumption of SRAM. Considering the different leakage
components of all transistors, we can count the total leakage of the cell as following

I, =1

+ 1 +1

sub SubAXR subNL subPR

Ijn =2l jnaxe T IjnAXR + IjnNL +1 jnPR
(2.7)

Igate = 2|gOFFiAXL + IgOFFfAXR + IgON PR + IgONfNE +2|gOFF7PL + IgOFFfNL

IIeak = Isub+|jn+|gate

2.4.3 Short-circuit Power Dissipation

Short circuit power dissipation oceurs as both pull-up and pull-down networks are
partially ON while the input switches, existing a direct-path current flowing from the
power supply to the ground.-It increases as edge rates become slower because both
networks are ON for more time. It decreases as load capacitance increases because with
large loads the output only switches a small amount during the input transition, leading
to a small Vpg across one of the transistors. Short current power dissipation can be
expressed as

Psc = lneanVoo (2-8)

Where Iean 18 the mean value of the short circuit current, and I nean is modeled as

[2-15]:

_1 B
12V,

(Voo ~2V2)' = (29)

Where f is the gain factor of a transistor, t is the input rise/fall time. Although this
is a simplified model, it reveals the fact that short current is affected by operating
voltage, rising time or falling time of input signal, threshold voltage and operating

frequency. In summary, decreasing operating voltage and rising/falling time of input

23



signal and increasing threshold voltage decrease short-circuit power dissipation.

2.4.4 Total Power Dissipation

As we mentioned in the previous section, we can make a conclusion of total power

as following

I:)total = Pleakage + denamic + I:)short—circuit (2-10)

All kinds of power dissipation are relative to the operating voltage Vpp. Last but
not the least, because of operating voltage Vpp dominating total power consumption,
lowering the operating voltage Vpp is the most effective way to reduce the total power

consumption.

2.5 Recent Low-voltage SRAM Bit-cell Design

2.5.1 Single-ended 8T SRAM Bit-cell

RWL

1

WWL l _T_ |_|

WBL WBL RBL
Pass-gates for Read stack for
write only read only

Fig.2. 21 Single-ended 8T SRAM bit-cell [2.6]

Fig. 2.21 shows this single-ended 8T SRAM bit-cell. This cell added two extra
transistors as read buffer, which make cell node decoupled from RBL. Consequently,
this cell is read-disturb free and the read SNM of the cell is much better than

conventional 6T cell. Because of the separation of read-port and write-port like register
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files, we can improve read-stability and write-ability without conflicting requirement.
By using single-ended read port and hierarchical BL scheme. This cell is designed in a
high-performance 32kb sub-array in 65nm PD-SOI CMOS process and can operate at
5.3GHzin 1.2V and 295MHz at 0.41V. Fig. 2.22 shows the improvement of Read SNM

between this 8T cell and conventional 6T cell

— 6T-SRAM
- ---8T-SRAM

Vright

Rsssssnsassassnsassassasast

Fig.2. 22 Read SNM of conventional 6T-SRAM & single-ended 8T-SRAM [2.6]

One of ISSCC 2010 paper about Core Implemented contributed by AMD [2.16], it
said that single-ended 8T SRAM 1is commonly used in recent single-VCC
microprocessor core for its performance critical low-level caches and multi-ported
register-file arrays. However in write operation, once one WWL is pulled-up, all of
pass-gate transistors in the same row are turn on. Because of full VDD on WBL and
WBLB which are pre-charged in stand-by mode, so once WWL is pulled-up, stored
node will be affected by BL, called pseudo read or Half-select disturb. In summary, this
8T cell eliminates read-disturb, improving the read SNM. But this 8T cell still suffers

from Half-select disturb.

2.5.2 Differential Data-aware Power-supplied 8T Cell

Fig. 2.23 (a) shows this Differential Data-aware power-supplied 8T cell. Unlike
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conventional SRAM cell, the cross-coupled inverter of this cell is supplied by bit-line
pair instead of sharing the same power lines. Fig. 2.22(b) and (c) shows the waveform

of read and write operations.
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Fig.2. 23 (a) The schematic of D2AP 8T cell (b) waveform of write operation (c)

waveform of read operation [2.17]

In stand-by mode, ZWL=0, both BL and BLB are pre-charged to VDD and VDDL
and VDDR are pre-charged to VDD through PSWL and PSWR. In write-0 operation,
ZWL =0, WL = 1 and BL is pulled-down to 0, VDDL is reduced by PSWL, which
improve the write-ability in write-0 operation. In contrast, in write-1 operation ZWL =
0, WL =1 and BLB is pulled-down to 0, VDDR is reduced by PSWR. In read operation,
ZWL and WL are VDD. There is an additional discharge path through PSW and PU
transistors either read-1 or read-0. Due to additional discharge path and differential read

scheme, the noise immunity and read access time is better than single-ended 8T cell. In
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half-select cell, self-negative feedback can reduce VDDL or VDDR, lowering the
trigger point of inverter and providing a better cell stability. The disadvantage of this
cell is floating “1” on un-selected row because of ZWL = 1. A 39Kb sub-array is
designed in 45nm process. The VDD is 540mV, 200~240mv better than single-ended

8T SRAM in same array structure.

2.5.3 A Large cVTH/VDD tolerant zigzag 8T SRAM (Z8T)

WWL

RWL
@ "]
= @ |m

Fig.2. 24 Schematic of Z8T SRAM cell (b) Layout view of Z8T SRAM cell [2.18]

Fig. 2.24 shows the schematic and layout of cVTH/VDD tolerant zigzag 8T
SRAM. In stand-by mode WWL=0 and RWL =1 so both BL and BLB is clamped to
VDD through un-selected NRO and NR1, reducing the BL leakage current. This Z8T
cell can have long BL structure.

When read-operation, WWL =0 and RWL = 0. RBL and RBLB will be discharged
according to data in the selected cell. Because of cell node decoupled from RBL, the
Read SNM of Z8T cell will be improved. The write-operation is similar to conventional
6T cell. A 32Kb sub-array with this Z8T cell is designed in 65nm process. Hierarchical
WL structure and differential read and write-back sense amplified are used. The

VDDmin of this sub-array is 440mV [2-18]
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2.5.4 A Novel Column-Decoupled 8T Cell (CDC-8T)

__________________

BDT1
j LWLE1 LWLE1

Z} 2 devices perform

“AND" operation
Column Column
decode (BDCO) decode (BDC1)

Fig.2. 25 Selected and half-selected cell of CDC-8T [2.19]

Fig. 2.25 shows the selected cell and half-selected cell of this CDC-8T, which can
eliminate half-select condition. On selected cell, GWLEis 0 and BDTO is 1, so LWLEO
is 1 during read or write operation. On the half-selected cell, GWLE is 0 but BDT1 is.
LWLE1 is 0. By this column-decoupled scheme, tead half-select disturb can be
eliminated. This CDC-8T cell can also.be interleaved to solve the soft-error-rate
problem by using simple ECC. The half-select free design enables further voltage
scaling. The VDDmin of this cell is 150mv smaller than conventional 6T cell in 1.6Kb

sub-array in 90nm PD/SOI process. [2-19]

2.5.5 Schmitt-Trigger-Based SRAM Design (ST cell)

Fig. 2.26 shows a Schmitt-trigger-based SRAM bit-cell (ST cell). In hold
operation, due to stack pull-down transistors, the hold SNM is better than conventional
6T cell. Input-dependent transfer characteristics of Schmitt-trigger improve both
read-stability and write-ability. Furthermore, the storage node is isolated from the

BL/BR because the WWL is off during read. It can improve read stability-too. In write
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operation, there are two discharge paths through AXL1/AXR1 and AXL2/AXR2 which
can improve write-ability, too. This ST cell proposed 1.6X read-stability, 2X

write-ability and 120mv lower read VDDmin compared to iso-area conventional 6T

bit-cell in 130-nm CMOS process [2-2][2-20]

Read Mode
Write Mode
Hold Mode

Fig.2. 26 ST SRAM bit-cell schematics[2.2] [2.20]

2.5.6 Column Line Assist 10T SRAM cell (CLA-10T)

0.49 ym

Fig.2. 27 CLA-10T SRAM (a) schematic (b) layout [2.21]

Fig. 2.27 shows the schematic and layout of CLA-10T cell. The Read SNM is

worse than previous bit-interleaving 10T SRAM [2-22] because both outside and inside
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pass-gate transistors are pulled-up to VDD when read operation and cell-node is not
decoupled of BL. When read operation, WL is pulled-up to VDD, BL and BL/ are
pre-charged to VDD in advance and CL and CL/ are pulled down to GND. The read
current is larger than prior 10T SRAM due to an additional discharging path from BL to
CL.

In write operation, WL is VDD. One of BL pair will be discharged to GND, same
as CL pair. There is an additional path from CL to cell node which improves the
write-ability of this CLA-10T cell. A 128Kb CLA-10T SRAM array is designed in

45nm process. The VDDmin is 0.56V.

2.6 Recent Read/Write Assist Circuit Technique in

Low-Voltage SRAM.Design

In low-voltage SRAN Design, sometimes creating novel bit-cells in low-voltage
SRAM is not sufficient. We also need some read or writeassist circuit technique, such
as single-ended sensing improvement circuit, negative bias on BL or VSS of bit-cell
and suppressing or under-driving either the VDD of bit-cells or the voltage of

word-lines. We will discuss recent R/W assist circuit technique as following section.

2.6.1 Single-ended Sensing Innovation

Some alternative SRAM bit-cells, such as single-ended 8T SRAM [2.6], use the
single-ended sensing scheme. Compared to differential sensing scheme, single-ended
sensing scheme is slower due to full VDD swing. As mentioned, single-ended sensing
scheme is more sensitive to have read failure in low-voltage SRAM Design.

There are some single-ended sensing innovations in Fig. 2.28. Fig. 2.28 (a) shows
sense-amplifier redundancy scheme by selecting a backup sense amplifier if the
original one does not work [2.23]. Fig. 2.28 (b) shows the re-configurable sensing
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scheme for DVS, including NMOS input sense-amplifier and PMOS sense-amplifier.
In high voltage operation, we choose NMOS input SA because inputs with a higher
common-mode voltage results in faster solution of the outputs. In contrast, in
low-voltage operation we choose PMOS input SA because PMOS input SA has faster
resolution when common-mode inputs are close to GND [2.24]. Fig. 2.28 (c) shows the
VGND replica scheme to generate the virtual GND voltage of sensing inverter in read
buffer. The trip point of sensing inverter in read buffer is automatically adjusted to the
midpoint between the high voltage and the low voltage of BLs [2.25]. Fig. 2.28 (d)
shows the AC-coupled sense-amplifier to distinguish the sensing time between true “1”’

and false “1” at low-voltage operation [2.26]
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Fig.2. 28 (a) Sense-amplifier redundancy [2.23] (b) Re-configurable sensing scheme

[2.24] (c) VGND replica scheme [2.25] (d) Ac-coupled sense amplifier [2.26]
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2.6.2 Negative-biased Read/Write Assist Circuit

The basic concept of negative-biased read/write assist circuit is pulling-down the
BL to negative voltage in write operation [2.30] and pulling-down the VSS node of
bit-cell in read operation [2.27]. Fig. 2.29 shows the negative-biased Read/Write Assist
circuit (schematic and waveform) of cross-point 8T SRAM. In read operation, the VSM
is pulled-down to negative voltage. In write operation, one of BL pair is pulled-down to
negative voltage, as shown in Fig. 2.29 (b). A IMb SRAM array is designed in 45nm
bulk LSTP CMOS process with cross-point 8T cell and negative-biased read/write
assist circuit [2.27]. The VDDmin can be reached to 0.6V. The similar concept which is
used to enhance read/write ability for dual-port SRAM is also shown in Fig. 2.29 [2.28].
A 1Mb SRAM array is designed in.45nm process. The. VDDmin can be improved by

120mV.

< VEM

Write Read
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RE |

BL—
/BL L/

Fig.2. 29 (a) Cross-point 8T SRAM (b) Read/write negative-biased circuit (c)

waveform [2.27]
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Fig.2. 30 (a) Negative write bias scheme (b) Read boost scheme [2.28]
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Fig. 2.31 shows another way of negative-biased BL for write-ability improvement.
The boost node Nboost is connects to 8 BL pairs and pre-charged to GND at the end of
write cycle. The capacitor Cboost is charged to VDD when WS1n is VDD before the
write cycle. In a write cycle, WS1n and WSOn are discharged to GND. In high-voltage
operation, it needs not too high negative boosting efficiency. WS1n is pulled down to
GND, first. The boosting efficiency is not too high. In contrast, in low-voltage
operation, it needs high negative boosting efficiency. WSOn is pulled down to GND,
first. The boosting efficiency is high. Fig. 2.30 (b) shows the result. The 64Mb SRAM
is built from 128*512Kb Macro in 32nm High-K metal gate SOI process. The operation

voltage can be scaled down to 0.7V [2-29]
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Fig.2. 32 (a) Constant-negative-level write-buffer (b) negative BL level [2.31]
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Fig. 2.32 shows the constant-negative-level write buffer, the charge in C_boost is
proportional to the BL capacitance. It means that the charge in C_boost is proportional
to the cells per bit-line. It generates a constant-negative-level in BL during write
operation. The target bias level is -0.15V+0.05V, which is not too negative to hold the
data in un-selected cell and not too low to write the data into the selected cell. Fig.
2.31(b) shows the automatically optimized constant negative BL level for 4 cells per

bit-line and 512cells per bit-line [2.31]

2.6.3 Voltage modulation Read/Write Assist Circuit

The basic concept of voltage modulation R/W Assist Circuit is that we can boost
WL voltage or suppress the VDD voltage of the cell array to enhance the write-ability.
In contrast, we can suppress the WL voltage or boost the VDD voltage of the cell array
to enhance the read-stability. Fig. 2.33 shows level-programmable word-line driver
(LPWD) and dynamic array supply control which can tune the WL voltage and array
supply voltage in read and writecycle, respectively {2:32]. In single-ended 8T SRAM,
due to the separation of read port and write port, we can boost RWL in read cycle and
boost WWL in write cycle, respectively, as shown in Fig. 2.34 (a). It also use
write-back scheme to solve the half-select read disturb problem. A 64Kb 8T-SRAM is
designed in 90nm process. VDDmin can reach to 0.42V and area overhead is 8.5%

[2.33]
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Fig.2. 34 (a) Boost RWL and WWL in read/write cycle (b) Write back scheme [2.33]

Fig. 2.35 shows the R/W assist circuits, respectively. Fig. 2.35 (a) shows the WL
under-drive circuit to improve the read stability. Fig. 2.35 (b) shows the write assist
circuit that can lower the voltage of SRAM array supply during write cycle. A 512Kb
conventional 6T SRAM array is designed in 45nm bulk process. The VDDmin is
improved from1.13V to 0.96V [2.34]. Due to suppressing the VDD source of WL driver,
the rise time of WL is slow in Fig. 2.35(a). Fig. 2.36(a) shows a modified WL
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under-drive circuit. The rise time of Fig. 2.36 (a) is 60% faster than Fig. 2.35(a) [2.31].
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Fig.2. 35 (a) Word-line under-drive circuit (b) Write assist circuit [2.34]
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Fig.2. 36 (a) Modified Word-line under-drive (WLUD) circuit (b) Rise time of WLUD
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Fig. 2.37 shows another way of word-line under-drive circuit called as the
adaptive dynamic word-line under-drive (ADWLUD) circuit which consists of WLUD
module, controller and 6T SRAM bit-cell based sensor. It can adaptively tune the
strength of WLUD circuit on different PVT condition. Conventional 6T cell based
Vtp/Vtn sensor will adaptively track the different PVT condition to generate the
Vsensor. Vsensor is compared to Vrefl and Vref2. If Vsensor < Vrefl, the small PMOS
P3 is turn on for applying a strong WLUD. If Vsensor < Vref2 the large PMOS P4 is
turn on for applying a weak WLUD. The reference voltage generation circuit consists
of a resistive divider with a multiplexer for controller calibration. A 3.4Mb SRAM
macro is designed in 32nm high-k metal gate process. The VDDmin is improved by
130mV [2.35].

Fig. 2.38 shows the schematic and waveform of multi-step word-line control
technology. This technique improves not only SNM and also write-ability. First we pull
up P1 and P2 to VDD by asserting the CLK_WL. The WL capacitance C is gradually
charged to VDD. The slow WL rise improve the SNM of half-select cell by suppressing
the read-disturb voltage. After WL voltage is reached to 1.0V, CLK PU is activated and
the WL capacitance C is boosted to 1.1V with the pumping capacitor Cp. The
write-back speed of half-select cell can be speed up.

We need to determine the PMOS resistor R and the pumping capacitor Cp. If R is
too small, the worst SNM of half-select cell can’t retain the data because WL voltage
will reach 1.0V before BL voltage is discharged to a level at which SNM will remain
true. If R is too big, the operating speed of SRAM will be too late. Cp is determined that

can generate a sufficiently high voltage for stable write operations. [2.36]
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Fig.2. 38 Multi-step word-line control technology for word-line drover [2.36]

2.7 Summary

This chapter first introduces the structure and basic operation of conventional 6T
SRAM and then introduces the basic concept and measurement of stability and
write-ability in SRAM bit-cell. Power dissipation, such.as dynamic power dissipation,
leakage power dissipation and short-circuit power dissipation are discussed. We know
that leakage power dissipation becomes a critical issue of SRAM design in advanced
process. Some alternative SRAM cells in low-voltage consisted of 8T or 10T are also
introduced in this chapter. Finally we introduce some read/write assist circuit to
improve the cell stability, read/write speed and write ability in low-voltage SRAM
design. The R/W assist circuitry is usually based on the concept of negative-biased
voltage and voltage modulation on BL/WL voltage, the VDD or VSS of the cell array.
Obviously the conventional 6T SRAM can’t satisfy the demands in low-voltage region.
Following chapter will present an 8T SRAM bit-cell with data-aware write-assist

topology and ripple BL sensing scheme and local BL keeper design.
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Chapter 3

A Low VDDyn Date-aware Write-Assist 8T
SRAM with Adaptive Write-time Tracing
Replica Circuit

3.1 Introduction

As we discussed in Chap 1 and Chap 2, conventional 6T is not suitable in
nano-scale process due to the critical variation of process and temperature. In [3.1],
authors point out that the area of 6T bit-cell will be larger than 8T bit-cell in advanced
process because we need large. beta-and gamma . ratio to cope with process and
temperature variation, as shown in-Fig. 3.1. Conventional 6T is not suitable in
low-voltage region due to read-disturb problem, half-select disturb problem and not
sufficient SNM. It is difficult to, lower the -VCCymn~of conventional 6T bit-cell.
Consequently, it is necessary to find an-alternative SRAM bit-cell topology to work in

advanced process and low-voltage
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Fig.3. 1 Minimum area comparison between 6T and 8T cells [3.1]
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In this chapter, an 8T SRAM bit-cell with data-aware write-assist (DAWA) will be
presented. Cell structure and basic operation will be introduced, first. And then the
cell-stability and write-ability of this DAWA 8T cell will be discussed in detail. The
architecture of this 8T cell-array will be presented. Finally an adaptive write-time
tracing replica circuit, adaptive VVSS driver and WWL driver using in this 8T cell will
be presented. Following simulation and analysis are based on UMC 40nm LP process.
This projected are discussed with supported by professor Ching-Te Chuang of Digital
VLSI Lab, Hao-I Yang of LPMD Lab and the IPD department of Faraday Technology

Corporation.

3.2 Cell Structure and Basic Operation of Cell
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Fig.3. 2 Schematic of DAWA 8T cell

Fig. 3.2 shows the schematic of 8T cell with data-aware write-assist (DAWA)

scheme, this cell have outer layer pass-gate MR1 and inner layer pass-gates MS1/MS2.
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Outer pass-gate MR1 is controlled by row-based WL. Inner pass-gates MS1 and MS2
are controlled by column-based signal WWL and WWLB, respectively. WWL, WWLB
and VVSS are determined by input data when write operation. M1 and M2 are power
switches of this 8T cell which are shared by several cells per column. There is only one
BL in this 8T cell, so this cell is single-port structure that can reduce power
consumption. In addition to data-aware write-assist scheme, this 8T cell uses High-Vr
PMOS to weaken PMOS transistors of cross-coupled inverters, improving the
write-ability. Furthermore the High-V1 PMOS can reduce the leakage current in bit-cell.
In summary, this 8T bit-cell is Dual-Vt and single-port bit-cell. The layout views of this
8T cell in UMC 40nm LP process is in Fig. 3.3. The column-based signal such as WWL,
VVSS, VVDD1, VVDD2, BL and WWLB are routed in metal 2. The row-based signal
such as WL, GND and inter-node N1 are routed in metal3. One 8T bit-cell size in UMC

40nm LP process is 1.44pm X 0.59pum = 0.85um’

0.59um

VSS  WDD1 WDD2

y

Fig.3. 3 Layout view of DAWA 8T SRAM bit-cell (exclude M1 and M2)
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3.2.1 Pre-charged / Stand-by Mode

In pre-charged or stand-by mode, since WL, WWL and WWLB are turned off the
inner pass-gates MS1/MS2 and outer pass-gates MR1 are turned off, improving the
stability of the bit-cell, as shown in Fig. 3.4. Since WWL & WWLB are logic “0”, both
power switch PMOS transistors M1/M2 are turned on, keeping VVDD1 & VVDD2 on
full VDD. In pre-charged mode, the voltage level of BL is VDD and the voltage level of

VVSS is GND during pre-charge or stand-by operation

qCn w b
' '
[] 1]
WLeo" 'VVDD1 . \WDD2:
N1
MS2 sl 1
WWL=*0" WWwLB="0"
I MR2
wss=p" BT

Fig.3. 4 Pre-charged / stand-by mode of DAWA 8T bit-cell

3.2.2 Read Mode

In read operation, BL is pre-charged to VDD in advanced. The voltage of VVSS is
GND. Column-based signal WWL and WWLB are GND. The row-based signal WL is
pulled-up to VDD so that the outer pass-gate MR1 is turned on. BL is kept at VDD if QB
is logic “0” and discharged to GND through MR1 and MR2 if QB is logic “1”. Read
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operation in the DAWA 8T bit-cell is same as conventional 8T bit-cell. Read disturb is
eliminated. Both power switch PMOS transistors M1/M2 are turned on, keeping

VVDD1 & VVDD?2 on full VDD. Fig. 3.5 shows the read operation.

4w w I
WL="1" 'WVWWVDD1 VVDD2s
- Ml ™
1 MR
MS2 1
WWL=“0’ WL B=;°"
l |MR2
BL

VVSS="0" floating

Fig.3.:5 Read mode of DAWA 8T bit-cell

3.2.3 Data-aware Write-assist Write Mode

In write operation, BL is discharged to GND first. The row-based signal WL is
pulled-up to logic “1” so that the outer pass-gate MR1 is turned on. The column-based
signal either WWL or WWLB is pulled-up to VDD determined by the data which we
want to write into the selected cell. When we want to write logic “1” into the cell node,
WWL is pulled-up to VDD. When WWL is logic “1”, the power switch M1 is turned off,
making the node VVDDL1 floating. Floating VVDD1 weakens PMOS transistors MP2
and then logic “1” is easier to write in the selected cell. In contrast, when we want to
write logic “0” into the cell node, WWLB is pulled-up to VDD. When WWLB is logic
“1”, the power switch M2 is turned off, making the node VVDD?2 floating. Floating

VVDD?2 weakens PMOS transistors MP1 and then logic “0” is easier to write in the
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selected cell. This is data-aware write-assist write operation.

Next we consider the column-based signal VVSS. In write “1” operation, if VVSS is
logic “0”, disturb happened on the column half-selected cells whose cell node QB store
data “1” in the same column. The discharging path is through from QB, MS2 and MR2
to VVSS and then the logic “1” in QB of the column half-selected cells may be
discharged to logic “0”. In contrast, in write “0” operation, if VVSS is logic “1”, disturb
happened on the column half-selected cells whose cell node Q store data “0” in the
same column. The discharging path is through VVSS, MR2 and MS1 to Q and then the
logic “0” in Q of the column half-selected cells may be charged to logic “1”. As shown
in Fig 3.6. Thus we must set VVSS to logic “1” when write “1” operation and set VVSS
to logic “0” when write “0” operation. Fig. 3.7 show the write “1” operation and write
“0” operation when VVSS is connected to logic “1” and logic “0”, respectively. In

addition, Write “1” is more critical than write <0

Fig.3. 6 Column half-select disturb in write operation
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Fig.3. 7.Write “1”” mode and write “0” mode

Fig. 3.8 shows the control signal waveform of tead, write and stand-by signal,
Table 3.1 list what each signal is during different operation. Due to the read buffer
decoupling cell node from BL, the read-disturb can be eliminated; due to the
cross-coupled cell topology, the half-select disturb on the same row can be eliminated,
too. In cross-coupled cell topology, we can only write data into the selected cell whose
row-based WL and column-based WWL/WWLB are turned on simultaneously. So we
can apply bit-interleaving structure which can solve soft-error. In summary, we can use
this DAWA 8T in low-voltage region, lowering the VDDyyn, as shown in Fig 3.9.
However, because of data-aware write-assist scheme, the SNM of column half-selected
cell will be degraded due to the difference between VVDD1 and VVDD2, as shown in

Fig. 3.7 We will discuss this topic in Chapter 3.4
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Fig.3. 8 Control signal waveforms
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Fig.3. 9 Cell array structure
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Table.3. 1 Basic operation of LOW Vppyin DAWA 8T

STBY Read Write “0” Write “1”
WL 0 1 1 1
WWL 0 0 0 1
WWLB 0 0 1 0
RBL 1 floating 0 0
VVSS 0 0 0 1
VDD1 VDD VDD VDD <VDD
VDD2 VDD VDD <VDD VDD

3.3 Cell Stability

3.3.1 Cell-stability in"Hold / Read Operation

In this chapter, we define the static-noise-margin (SNM) as cell stability and
write-trip-point (WTP) as write ability. The definition and measurement of SNM and
WTP are discussed in Chap. 2.3.

Fig. 3.10 shows the Read SNM of this DAWA 8T cell in different PVT Condition.
Fig. 3.10 (a) shows the SNM in high-voltage region (VDD=1.1V) and Fig. 3.10 (b)
shows the SNM in low-voltage region (VDD=0.6V). Because of read buffer in this
DAWA 8T cell, there is no read-disturb and Read SNM is same as Hold SNM. Read
SNM doesn’t degrade when WL is turned on like as conventional 6T bit-cell. In Fig.
3.10, obviously we can find that the worst process corner and temperature of RSNM is
PSNF corner & 125°C. Fig. 3.11 shows the Hold SNM and Read SNM of conventional
6T bit-cell and DAWA 8T bit-cell. Conv.6T is from UMC 0.303um” and DAWA 8T is

from the bit-cell which we proposed in Chap 3.2 with size tuning. From Fig. 3.11, we
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can find that Conventional 6T bit-cell has about 1.2X hold SNM compared to DAWA
8T bit-cell but DAWA 8T bit-cell has about 2.6X Read SNM compared to conventional

6T bit-cell at PENS & 125°C, which is the worst case of Read SNM.
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Fig.3. 10 RSNM in different PVT Condition (a) VDD=1.1V (b) VDD=0.6V
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Fig.3. 11 Comparison of SNM between Conventional 6T and DAWA 8T

3.3.2 Write-ability (WTP)

Fig. 3.12 shows the WTP of this DAWA 8T cell in different PVT Condition and
VVDDI1/VVDD?2 are full VDD. We consider write “1” condition because write “1” is

more critical than write “0, as shown in Fig. 3.7. Fig. 3.12 (a) shows the WTP in
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high-voltage region (VDD=1.1V) and Fig. 3.10 (b) shows WTP in low-voltage region
(VDD=0.6V). Obviously we can find that the worst process corner and temperature of

WTP is PFNS & -40°C. The WTP is negative in PFNS & -40°C below VDD=0.8V.

VDD=1.1V VDD=0.6V
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=TT =TT e
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| == PSNF| | == PSNF|
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VVDD1=VVDD2=VDD VVDD1=VVDD2=VDD )
005 40 25 125 005 ~

-40 25 125
Temperature (°C)

(a) (b)

Temperature (°C)

Fig.3. 12 WTP in different PVT condition (a) VDD=1.1V (b) VDD=0.6V
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Fig.3. 13 Comparison of WTP between Conventional 6T and DAWA 8T

Because of two layer pass-gates the WTP of DAWA 8T bit-cell is worse than
conventional 6T bit-cell. Fig. 3.13 shows the WTP of conventional 6T bit-cell and

DAWA 8T bit-cell. Conv. 6T is from UMC 0.303um® and DAWA 8T whose
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VVDD1=VVDD2=VDD and DAWA 8T whose VVDD1 = (90, 85, 80) % * VVDD2 =
(90, 85, 80) % * VDD. We can see that conventional 6T bit-cell has about 2~3X WTP
compared to DAWA 8T bit-cell whose VVDD1=VVDD2=VDD. We also can see that
data-aware write-scheme can significantly improve the write ability, especially in

low-voltage region.

3.3.3 Cell-stability of Column Half-select Bit-cell

V. V.

] [ ] [
1VVDD1  VVDD2: 1VVDD1  VVDD2:
[

o 1]

WWL=“1’ wwL=f WWLB=“1"

(b)

Fig.3. 14 The worst cast of local. VT shift (a) Column HS-cell (b) Write

In data-aware write-assist scheme, the column half-select cells suffer from the
degradation of cell-stability due to the difference between VVDD1 and VVDD2.
VVDDI1 should be as low as possible that can improve the write-ability but should be as
high as possible than can improve the cell-stability of the column half-select cells in the
same column. So if there is an appropriate voltage level that can meet the requirement
of successful write and maintaining the storage data of column half-select bit-cells is an
important issue. In advanced process, we should consider the local Vr shift. Fig. 3.14 (a)
is the worst case of cell-stability in local V1 mismatch situation and Fig. 3.14(b) is the
worst case of write-ability in local V1 mismatch situation (F: fast, S:slow). In this

simulation we consider 3*cVrg ~90mV. First we define VDD_W is the maximum
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VVDDL1 that we can have a successful write in Fig. 3.14(b), considering the worst case
of 3cVrlocal Vi mismatch. Next we define VDD R is the minimum VVDDI that the
column half-select bit-cells can maintain the storage data in Fig. 3.14(a) considering the
worst case of 36Vrlocal Vr mismatch. Finally we define VSM = VDD W — VDD R.
If VSM >0, it means that here is an appropriate voltage level that can meet the
requirement of successful write and maintaining the storage data of column half-select
bit-cells even in the worst case of 3 sigma local V1 mismatch.

Fig. 3.15 shows the VSM in different PVT condition. We can see that VSM >0 in
wide range VDD (1.2V~0.6V) in different process corner and temperature, considering

the worst 3 sigma local V mismatch of write and hold case except PFNS corner.
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3.4 Adaptive Write-time Tracing Replica Circuit

In advanced process SRAM circuit design, we often use replica circuitry to trace
the read-time or write time, determining the pulse width of word-line that can solve the
misreading issue or reduce the power consumption [3.5] [3.6].

Since we use data-aware write-assist scheme in the proposed 8T cell, VVDD1 will
be floating when WWL is turned on and VVDD2 will be floating when WWLB is turned
on. If the pulse width of WWL and WWLB is too wide, the difference of voltage level
between VVDD1 and VVDD?2 will too large to maintain the storage data of column
half-select bit-cells. In this scheme we will trace the write-time in different PVT
condition to control the pulse width of column-based signal WWL, WWLB and VVSS.

Signal WWL_Enable
go to WWL Driver
wa_en >0 PSordf L& L

WLE
. Dummy WL
M5 M3| M1

M6 M4

\VVDD1__ VVDD:

=
J—

| COL_EN

WpP2  WP1

WPO }2 WP2 @ racing cell

WSS

Initialize
Transistor

j L%ﬁ L ERCLS
i r—

Replica Column wss Selected Column I:L

I

||

Fig.3. 16 Adaptive write-time tracing replica circuit

Fig. 3.16 shows the adaptive write-time tracing replica circuit. It works in

write-cycles. In this scheme we will trace the time of write “1” operation because write
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“1” is more critical than write “0”. In stand-by mode the node Q of the tracing cell will
be initialized to 0, preparing to trace the time of write “1” operation. WLE is positive
clock edge-triggered, determined by external CLK signal. When external CLK signal is
pulled up to logic “1”, WLE is pulled up to logic “1”, too. WWL_EN is logic “1” in a
write cycle and “0” in a read cycle. When WLE and WWL_EN are logic “1”, it means
that a write cycle happens. WWL_Enable signal is pulled up to logic “1”” after WLE and
WWL_EN are asserted to logic “1”, enabling the WWL Driver to generated
column-based signal WWL, WWLB and VVSS determined by DI signal and col_EN
signal. We trace the write “1” time of the tracing cell in the Replica Column. The
number of bit-cells on the Replica Column is same as the number of bit-cells on one
local bit-line. If the QB of the tracing cell is flipped to logic “0”, we send a signal to
WWL Driver which can disable the WWL Driver and. turn off column-based signal
WWL, WWLB and VVSS. The pulse width of WWL, WWLB and VVSS can be adaptively
tuned in different PVT condition. Transistors M1~M6 is.word-line under-drive circuit
controlled by external signal W0.and W1. These transistors can tune the voltage level of
Dummy_WL that can tune the write-ability of the tracing cell. Iff\W1,W 0]=[0,0], the
write-ability of the tracing cell is the best and the write-time is the shortest, generating
shorter pulse width of WWL, WWLB and VVSS. In contrast, if(W1L,WO0]=[L1], the
write-ability of the tracing cell is the worst and the write-time is longer, generating the
longest pulse width of WWL, WWLB and VVSS. We can use these transistors to cope

with the issue of local V1 mismatch
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3.5 Adaptive VVSS Driver and WWL Driver
I
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Dinb

Col en

Din

Fig.3. 17 Adaptive VVSS driver and WWL driver

Fig. 3.17 shows the adaptive VVSS driver and WWL driver. When write “0”
operation, D_inb is logic “1”, once WWL_Enable is pulled-up to VDD, WWLB is
pulled-up to VDD. WWL_Enable is pulled down to GND once the QB of tracing cell is
flipped to logic “0”. WWLB is pulled down to GND after WWL_Enable is pulled down
to GND. When write “1” operation, D_in is logic “1”and once WWL_Enable is
pulled-up to VDD, VVSS is pulled up to VDD. WWL is pulled up to VDD after VVSS is
pulled up to VDD. WWL_Enable is pulled down to GND once the QB of tracing cell is
flipped to logic “0”, too. When WWL_Enable is pulled down to GND, first WWL is
pulled down to GND and then VVSS is pulled down to GND. When write “1” operation,
the pulse-width of VVSS is wider than the pulse-width of WWL, eliminating the column

half-select disturb as we shown in Fig. 3.6. Fig. 3.18 shows the waveform of adaptive
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write-time tracing replica circuit, adaptive VVSS driver and WWL driver.
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Fig.3. 18 Waveform of adaptive write-time tracing circuit, adaptive VVSS driver and

WWL driver

3.6 Simulation Result

Fig. 3.19 shows the pulse width of WWL_EN signal sending to adaptive VVSS
driver and WWL driver which are generated by adaptive write-time tracing circuit in
different PVT condition and different value of W 1,W 0]. We can see that when [W 1,W 0]
= [0,0], the pulse width of WWL_EN signal is the narrowest. In contrast, we can see
that when WILWO0] =[L1], the pulse width of WWL_EN signal is the widest.
Consequently, the external DC signal WO and W1 can help us to tune the pulse width of

WWL_EN signal.
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Fig.3. 19 Pulse width of WWL_EN in different PVT condition (a) VDD=1.1V (b)

VDD=0.6V

Fig. 3.20 shows the pulse width of WWL, WWLB and VVSS which are generated by
adaptive write-time tracing circuit in different PVT condition. We can see that the pulse
width of WWL, WWLB and VVSS in SS corner and PFNS corner are wider than the

other process corners, especially in low-voltage region because the timing delay of SS
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corner is the slowest and the write-ability of bit-cell is the most critical of all process

corners.

Adaptive WWL/WWB/VVSS pulse width Control
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Fig.3. 20 WWL, WWLB and VVSS pulse width generated by adaptive write-time tracing

circuit in different PVT condition (a) VDD=1.1V (b) VDD=0.6V

3.7 Summary

In this chapter, first we introduced the data-aware write-assist (DAWA) 8T SRAM

bit cell, including the cell topology and the basic operation. Next we discussed the
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cell-stability and write-ability of DAWA 8T bit-cell. Because of read buffer and two
layer pass-gates controlled by row-based WL signal and column-based WWL/WWLB
signal, this DAWA 8T bit-cell can eliminate the read-disturb and row half-select disturb
and support bit-interleaving structure. The Read SNM of the DAWA 8T bit-cell is same
as Hold SNM of conventional 6T bit-cell. But due to two layer pass-gates, the write
ability of DAWA 8T bit-cell is worse than conventional 6T bit-cell when the voltage
level of power supply of two cross-coupled inverters are identical. Data-aware
write-assist scheme significantly improves the write-ability. The cell-stability of
column half-select cells is also discussed considering the local V1 mismatch. An
adaptive write-time tracing replica circuit is shown in Chap 3.4 which can control the
pulse width of WWL, WWLB and VVSS. Chap. 3.5 shows the adaptive VVSS driver and
WWL driver which can eliminating the column half-select write disturb. Chap. 3.6
shows the simulation result. [n summary, this DAWA 8T cell can operate in wide-range

operating voltage (VDD=1.2V~0.45V).
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Chapter 4
Ripple Bit-line Read Scheme with Local
Bit-line Keeper Design

4.1 Introduction

In this chapter, we will introduce the read scheme in proposed DAWA 8T SRAM.
First it will introduce a prior art of cascaded bit-line scheme that don’t need the extra
metal layer of global bit-lines in Chap 4.2. In Chap 4.3, we proposed a ripple bit-line
scheme with hierarchical global bit-line which can reduce the parasitic capacitor and
leakage current of global bit-line. Leakage current replica keeper will be used in the
multiplexer of ripple bit-line data-sensing scheme. Since bit-line leakage is become one
of the most important issue.of SRAM circuit design in advanced process, leakage
current problem in SRAM design should be discussed. It will introduce bit-line leakage
current reduction by recently modified cell topology or some peripheral circuit in Chap
4.4. Some recent bit-line keeper design to compensate the leakage current will be
discussed in Chap 4.4, too. In Chap 4.5 a local bit-line keeper design will be proposed.
Following simulation and analysis are based on UMC 40nm LP process. This projected
are discussed with supported by professor Ching-Te Chuang of Digital VLSI Lab,
Hao-I Yang of LPMD Lab and the IPD department of Faraday Technology
Corporation. Also this design was taped out in June, 2011 supported by Faraday

Technology Corporation.
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4.2 Prior Art - Cascaded Bit-line Read Scheme
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Fig.4. 1 (a) Hierarchical bit-line scheme (b) Cascaded bit-line scheme [4.1]

Fig. 4.1 shows two kinds of bit-line read scheme. Fig. 4.1 (a) shows the
conditional hierarchical bit-line read scheme. Fig. 4.1 (b) shows the cascaded bit-line
read scheme. In hierarchical bit-line read scheme, the sensing inverters transfer the
sensing data from local bit-line to ‘global bit-line. In ultra-high-density cells design,
global bit-lines need an additional metal layer because there is no space to place the
global bit-lines whose layer is same as local bit-lines. Fig. 4.1 (b) shows the cascaded
bit-line read scheme. Bit-lines of each sub-array are connected by the capacitance
separator. Data are transferred through cascaded bit-lime either in read operation or in
write operation. Because of no requirement of global bit-lines, we don’t need an
additional metal layer to lay global bit-lines in ultra-high-density cells design. Fig. 4.2
shows the schematic and waveform of cascade bit-line read scheme. In read cycle the
cell data will be latched in the nearest sense amplifier and then transferred to the
adjacent local bit-lines. The cell data will be transferred in this way to I/O buffer. In

contrast, in write cycle, data will be transferred from I/O bufter to local bit-lines and
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sense amplifier work as a buffer connecting the adjacent local bit-lines. [4.1]
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Fig.4. 2 (a) Schematic of cascaded bit-line read scheme (b) Waveform [4.1]

4.3 Ripple Bit-line Read Scheme

4.3.1 Local Evaluation Circuit
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Fig.4. 3 (a) Local Evaluation Circuit (b) Ripple Bit-line read scheme

62



Fig. 4.3 (a) is the schematic of ripple buffer and local-evaluation (LEV) in Ripple
bit-line read scheme. This circuit is composed of a pre-charged PMOS transistor, a
push-pull inverter in ripple buffer which transfers the previous stage data to next-stage
local bit-line and two cascaded NMOS transistors for write operation. We have two
type of pre-charged circuit (LEV_UP & LEV_DN in Fig. 4.3) because the pre-charged
signal for each bit-line segment must refer to the previous stage data output. In
stand-by mode, all of LReset are set to logic “0” and each segment of local bit-lines is
pre-charged to VDD. In each read cycle we select one of local bit-lines and the signal
LReset which is connected to the selected local bit-lines are pulled-up to logic “17,
making the local bit-lines floating. According to storage data of the selected cell, LBL
will be kept on VDD when the storage data of the selected cell is logic “1”” and will be
discharged to GND when the storage data of the selected cell is logic “0”. If we want to
transfer “logic 17 out, push-pull inverter in ripple-buffer will cut-off the data
transformation. In the long run we transfer logic “0” into. the multiplexer. On the other
hand if we want to transfer “logic 0”.out, ripple buffer can discharge the local bit-line of
next adjacent segment to GND. Finally we transfer “logic 1” into the multiplexer.

In write operation, due to the structure of DAWA 8T SRAM, LBL should be
discharged to GND whether we want to write “logic 1” or “logic 0” into the selected
bit-cell. In this local evaluation circuit, if the column is selected for write operation,
both signal LReset_w and col_en are pulled up to VDD and selected local bit-line is
discharged to GND. Bit-Interleaving structure can be adapted in this scheme. The
bit-interleaving multiplexer is describe in Chap 4.3.2

Fig. 4.4 shows the area overhead and access time in the ripple bit-line read scheme
in SS corner & -40°C, which is the worst case of access time. We want to find an
optimized local bit-line length between the demand of area overhead and access time.

Obviously we can find that the optimized local bit-line length is 32 bit-cells per local
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bit-line and then we decide the local bit-line length is this scheme is 32.

Access time and area overhead
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Fig.4. 4 Access time and area overhead vs. LBL length

4.3.2 Multiplexer with Leakage Current Replica Keeper

Fig. 4.5 shows the multiplexer with leakage current replica keeper. The
multiplexer can support bit-interleaving structure. As shown in Fig, 4.5, it is a

bit-interleaving-16 structure. It means that each 16 columns will transfer one bit to the
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I/0 buffer. In this multiplexer, according to the signal col_en [0] ~col_en [15], we can
determine which data we want to transfer to GBL from LBL_out [0] to LBL_out [15]. In
stand-by mode the signal PCGBL is logic “0” and then mux_out is pre-charged to VDD.
GBL is also pre-charged to VDD in stand-by mode (the pre-charged PMOS transistor is
not here). In read operation, the signal WE is logic “0”. If both signal col_en[n] and
LBL_out[n] are pulled up to VDD, the node mux_out is discharged to GND and then
the M1 discharge GBL to GND, transferring logic “0” to I/O buffer. In contrast, if the
signal col_en[n] is pulled up to VDD but LBL_out[n] is GND, the GBL is kept on VDD,

transferring logic “1” to I/O buffer.

LBL_out[0] LBL_out[15]

Leakage Current
Replica Unit

N Col_en[0] N Col_en[15]

16 sets

I — o }7_4i ) | —

mux_out
[
WE GBL

Fig.4. 5 Bit-interleaving multiplexer with leakage current replica keeper

Next we discuss about leakage current problem. If the leakage current on mux_out
is too large, it might incorrectly discharge GBL to GND and transfer logic “0” into I/O
buffer in read-1 operation. To cope with leakage current problem, we implement
transistors MK3 and MK4 as keeper circuit. The keeper circuit can ensure that mux_out
is kept on VDD in read-1 operation.

The gate of PMOS transistor MK4 is connected to the feedback of the node

mux_out and the voltage level of gate of PMOS transistor MK3 is determined by
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Leakage Current Replica circuit. Another two cascaded PMOS transistors MK1 and
MK2 are the keeper circuit of GBL. Similarly the gate of PMOS transistor MK2 is
connected to the feedback of GBL and the voltage level of gate of PMOS transistor
MK1 is determined by Leakage Current Replica circuit. The basic concept of Leakage
Current Replica (LCR) circuit is shown in Fig. 4.6 [4.3]. This LCR keeper circuit must
source enough current to compensate the leakage current in the N-fast corner and
read-0 operation. In contrast, the LCR keeper circuit must be weak enough so mux_out
can be correctly discharge to GND in the N-slow corner and read-1 operation. Fig. 4.7

shows the voltage level of V_KPR in different PVT condition.
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Fig.4. 6 Basic concept of leakage current replica (LCR) keeper [4.3]
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Next we consider the number of multiplexer in SRAM array design. Fig. 4.8
shows the number of multiplexer depending on area overhead and access time in SS
corner & -40°C, which is the worst case of access time. Local bit-line length is fixed to
32 bit-cells per local bit line. As shown in Fig. 4.8, we can find that there is a
multiplexer per 64 bit-cells in a column is optimized point and per 128 bit-cells in a
column is near by the optimized point. For less area overhead, we make a decision that

there is a multiplexer per 128 bit-cells in same column, as shown in Fig. 4.3 (b).

Access time and area overhead

= Access time
15 2 =~ Area overhead
14 \ SS -40°C .
' \ VDD=1.1V | 3
T3 S
S, | —— \\ =]
1.2 P
£ \ £
' — 2
3] = o
o1 ©
< o
09 <
0.8
0.7
06513 256 128 64 2
# of bit-cells in a column.per multiplexer
(@)
Access time and area overhead
16 \ I Access time
15 - Area overhead
4 \ SS -40°C =
= \ VDD=0.6V |
S, 1 ;
P R 3
o <=
'E 1 \ 3 3
g A 3
o 1 = —— A ©
(12 [}
q, S
0.9
:: <<
0.8
0.7
0.6
512 256 128 64 32

# of bit-cells in a column per multiplexer

(b)

Fig.4. 8 Access time and area overhead depending on # of bit-cells in a column per
multiplexer (a) VDD=1.1V (b) VDD=0.6V
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4.3.3 Simulation results

Table 4.1 and 4.2 show sensing time and misreading time in previous mentioned
multiplexers with LCR keeper. We define sensing time as the time from PCGBL is
pulled-up to VDD to GBL is discharged to GND when both col_en[n] and LBL_out [n]
is logic “1” (read-0 operation). We also define misreading time as the time from
PCGBL is pulled-up to VDD to GBL is incorrectly discharged to GND when col_en[n]
is logic”1” but LBL_out [n] is logic “0” (read-1 operation). Both cases consider the
worst case of 3 sigma local V1 mismatch. From Table 4.2, we know that it can easily
distinguish sensing time and misreading time even in FF or PSNF corner so we can
ensure the correctness of read operation. Fig. 4.9 shows the waveform of the ripple

bit-line read scheme and multiplexer with LCR keeper

Table.4. 1 Sensing time in SS corner

Operating Voltage (V) Sensing time (125°C) (ns) | Sensing time (-40°C) (ns)
1.2 0.43 0.41
1.1 0.48 0.49
1.0 0.57 0.70
0.9 0.79 1.36
0.8 1.37 4.16
0.7 3.30 20.5
0.6 11.2 198
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Table.4. 2 Misreading time vs. sensing time in FF & PSNF corner

Operating Sensing Misreading Sensing Misreading
Voltage (V) time time time time
(PFNF 125°C) | (PFNF 125°C) | (PSNF 125°C) | (PSNF 125°C)
(ns) (ns) (ns) (ns)
1.2 0.36 11.5 0.38 16.5
1.1 0.38 11.3 0.40 16.6
1.0 0.42 11.0 0.44 16.6
0.9 0.47 10.7 0.51 16.3
0.8 0.59 10.2 0.66 15.9
0.7 0.88 9.62 1.03 15.4
0.6 1.76 9.04 2.20 14.9
Read “0” Read “1”
CLK §t§ DR SO SR SRR IR AU SRR TSR
WEB |
BL |
o
LBL out: -
PCGBL |
mux_out
b2
Fs
GBL}:-
bz

Fig.4. 9 Waveform of the ripple BL read scheme and multiplexer
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4.4 Bit-line Leakage Current in SRAM Design

As we discussed in Chap 2, leakage current problem becomes more and more
critical in nano-scale SRAM design. Furthermore, at low-voltage region, the Io/Ios
ratio of transistors decreases exponentially and that may let total bit-line leakage
current be larger than read current and then cause the incorrectly read operation. In
SRAM array circuit, leakage power consumption becomes the major part of total power
consumption because inactive bit-cells are much more than active bit-cells.

Recently, some modified SRAM bit-cells that modify the read buffer of bit-cell,
such as using stack structure to reduce the leakage current [4.4] or using an additional
PMOS in read buffer to create a data-independent leakage path [4.5]. Another modified
SRAM bit-cell separate read port and write port and super cut-off scheme to reduce the
leakage current [4.6]. VGND scheme which is‘used in read buffer is also an effective

way to reduce bit-line leakage current [4.7] [4.8], as shown in Fig. 4.10.
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Fig.4. 10VGND scheme in read buffer [4.8]

Another way to cope with the bit-line leakage current is adding keeper circuit
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connected to the local bit-line. Fig. 4.11 shows the typical domino keeper using in the
single-ended 8T bit-cells. It uses a PMOS transistor as keeper circuit whose gate is
connected to the feedback of local bit-line. Some keeper circuitry use two cascade
PMOS transistors, one’s gate is connected to the feedback of local bit-line and another’s
gate is connected to a programmable delay signal[4.11]. The timing-delay signal can be

generated by programmable inverter-chain or another ways, as shown in Fig. 4.12

[4.12].
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Fig.4. 11 Domino local ‘bit-line'Keeper in single-ended 8T SRAM [4.11]
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Fig.4. 12 Local BL keeper controlled by programmable inverter-chain [4.12]

Fig. 4.13 shows positive feedback sensing keeper design for single-ended read
scheme. In stand-by mode, SA_EN is logic “1” and then M2 is turn on and M3 is turn

off. The positive feedback loop is cut off when M3 is turn off.
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In read operation, SA_En is logic “0”. M1 is turn on to sense the bit-line signal.
When the bit-line is pulled down to GND, M3 is off and positive feedback loop is cut
off. In contrast, when the bit-line is kept on VDD, M3 is turn on to enable the positive

feedback loop. The SA_En is pulled up to VDD at the end of every cycle.
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Fig.4. 13 Positive feedback sensing keeper [4.13]
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Fig.4. 14 Marginal bit-line leakage compensation (MBLC) scheme [4.14]
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Fig. 4.14 shows the marginal bit-line leakage compensation. This scheme
generates a compensation current Icmp. The Icmp should be large enough to keep
RBL on VDD for the worst case of data-dependence leakage current. In contrast, the
Icmp should not be too large to discharge the RBL to logic “O for the smallest
data-dependence leakage current. Icmp is generated by the replica bit-line and then it

can decide the signal cmp <0:3>

4.5 Proposed Local Bit-line Keeper Design

4.5.1 Basic concept of Proposed Local Bit-line Keeper

BL;
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LRﬁqd

ILReset;+1
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MP1

i
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|
1
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LEV_DN

Fig.4. 15 Basic concept of proposed local bit-line keeper design

This chapter will introduce the proposed local bit-line keeper design using in the

DAWA 8T SRAM. Fig. 4.15 shows the upper local evaluation circuit (LEV_UP) and
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lower local evaluation circuit (LEV_UP). The keeper circuit is composed of one
sensing inverter whose gate is controlled by the local bit-line signal and two cascaded
PMOS transistors MP1 and MP2. The length of PMOS transistors MP1 and MP2 is
2X of the minimum length because we don’t want the strength of PMOS keeper is too
strong to correctly sense the data of selected cells. Another reason to enlarge the
length of PMOS transistors MP1 and MP2 is that we don’t want the local process
variation has much impact on this two transistors. The gate of PMOS transistor MP1
is controlled by the feedback signal of local bit-line and the gate of PMOS transistor

MP?2 is controlled by the timing-delay signal KPR_SIG.

4.5.2 The Schematic of Proposed Local Bit-line Keeper
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Fig.4. 16 Timing-delay signals generated by replica bit-line and discharged path
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Fig. 4.16 shows how we generate the timing-delay signal KPR_SIG by replica
bit-lines and some discharged path. The external DC option bits [Kl, KO] can adjust
the speed of generating the signal KPR_SIG. There are 32 replica DAWA 8T bit-cells
connected to each Dummy_LBL. The row-based signal WL of replica bit-cells is logic
“0” and the column-based signal WWL, WWLB and VVSS of replica bit-cells is logic
“0”, too. The VVDD1 and VVDD?2 of replica bit-cells are full VDD. We can use
replica bit-cells to monitor the bit-line leakage current of unselected bit-cells.

In stand-by mode, LReset = 0 and each Dummy_LBL is pre-charged to VDD and
then KPR_SIG is logic “1”, too. The cascaded PMOS transistors MP1 and MP2 are
turned off and then there is no compensated current flowing through local bit-line. In
read operation, LReset is pulled up tologic “1”s If. [K1,K0] =[0,0], Dummy_LBL has
no additional discharged path.consisted of stack NMOS transistors controlled by the
signal KP2, KP1 and KPO..The signal KPR_SIG becomes to logic “0” only when
Dummy_LBL is discharged to GND by the leakage current of replica bit-cells. The
external DC option bits [Kl, KO] generate the sighal KP2, KP1 and KPO, which can
enable the additional discharged path of Dummy LBL. In summary, if [Kl, KO]
Z[O,O], the speed of generating KPR_SIG is slowest which is only determined by the
leakage current of Dummy LBL. In contrast, if [K1,K0] =[L1], the speed of
generating KPR_SIG is fastest. We can tune the speed of generating the delay signal
by the external DC option bits [Kl, KO]. This circuit can adaptively trace the suitable
time to turn on the cascaded PMOS transistors MP1 and MP2 and generated the

compensated current to local bit-line.

4.5.3 Simulation Result

Fig. 4.18 shows the speed of generating delay signal KPR_SIG on different

[K1,K0] and in different PVT condition. We can see that the fastest speed of
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generating delay signal KPR_SIG is in FF corner because leakage current is most
critical in FF corner. In contrast, because of less leakage current in SS corner, the

slowest speed of generating delay signal KPR_SIG is in SS corner.
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Fig.4. 17 Time of generating timing-delay signals in different PVT condition (a)

VDD=1.1V (b) VDD=0.6V

Next we observe the leakage current in the DAWA 8T SRAM bit-cells before and
after we add proposed local bit-line keeper. The local bit-line length is 32 bits per

local bit-line. We find that the worst case of bit-line leakage current in read-0
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operation is all QB nodes of unselected bit-cells are logic “1”. The local bit-line will
suffer from the most critical leakage current. We define the “leakage time” as the
time BL discharging from 100% VDD to 80% VDD in FF corner & 125°C and read-1
operation. We also consider the worst case of 3 sigma local Vi mismatch in the
transistors MR1 and MR2. Simulation results are listed in Table 4.3. We can find that
after we add the keeper circuit connected to local bit-line and set the external DC
option bits[K1,K0] = [0,1] , we can ensure leakage time > 100ns even we consider
the worst case of 3 sigma local V mismatch in the transistors MR1 and MR2 in FF

corner & 125°C.

—

—_

Fig.4. 18 Worst case of leakage current problem in local bit-line
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Table.4. 3 Leakage time in FF corner & 125°C, transient time = 100ns

Operating Leakage time Leakage time | Leakage time | Leakage time
Voltage (V) (ns) Worst case of (ns) Worst case of
Without keeper local VT With keeper local VT

mismatch (ns) | [K1,KO0]=[0,1] | mismatch (ns)

Without keeper With keeper

[K1,K0]=[0,1]
1.2 13.4 1.96 >100 >100
1.1 133 1.90 >100 >100
1.0 13.2 1.86 >100 >100
0.9 13.1 1.81 >100 >100
0.8 12.9 1.74 >100 >100
0.7 12.6 1.67 >100 >100
0.6 12.1 1.57 >100 >100

Finally we discuss the speed of read-0 operation (discharge local bit-line) after

we add keeper circuit connected to local bit-line. From Table 4.3, we know that the

keeper design can effectively keep the local bit-line on VDD when read-1 operation

when we set the external DC option bits[K1,K0] =[0,1]. We define “read time” as

the time from WL is pulled up to VDD to BL is discharged to GND in read-0

operation. Fig. 4.19 shows the read time in [Kl, KO] Z[O,O] and [KI,KO] =[0,1].

We can see that read time does not degrade when [K1,K0] =[0,1]. In summary, this

local bit-line keeper design can effectively keep the local bit-line on VDD when

read-1 operation and has less impact on the speed of discharging local bit-line when

read-0 operation. This local bit-line keeper can ensure correct read-operation. Fig.
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4.20 shows the basic waveform of proposed local bit-line keeper

Read time @ VDD = 1.1V

=[K1,K0] = [0,0
450 -{Kl,KO} = Eo,d

Read time @ VDD = 0.6V

u[K1,K0] =[0,0]
400 =[K1,K0] =[0,1]

Second (ns)

PSNS PSNS PSNS

(b)
Fig.4. 19 Read time in different PVT condition (a) VDD=1.1V (b) VDD=0.6V

Fig.4. 20 Waveform of proposed local bit-line keeper design
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4.6 Summary

In this chapter, first we introduced pervious cascaded bit-line read scheme and
proposed ripple bit-line read scheme in Chap 4.2 and Chap 4.3, respectively. Ripple
bit-line read scheme can be easily adapted in single-ended large-signal sensing
scheme and simple inverters can serve as local sense-amp, enhancing the leakage and
variation tolerance. Ripple bit-line read scheme can also reduce the parasitic
capacitance of global bit-line and improve the area efficiency. We also discussed the
optimized local bit-line length is 32 bit-cells per local bit-line in proposed DAWA 8T
bit-cells. A multiplexer which can support bit-interleaving structure and transfer data
from local bit-line to global bit-line and 1/O buffer is proposed, too. Leakage current
replica keeper is used in the proposed multiplexet to cope with leakage current
problem and ensure read operation. Next we introduce.some previous local bit-line
keeper design using in single-ended sensing scheme in Chap. 4.4. Finally in Chap. 4.5,
we introduced the basic concept of proposed local bit-line keeper design and detailed
schematic of local bit-line keeper design, including the keeper PMOS transistors and
the circuit which can generate programmable delay signal. Simulation results shows

that proposed local bit-line keeper can ensure the correctness of read operation.
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Chapter 5
Low VDDyn512Kb 8T SRAM Design in
40nm CMOS process

5.1 Introduction

We design a low Vppuin 512Kb 8T SRAM array in this chapter. In Chap 5.2, a
512kb 8T SRAM array is designed using the read/write assist technique we discussed
in Chap 3, Chap 4 and Chap 5.3. The floor plan, pin count, pin definition and
specification of this 512Kb 8T SRAM array will also be introduced. In Chap 5.3 we
will introduce some peripheral circuitry, such' as WL pulse width control circuitry,
power-gating WL driver, finite state machine, I/O buffer, etc. Chap 5.4 shows the
design implement and test flow ‘of this 512Kb 8T SRAM array. Chap 5.5 shows the
post-simulation results compared to recently low VDDmin SRAM design and power
consumption of this 512Kb 8T“SRAM array. Following simulation and analysis are
based on UMC 40nm LP process. This projected are discussed with supported by
professor Ching-Te Chuang of Digital VLSI Lab, Hao-I Yang of LPMD Lab and the
IPD department of Faraday Technology Corporation. Also this design was taped out

in June, 2011 supported by Faraday Technology Corporation.

5.2 Architecture of Proposed Low VDDy;n 512Kb 8T
SRAM

Fig. 5.1 shows the floorplan of proposed low VDDun 512Kb 8T SRAM. In
nano-scale advanced process, metal line becomes much thinner. It makes the effect of
parasitic capacitance and resistance more and more significant, rising the difficulty of
SRAM array design. We decide to place 1/O buffer circuit (DIDO) in the bottom of
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proposed low VDDyn 512kb 8T SRAM in order to reduce the difficulty and
complexity of metal line routing. We use short local bit-line with ripple bit-line read
scheme to cope with bit-line leakage current problem Each 32 bit-cells in the same
column need one-bit local evaluation and pre-charged circuit. Each 64 bit-cells in the
same column need a one-bit adaptive VVSS/WWL driver and each 128 bit-cells in the
same column need a Column Buffer and a Multiplexer. We use hierarchical WL
structure as shown in Fig. 20. Global WL Decoder and Local Bank Selection circuit
(LBS) select the local bank where we do the read or write operation. Each Local-WL
decoder (LDEC) contains 32 power-gating WL drivers to generate row-based WL
signal. The length of each global bit-line is 512 bit-cells and the width of each global

word-line is 1024 bit-cells so the capacity of the.SRAM array is 512Kb. Data-width is

64 bits.
128 bits .
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Fig.5. 1 The floorplan of Low VDDyn 512Kb 8T SRAM
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As shown in Fig. 5.1, the input latch is places in the middle bottom. The input
signals, such as address signals A[12:0] and WEB signals are latched in input latch.
The data-in signals DI[63:0] are latched in the I/O buffer (DIDO). This SRAM
array is enabled by CSB signal. Address signals A[7:4] are decoded to select the
local bank, as the blue lines in Fig. 5.1. Address signals A[12:8] are decoded to
XP[31:0] to select the word-line in the selected local bank as the green lines in Fig.
5.1. Address signals A[3:0] are decoded toYP[15:0]to select the column, enabling
the column-based signal such as WWL, etc, as the purple lines in Fig.5.1. XP signals
and YP signals are also gated by timing signal WLE which is generated by CLK
signal and CSB signal. The timing signal WLE is generated in local finite-state
machine (LFSM). WLE enables row-based signal like as WL and column-based
signal like as WWL in the DAWA 8T bit-cells. The. pulse width of WLE can be
controlled by peripheral circuitry which we will introduce in Chap 5.3. The
red-colored area place the replica columns of local bit-line keeper; the blue-colored
area place the replica column of WL-pulse-width controller and the green-colored
area place the replica column of adaptive write-time tracing circuit. Fig. 5.2 shows the
pin count and pin definition of proposed low VDDyn 512Kb 8T SRAM. The

specification is listed in Table 5.1

{ J: J: m Pin Definition
CcK

k - . Clock signal of ADD, DI, WEB,
ADD[12:0] Cl:0]  WIT:0]  K[1:0] CSB, positive edge
ADD[12:0] Address data, 13bits
DI[63:0 :
_[/_]; E‘[j'ﬂl DI[63:0] Inputdata, 64 bits
CK
WEB  CSB DO[63:0] Output data, 64bits
WEB Write enable signal, active low
CSB Chip selectsignal, active low
Option pins Default values C[L:0] WL pulse width Control pins
C[1:0] 01 ) )
W[1:0] WWL pulse width Control pins
W[L:0] 01
K[L:0] 01 K[1:0] Local BL Keeper control pins

Fig.5. 2 Pin count and pin definition of proposed Low VDDyn 512Kb 8T SRAM
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Table.5. 1 The specification of proposed low VDDyn 512Kb 8T SRAM

Macro Size 512K bits (8192*64*1)
Process Technology UMC 40nm Low-power CMOS process
Data-width 64-bit
Address 13-bit
Interleaving 16-bit
Local BL length 32-bit
Local WL width 128-bit
Cell size 1.44pm x 0.59um=0.85um* (Logic Rule)
Chip Size 0.9932mm’

Access time @ 1.1V TT 25°C

1.69ns (post-sim)

Cycle time @ 1.1V TT 25°C

1.99ns (post-sim)

Write power @ 1.1V TT 25°C

13.5uw/MHz

Read power @ 1.1V TT 25°C

6.87uw/MHz

VDDmin (post-sim)

0.45V @ 1.1V TT 25°C (post-sim)

5.3 Peripheral Circuit

5.3.1 Power-gating Word-line Driver

XP[0] I: I: | 4

SELE |

1

32 Sets

xp[3l1] I: I: | 4
SEE_l
_|

@ WL[0]

Minimum size PMOS

With Power Gating PMOS
(shared by 32 WL drivers)

VVDD
F_ &e WL[31]

N—

Minimum size PMOS

Fig.5. 3 Power-gating word-line driver
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Fig. 5.3 shows power-gating word-line driver in XDEC in Fig. 5.1, if the XP[n]
and select-bank signal SELE are logic “1”. Word-line signal WL[n] is pulled up to
logic “1”. When XP[n] is pulled-down to logic “0” then WL[n] is pulled down to
logic “0”. Because the last-stage inverter in the word-line driver needs large size, it
suffers from a large amount of leakage current power consumption in stand-by mode
if we don’t use power-gating technique. We use power-gating technique in the last
stage large-sized inverter of the word-line driver. Each 32 inverters share a
power-gating PMOS transistor MP1. Table 5.2 lists the leakage current in stand-by
mode and slew-rate in active mode whether we use power-gating technique or not in
FF corner, 125°C. In summary, we decide using RVT PMOS transistor in MP1
because the leakage current will reduce about 55X and the slew rate of WL signal will

not degrade too much (about 7%).

Table.5. 2 Leakage current and slew rate in power-gating driver

FF corner 125°C Without With With
@ VDD=1.1v power-gating power-gating power-gating
MP1 is RVT MP1is HVT
Leakage current 427nA 7.75nA 1.94nA
Per WL driver
Slew rate of WL signal 106ps 114ps 130ps

5.3.2 Finite-state Machine and WL pulse-width Controller

Fig. 5.4 shows the finite-state machine (LFSM in Fig. 5.1). It can generate the
timing signal WLE that can enable row-based signal like as WL and column-based
signal like as WWL. When the CSB is logic “0”, the SRAM array is enabled.
Positive-edge trigger of CLK signal can generate a pulse at the node CK2 and then the
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node CC is discharged to GND. Once CC is discharged to GND, WLE is pulled up to
logic “1”. CK_2 becomes to logic “0” when CKB lately becomes to VDD through the
inverter-chain. Once BLT is logic “0”, CC is pre-charged to VDD and then WLE is
pulled-down to GND, disabling the row-based signal like as WL and column-based
signal like as WWL. The signal BLT is generated by WL pulse-width controller as

shown in Fig. 5.5.

WLE

CK 1

) |> CK_q
CKE
CLK Inverter chain for delay I_ CK late
(o)
CSB

Fig.5. 4 Finite-state machine

Fig. 5.5 shows the WL pulse-width controller. The signal Dummy_WLE,
Dummy_GBL_PC, and Dummy_XP are synchronously controlled by WLE signal. In
stand-by mode, WLE signal is logic “0” and Dummy_WLE, Dummy_GBL_PC, and
Dummy_XP are logic “0”, too. Dummy_LBL and BLT are pre-charged to VDD. Once
WLE is pulled up to VDD, Dummy WLE, Dummy_GBL_PC, and Dummy_XP are
synchronously pulled-up to VDD. Once Dummy WL is pulled up to logic “1”,
Dummy_LBL is discharged to GND by Dummy_BLOCK and then BLT is discharged
to GND. The external DC option bits [CI,CO] can tune the speed of discharging
Dummy_LBL and BLT. If [C1,C0]=[0,0], the speed is slowest. In contrary, if
[C1,C0]=[L1], the speed is fastest. Fig. 5.6 shows the waveform of finite-state

machine and Fig. 5.7 show the waveform of WL pulse-width controller
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5.3.3 I/O Buffer
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Fig.5. 8 I/O buffer

Doei_out

Fig. 5.8 shows the I/O buffer (DIDO in Fig. 5.1). This I/O buffer dumps data

which are transferred through local bit-line and global bit-line to I/O buffer in read

operation and dumps the DI_in data in write operation. In stand-by mode, WLE is
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logic “0” and GBL is pre-charged to VDD. In read operation, WLE is logic “1” and
WE 3 is logic “0” so NMOS transistors MN1 and MN2 are turned off. Data in GBL is
transferred to the cross-couple NAND-based SR latch which can do dynamic-to-static
conversion, improving the stability. In write operation, WLE is logic “1” and WE 3 is
logic “0” so NMOS transistors MN1 is turned on. Whether MN2 is turned on or not is
determined by the DI_through. DI_through is determined by the signal from DI_in
through a positive-edge D-flip-flop. In write cycle, when DI_in is logic “0” MN2 is
turned on which can discharge the GBL through NMOS transistors MN1 and MN2 and
then DO_out is logic “0”. In contrast, in write cycle when DI_in is logic “1” MN2 is

turned off and GBL can be kept on VDD and then DO_out is logic “1”.

5.3.4 Local Bank Selection Circuit

SELE L
IN_A‘ >
{e11,610,e01,e00} SELE R
IN B
{d11,d10,d01,d00}
Al7] 5 e11 A[5] 11
AT 2to 4 —)eil)(l) 2to 4 :))(gja?
—> el1 A[4 —>
[6] | Decoder — [4] | Decoder — a0t

Fig.5. 9 Global word-line decoder

Fig. 5.9 shows the Global WL Decoder in Fig. 5.1. It can generate the

local-bank-selected signals SELE_L and SELE_R. If IN_A and IN_B are both logic
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“1”, local-bank-selected signal SELE_L and SELE_R are pulled up to logic “1”.
Signal IN_A is determined by {ell, el0, e01, e00} which are decoded by address
signal A[7]and A[6] and Signal IN_B is determined by {d11, d10, d01, d00} which

are decoded by address signal A[5]and A[4

_CI I:T SELE
WLEB >c Dc LReset
I: Minimum size PMOS

SELE

WLE >C WLEB

WEB >C LWE
4(1 E WE_SELE
WLEB [> ID- DCLReset_w

LWE_SELE I: Minimum size PMOS
SELE —
LWE — ) |> . I:l

Fig.5. 10 Local bank selection circuit

Fig. 5.10 shows the local bank selection circuit (LBS in Fig. 5.1). In either read
or write operation, both timing-controlled signal WLE and bank-selected signal SELE
are logic “1”. LReset is pulled up to VDD that can turn off the pre-charged PMOS
transistors connected to local bit-lines. Furthermore, in write operation, LWE is logic
“1”. LReset_w is also pulled up to VDD that can turn on the stacked NMOS
transistors to discharge local bit-line to GND in write operation. When WLE is pulled
down to logic “0”, both LReset and LReset_w are pulled down to logic “0 and then
turn on the pre-charged PMOS transistors and turn of the discharged NMOS
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transistors connected to local bit-line in local evaluation circuit. Fig. 5.11 shows the

waveform of local bank selection circuit.
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Fig.5. 11 Waveform of local bank selection circuit

5.3.5 XP and YP Decoder

WLE

WLE XP[31:0] s

— Y

Tp_x[31:0] | Minimum size PMOS™ 3 Tp_y[15:0]
32 Sets
Af2:8] —| 21092 L 1) yi31:0] A:01— 204 1 1o yi15:0]
' Decoder pXSt: Decoder -

(a) (b)

Fig.5. 12 (a) XP decoder (b) YP decoder

Fig. 5.12 (a) shows the XP decoder in Fig. 5.1 and Fig. 5.12 (b) shows the YP
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decoder. Signals TP x[31:0] are decoded by address signals A[12:8] and Signals
P y[31 : O] are decoded by address signals A[3 : 0]. In either read or write operation,
if both WLE and TP _x[n] are pulled up to logic “1” then XP[n] is pulled up to
logic “1”. Similarly in either read or write operation, if both WLE and TP _ y[n] are
pulled up to logic “1” then YP[n] is pulled up to logic “1”. Once WLE is pulled

down to logic “0”, all of XP signals and YP signals are logic “0”.

5.4 Design Implementation & Test-flow of Proposed
Low VDDyn 512Kb 8T SRAM

Fig. 5.13 shows the test chip and Fig. 5.14 shows the layout view of the proposed
low Vppmin 512Kb 8T SRAM macro. The proposed low Vppumn 512Kb 8T SRAM
array is fabricated using UMC+40nm LP process. The area of bit-cell is 1.44um x
0.59um = 0.80pum” (Standard Logic Rule) and the chip size is 1807.7um x 549.52um =
0.9932mm”. Below is all of improved technique of this design

1. Power-gating word-line driver

2. Data-aware write-assist (DAWA) scheme

3. Ripple bit-line read scheme

4.  Adaptive write-time tracing circuit

5. Bit-interleaving (16-bits)

6. Adaptive word-line pulse width controller

7.  Hierarchical word-line structure

8. Leakage current replica keeper in multiplexer

9. Local bit-line keeper

10. Adaptive VVSS driver and WWL driver : VVSS enclose WWL pulse
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Proposed Low Vppuin 512Kb 8T SRAM Design

Fig.5. 13 Low VDDMIN512Kb 8T SRAM Design on Test Chip

1807.5um

WN¢a'6vS

Fig.5. 14 Layout view of low Vppmin 512Kb 8T SRAM

In chapter 3.4, chapter 4.5 and chapter 5.3 we have introduces the external DC
optional control pin such as[W1L,W0], [K1,K0] and[C1,C0]. The pulse width of
row-based WL signal, the pulse width of column-based signal and the timing of delay
signal of local bit-line keeper can have impact on the correct function of this SRAM

array. Fig. 5.15 shows the test flow of the proposed low Vppymin S12Kb 8T SRAM.
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Control Signal {Jw1,w0], [K1,K0], [C1,CO]}

| Stand by status |

Write Bacl;gRrXL'\J/lngrr(;?ta into the Wider Column-based WWL pulse-width
Control Signal { [0,1], [0,4], [0.4]} Tune W1,WO0] to [1,0] or [L.1]
1
Immediately read the background
data
[1’1’ . 0]
No Tune [C1,C0] to [0,0] -
Wider row-based WL pulse-width
Yes
Power Measurement AES \Mattb

No

Read fail or keep fail ??

Sol 1: Tune [K1,KO0] to tune the speed
of delay signal of local bit-line keeper
Sol 2 : Tune [ W1,W0] to [0,0]

Narrower column-based WWL pulse-

width
/\ Write fail ??
Yes W No

Fig.5. 15 Test flow of'the-proposed low. Vppvin S12Kb 8T SRAM

5.5 Post-layout Simulation Result

5.5.1 Performance

Based on post-layout simulation result, this proposed 512Kb 8T SRAM array can
operate at 502.5MHz in VDD=1.1V, TT corner & 25°C. This SRAM array also can
operate at 28.41MHz in VDD=0.6V, TT corner & 25°C. Table 5.3 shows the
access-time and write-time in high-voltage region (VDD=1.1V) and different process
corner/temperature condition. Table 5.4 shows the access-time and write-time in
low-voltage region (VDD=0.6V) and different process corner/temperature condition

Fig. 5.16 shows the post-simulation result about maximum operating frequency versus
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operating voltage.

Table.5. 3 Post-simulation result (Access-time and write-time), VDD=1.1V

Temperature 125°C 25°C -40°C
Process Write Access Write Access Write Access
corner time (ns) | time (ns) | time (ns) | time (ns) | time (ns) | time (ns)
PSNS 1.37 2.05 1.41 2.12 1.43 2.13
PTNT 1.07 1.62 1.09 1.65 1.08 1.63
PFNF 0.87 1.33 0.86 1.31 0.85 1.28
PFNS 1.15 1.72 1.15 1.74 1.14 1.73
PSNF 1.04 1.55 1.07 1.58 1.08 1.57

Table.5. 4 Post-simulation result (Access-time and write-time), VDD=0.6V

Temperature 125°C 25°C -40°C
Process Write Access Write Access Write Access
corner time (ns) | time (ns) | time (ns) | time (ns) | time (ns) | time (ns)
PSNS 17.73 28.47 54.36 82.93 183.7 268.3
PTNT 7.83 8.52 18.48 28.51 45.51 72.5
PFNF 4.07 6.35 7.74 12.73 16.17 26.85
PFNS 11.39 17.74 28.24 46.27 80.6 129.63
PSNF 7.87 10.36 20.59 26.48 58.22 77.24
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Frequency vs. VDD

700
600 e

500

400 /

Max. Operating Frequency (MHz)

300
/ TT corner 25°C
200 /
0 T T T T T
0.6 0.7 0.8 0.9 1 1.4 12

VDD(V)

Fig.5. 16 Post-layout simulation result: Frequency vs. VDD

Table 5.5 shows the specification of the proposed 512Kb SRAM compared to

recent low-power SRAM

Table.5. 5 Specification compared to recent low-power SRAM design

Company Toshiba Toshiba Matsushita NEC

Reference JSSC 2009 ISSCC 2009 JSSC 2008 JSSC 2011
[5.3] [5.4] [5.5] [5.6]

Technology 65nm CMOS 40nm CMOS | 45nm LSTP 40nm CMOS

CMOS

Operating 0.7V 0.8V~1.0V 0.75V~1.6V 1.0V~1.2V

Voltage

SRAM cell 6T 6T Conv. 8T 6T

Capacity 256Kb 512Kb 64Kb 2.0Mb

Circuit Cascaded BL, | Dual-Supply, | Divided Read | Hierarchical
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Techniques Self-write-back | Dynamic R/W | BL with cell
SA Supply, Level | shared local architecture,
programmable | SA, Read end | Multi-step WL
WL driver detecting control
replica circuit
SRAM Speed | 28ns Cycle 2.4ns Access 1.9ns Access 4.0ns Access
time @ 0.7V Time @ 1.0V | Time @ 1.0V | time @ 1.0V,
SS Corner 0°C
Company Renesas TI+MIT Proposed SRAM
Design
Reference VLSI 2008 [5.7] ISSCC 2011 [5.8] *post-layout
simulation result
Technology 45nm LSTP CMOS | 28nm HKMG 40nm LP CMOS
Operating 0.7V~1.3V 0.6V~1.0V 0.6V~1.2V
Voltage
SRAM cell 6T 6T Proposed DAWA 8T
Capacity 4.5Mb 128Kbit 512Kbits
Circuit Variation tolerant Large-signal DAWA, Ripple BL
Techniques Suppressed WL and | sensing, CC-PMOS, | scheme, LBL
NBL hierarchical bit-line, | Keeper, Adaptive
boosting circuit read/write time
tracing circuit,
power-gating WL
driver
SRAM Speed | 3.2ns Access Time 2.5ns Cycle time @ | 2.0ns Cycle time @

@1.1V

1.0V, 50ns Cycle
time @ 0.6V

1.0V, 35.2ns Cycle
time @ 0.6V, 2.11ns
Access Time @1.0V

97




5.5.2 Power Consumption

Table 5.6 shows the power consumption of read/write operation and stand-by
mode in different process corner and high-voltage region (VDD=1.1V) and Table 5.7
shows the power consumption of read/write operation and stand-by mode in different

process corner and low-voltage region (VDD=0.7V)

Table.5. 6 Power consumption in R/W operation and STBY mode, VDD=1.1V

VDD=0.7V, PSNS PTNT PFNF PFNS PSNF
T=125°C

Read 4.23mW 4.66mW 5.22mW 4.66mW 4.69mW
operation

Write 12.6mW 13.2mW 14.4mW 13.2mW 13.3mW
operation

STBY 0.53mW 0.69mW 0:80mW. 0.71mW 0.61mW
mode

Table.5. 7 Power consumption in R/W operation and STBY mode, VDD=0.7V

VDD=0.7V, PSNS PTNT PFNF PFNS PSNF
T=125°C

Read 1.73mW 1.69mW 1.79mW 1.74mW 1.70mW
operation

Write 4.60mW 4.98mW 5.20mW 4.86mW 5.06mW
operation

STBY mode 0.32mW 0.22mW 0.29mW 0.28mW 0.21mW
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Fig. 5.17 shows the power-delay-product of read/write operation and stand-by

mode under VDD=1.2V~0.7V, FF corner & 125°C
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Fig.5. 17 Power=delay-product of read/write operation

5.6 Summary

A 512Kb 8T SRAM array design is presented in this chapter. The SRAM bit-cell
is data-aware write-assist 8T SRAM bit-cell which we introduced in Chap 3. Adaptive
write-time tracing replica circuit and adaptive VVSS and WWL driver are used in this
SRAM array design which we presented in Chap 3. Ripple bit-line read scheme and
local bit-line keeper which we presented in Chap 4 are also used in this SRAM array
design. In this chapter first we introduced the floorplan and specification of this
512Kb SRAM array design. We also presented adaptive WL pulse-width controller to
adaptively control the WL pulse-width. Power-gating WL driver technique is also

used to reduce the leakage current. Design implement and test-flow of this 512Kb
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SRAM array are introduced in Chap 5.4. By post-layout simulation result, this 512Kb
8T SRAM can operate under wide operating voltage (VDD=1.2V~0.6V) that can
cover all process and temperature variation. This 512Kb 8T SRAM array can operate
at 502.5MHz at VDD=1.1V, TT corner and 25°C and it also can operate at 28.41MHz
at VDD=0.6V, TT corner and 25°C. The power consumption of read operation and
write operation in VDD=1.1V, TT corner and 25°C are 13.5uw/MHz and
6.87uw/MHz per operation, respectively. The VDDmin is 0.45V in TT corner and

25°C
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Chapter 6

Conclusions & Future Work

6.1 Conclusions

In modern IC design, low-power topic becomes more and more significant
especially in more and more wide-ranging usage of portable devices such as PDA,
notebook, cell-phone, etc. By the equation (1.1), we know that one of the most
effective ways to reduce the total power consumption of chip is scaling down the
operating voltage. In modern IC design, SRAM occupies the biggest area of whole
SoC design so SRAM can dominate the performance and power consumption of
whole SoC design. In summary; voltage scaling.in.SRAM circuit design is one of the

most important topics in low-power IC design.

In previous SRAM circuit design, conventional 6T SRAM bit-cell is the most
popular. Due to advanced process scaling,-the cell stability and write-ability of
conventional 6T SRAM bit-cell is degraded due to global and local process variation.
Furthermore, conventional 6T SRAM bit-cell is not suitable in low-voltage region due
to read-disturb problem and half-select disturb problem. Consequently, we should find
an alternative bit-cell that can correctly work in wide-range operating voltage
(especially in low-voltage region) and some read/write assist circuitry that can

improve the stability and write-ability is presented in this thesis, too.

First, an 8T SRAM bit-cell is presented that can eliminate the read-disturb
problem and write half-select disturb due to two layer pass-gates. One of pass-gate is
controlled by row-based WL signal and the other pass-gate is controlled by

column-based WWL signal that can eliminate write half-select disturb and support
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bit-interleaving structure. Bit-interleaving structure can decrease soft-error-rate (SER)
which is more and more critical in advanced process. However, due to two-layer
pass-gates, write-ability is degraded. We use data-aware write-assist scheme in our 8T
SRAM bit-cell. Adaptive write-time tracing technique and adaptive VVSS/WWL

driver are used to improve the stability of write-operation.

Next we introduce ripple bit-line read scheme that can enhance the tolerance of
leakage current and process variation. This read scheme can be easily adapted to
single-ended large-signal sensing scheme and a simple inverter can be used to local
sense-amp to reduce the area overhead. Ripple bit-line read scheme can also reduce
the parasitic capacitance and leakage current of global bit-line. We also find an
optimized local bit-line length,+32 bit-cells per local bit-line. To enhance the read
stability, how we cope with leakage current in bit-line is very important. A local
bit-line keeper design with“delay signal generation circuit is also introduced. By
simulation result, we can ensure the correctness of read operation even in the worst

case of bit-line leakage current problem:

Finally, a 512Kb 8T SRAM array fabricated in UMC 40nm Low-power (LP)
CMOS process is presented. Adaptive WL pulse-width controlled is also used in this
SRAM array. Power-gating WL driver is used to reduce the leakage current and then
reduce the dynamic power consumption. The 512Kb 8T SRAM can operate under
wide operating voltage (VDD=1.2V~0.6V). This 512Kb 8T SRAM array can operate
at 502.5MHz in VDD=1.1V, TT corner & 25°C and it also can operate at 28.41MHz
in VDD=0.6V, TT corner & 25°C. The power consumption of read operation and
write operation in VDD=1.1V are 13.5uw/MHz and 6.87uw/MHz per operation,

respectively. The VDDmin is 0.45V in TT corner & 25°C

102



6.2 Future Work

We can consider using boosting WL scheme. We can boost the row-based WL
signal to strengthen the outer pass-gate MR1, improving the read-stability and
write-ability simultaneously. We can also use voltage detector to detect the operating
voltage to boost WL effectively in low VDD region and not to boost WL in high VDD
region. Pipeline scheme can be used in this 512Kb 8T SRAM design, in order to
improve the operating frequency. If we use pipeline scheme, we need to insert
master-slave latches in somewhere to latch the data. Fig. 6.1 shows the pipeline
scheme of SRAM design

Pipeline SRAM

1 M 0
(Input Latch) (Output Latch)

—1 Cycle ——1 Cycle —+—1 Cycle —+—1 Cycle —
L1 L2 L1 L2 L1 L2 L1 L2

1 ke
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Fig.6. 1 Pipeline scheme of SRAM Design
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