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Applying Human Activity Recognition System to
Medicine Taking and Activities of Daily Living

STUDENT: Tzung-Shian Tsai ADVISOR: Dr. Jyh-Yeong Chang

Institute of Electrical and Control Engineering
National Chiao-Tung University

ABSTRACT

Human activity recognition system is now a very popular subject for research
and application. Using a fixed camera to track a person and recognize his (her)
activity is widely seen in home surveillance. For real-time surveillance, the embedded
algorithms must be efficient and fast to meet the real-time constraint.

In the thesis, a new person tracking and continuous activity recognition is
proposed. We build two background-models, in grayscale and HSV color space as
well to extract the human correctly, and we could also reduce the shadowing effect
well. For better efficiency and separability, the binary image is firstly transformed to a
new space by eigenspace and then canonical space transformation, and the recognition
is finally done in canonical space. A three image frame sequence, 5:1 down sampling
from the video, is converted to a posture sequence by template matching. The posture
sequence is classified to an action by fuzzy rules inference. Fuzzy rule approach can
not only combine temporal sequence information for recognition but also be tolerant
to variation of action done by different people and time.

Moreover, we make use of the hue component to recognize the medical pouch’s
color when one is taking medicine. By combining with the hue-based pouch’s color
model and human activity recognition system, we can know someone is taking

medicine and its medical pouch’s color as well. Finally, we also employ the activity



recognition system to record a student’s activity in the daily living.
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Chapter 1 Introduction

1.1 Motivation of this research

Human activity analysis is an open problem that has been studied intensely
within the areas of video surveillance, homeland security, and more recently, eldercare.
In the video surveillance, human activity recognition from video streams has many
applications such as home care system, human-machine interface, automatic
surveillance, and smart home applications. For example, an automatic system will
trigger an alarm condition when the automated surveillance system detects and
recognizes suspicious human activities. Human activity recognition can also be used
in extracting semantic descriptions from video clips to automate the process of video
indexing. However, there is no rigid syntax and well-defined structure as that of the
gesture and sign language which can be used for activity recognition. Therefore, this
makes human activity recognition become a challenging task.

Several human activity recognition methods have been proposed in the past few
years. Bobick and Davis [1], they recognized human activities by comparing
motion-energy and motion-history of template images with temporal images. Carlsson
and Sullivan [2], shape was represented by edge data obtained from canny edge
detection. Cohen and Li [3] presented a view-independent 3-D shape description for
classifying and identifying human activity using SVM. W* [4] can detect people
(single person or people in group) by adopting an adaptive background model and
identify the activities by finding the body parts on the silhouette boundary. Luke and
Keller et al. [5], they build a voxel person to model human activity and recognize

these activities by fuzzy logic.



In our research, we design a robust method that uses temporal information,
which is implicitly inherent in the human activity recognition. People have the same
postures and posture sequences when they perform a specific action. Therefore, we
use shape features to classify each image frame into postures we defined. Then, we
use the frame sequences of key postures to recognize which activity one does. The
objective of this thesis is to provide a system to auto-surveillance and to track people
and identify their activities.

The human activity recognition system flowchart is illustrated in Fig. 1.1. Our
system can be separated into three components. The first component is foreground
subject extraction. The second component is the transformation of image data in a
space smaller and easier for posture recognition. The third component is the posture

classification of an image frame and activity recognition using frame sequences.



WRJSAS UONIUF00I AJTATIOR UBWINY JO WEISLIP Y00[q Y, ['T "SI

Ved pInp oY1 1red puooas YT, 1red 1sI1J 9T,

AR IR Vo |

I [ [ I

I [ . I

| ["ouenbas & L | U010 |
W q Ly o oFewr HOI9p W aSew

SUOTIOY |« m Moﬁo% < oI AZznyg e 20813 303(qnS |« m m 1SD l«— ISH |« m ™ punossaiog @ma < m Surexy ndu]

! UB{eIN A" | punoioio | |

m A | , m

“““““““““““““““““““““““““““““““““““““““““““““““ | |

|

| |

| [opow W

| punoisyoeg m

| |

O J

oSeuw

punoidyoeg




1.2 Foreground subject extraction

Background subtraction is widely used for detecting moving objects from image
frames of static cameras. The rationale of this approach is to detect the moving
objects by the difference between the current frame and a reference frame, often
called the “background model.” A review is given in [6] where many different
approaches were proposed in recent years. In our system, we build two background
models; one is based on grayscale value and the other is based on HSV color space.
Basically, the background image is a representation of the static scene. We prepare to
update the background model until the subject enters the scene. After the subject
leaves the scene, we also update the background mode.

After building a background model;:we can extract foreground subject from
video frames by subtracting each pixel value of background model from that current
image frame. Then, the resulting image is-converted to a binary image by setting a
threshold. The binary image mainly contains foreground subject with only little noise.
Therefore, we can set a threshold in the histogram of the binary image to extract a
rectangle image, which is the most resemble shape of a person, of the target subjects.

The rectangle image is resized to the standard level.

1.3 Eigenspace and Canonical Space Transformation

In most of video and image processing, the size of frame is usually very large
and it usually exists some redundancy. The redundancy possesses little information of
an image. Hence, some space transformations are introduced to reduce redundancy of

an image by reducing the data size of the image. The first step of redundancy
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reduction often transforms an image from spatiotemporal space to another data space.
The transformation can use fewer dimensions to approximate the original image.
There are many well-known transformation methods such as Fourier transformation,
wavelet transformation, Principal Component Analysis and so on. Our transformation
method combines eigenspace transformation and canonical space transformation
which are described as follows.

Eigenspace transformation (EST), based on Principal Component Analysis, has
been demonstrated to be a potent scheme used below: automatic face recognition
proposed in [7], [8]; gait analysis proposed in [9]; and action recognition proposed in
[10]. The subsequent transformation, Canonical space transformation (CST) based on
Canonical Analysis, is used to reduce data dimensionality and to optimize the class
separability and improve the classification performance. Unfortunately, CST approach
needs high computation efforts when the image is large. Therefore, we combine EST
and CST in order to improve the classification performance while reducing the
dimension, and hence each image can be projected from a high-dimensional
spatiotemporal space to a single point in a low-dimensional canonical space. In this

new space the recognition of human activities becomes much simpler and easier.

1.4 Image Frame Classification and Activity Recognition

In this thesis each in a video segmentation, images are transformed into an image
feature vector by extracting features from images. We extract image features by using
eigenspace transformation and canonical space transformation. We group three
contiguous 5:1 down-sampled images and transform them to three consecutive feature

vectors. Then, the three contiguous images are down-sampled and its sample rate is



usually 6 frames per second. Next, the time-sequential images are converted to a
posture sequence by using these three feature vectors. The posture sequence is
dignified by the number of the templates. In the learning stage, we build a transition
model in terms of three consecutive posture sequences which is the category symbol
of the posture template. For human action recognition, the model which best matches
the observed posture sequence is chosen as the recognized action category.

After transforming image frames to eigenspace and canonical space domain, we
greatly reduce the data (image) size. We make use of fuzzy rule-base techniques to
classify human activity, not using the shape of an image. Thus our activity analysis
task can be tolerant of dissimilarity, uncertainty, ambiguity and irregularity existent in
the data. Relevant articles using the fuzzy theory in action recognition are described
as follows. Wang and Mendel [11] proposed that fuzzy rules to be generated by
learning from examples.

In our system, we propose a fuzzy rule-base approach for human activity
recognition. Each action is represented in the form of fuzzy IF-THEN rules, extracted
from the posture sequences of the training data. Each IF-THEN rule is fuzzified by
employing an innovative membership function in order to represent the degree of the
similarity between a pattern and the corresponding antecedent part in the training data.
When our system classifies an unknown action, it will test on three consecutive
sampled images of the video frames by each fuzzy rule learned before. The
accumulated similarity measure associated with these three consecutive postures is to
match the posture sequence representing activity model of the training database, and
the unknown action is classified to the action yielding the highest accumulative
similarity. Finally, we will build a taking medicine system that is based on the above

activity recognition.



1.5 Thesis Outline

The thesis is organized as follows. In Chapter 2, we introduce the basic concepts
concerning eigenspace transform, canonical space transform, and the HSV color space.
In Chapter 3, we describe our taking medicine recognition system that includes “skin

99¢¢.

color detection,”medical pouch color recognition” and “activity recognition system.”
Then, we also do activities of daily living by only using our “activity recognition

system.” In Chapter 4, the experiment results of our recognition systems are shown.

At last, we conclude this thesis with a discussion in Chapter 5.



Chapter 2 Basic Concept

In this chapter, we briefly explain the basic concepts of eigenspace and canonical

space transform. Then HSV color space concept is introduced.

2.1 Fundamentals of Eigenspace and Canonical Space

Transform

In video and image processing, the dimensions of image data are often extremely
large. There are many well-known transformation methods to reduce the size of data
such as Fourier transformation, wavelet, principal component analysis (PCA),
eigenspace transformation (EST) and so on. However, PCA based on the global
covariance matrix of the full set of image data is not sensitive to the class structure
existent in the data. In order to increase the discriminatory power of various activity
features, Etemad and Chellappa [12] used linear discriminant analysis (LDA), also
called canonical analysis (CA), which can be used to optimize the class separability of
different activity classes and improve the classification performance. The features are
obtained by maximizing between-class and minimizing within-class variations. Here
we call this approach canonical space transformation (CST). Combining EST based
on PCA with CST based on CA, our approach reduces the data dimensionality and
optimizes the class separability among different activity classes.

Image data in high-dimensional space are converted to low-dimensional
eigenspace using EST. The obtained vector thus is further projected to a smaller
canonical space using CST. Action Recognition is accomplished in the canonical

space.



Assume that there are C training classes to be learned. Each class represents a
specific posture, which assumes of testers various forms existing in the training image

data. xi; is the j-th image in class i, and N; is the number of images in the i-th class.
The total number of images in training set is Nt = N; + N, +---+ N, . This training set

can be written as

! ! ! !
[xl,la"'vxl,Nlo"':X2,1a"'9XC,NC] (2.1)

where each X ; isan image with n pixels.

At first, the intensity of each sample image is normalized by

Xi,j :—Xi’,j . (22)
[
Then, the mean pixel value for the training set is given by
1T &)
m =—>>x . (2.3)
NT i=1 j=1

The training set can be rewritten as an Nx N; matrix X by subtracting m_. And

each image x;; forms a column of X, that is

Xz[xl’1 —Mm e, Xy I, Xy —mXJ. (2.4)

X2



2.1.1 Eigenspace Transformation (EST)

Basically EST is widely used to reduce the dimensionality of an input space by
mapping the data from a correlated high-dimensional space to an uncorrelated
low-dimensional space while maintaining the minimum mean-square error to avoid
information loss. EST uses the eigenvalues and eigenvectors generated by the data
covariance matrix to rotate the original data coordinates along the directions of
maximal variance sequentially.

If the rank of the matrix XX' is K, then K nonzero eigenvalues of
XXT, A, Ay, o+, Ak, and their associated eigenvectors, e;,e,,---,ex , satisfy the

fundamental relationship
}\.iei:Rei, iZI,Z,--',K (25)

where R=XX" and R is a square, symmetric Nxn matrix. In order to solve

Eq. (2.5), we need to calculate the eigenvalues and eigenvectors of the nxn matrix

XX". But the dimensionality of XX' is the image size, it is usually too large to be

computed easily. Based on singular value decomposition, we can get the eigenvalues

and eigenvectors by computing the matrix R instead, that is

R=X"X X: data matrix (2.6)

in which the matrix size of R is N: x N; which is much smaller than nxn of R.
Then the matrix R still has K nonzero eigenvalues /Tl , /Tz TR ZK and K associated

eigenvectors e, €,,--, €« which are related to those in R by

10
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These K eigenvectors are used as an orthogonal basis to span a new vector space.
Each image can be projected to a point in this K-dimensional space. Based on the

theory of PCA, each image can be approximated by taking only the largest
eigenvalues |/11|2|/12|2---2|/1k| , K<K , and their associated eigenvectors

e, e,, -, ec. This partial set of k eigenvectors spans an eigenspace in which y;; are

the points that are the projections of the original images x;; by the equation

vii=[en el X, i=12..C ;5 j=12.,N 2.8)

) ) T : ) )
We called this matrix [el,ez,---,ek] the eigenspace transformation matrix. After

this transformation, each image X;  can be approximated by the linear combination of

these k eigenvectors and y;; is a one-dimensional vector with k elements which are

their associated coefficients.

2.1.2 Canonical Space Transformation (CST)

Based on canonical analysis in [13], we suppose that {(I)l,(l)z,-.-,d)c} represents

the classes of transformed vectors by eigenspace transformation and y;; is the j-th

vector in class i. The mean vector of entire set can be written as

my:NLZzyl,j Izla 29:CaJ:19 2”N| (29)
T

11



The mean vector of the i-th class can be presented by

m; Zyl i (210)

NI yijeDi

Let Sy, denote the within-class matrix and S, denote the between-class matrix,

then

S S, -m )l m )

1
w
NT i=l y; j€o;

S, :NLTZCZNI(m —-m )(mi —my)T

i=1

. M

where S,, represents the mean of within-class vectors distance and S, represents the
mean of between-class distance vectors distance. The objective is to minimize Sy, and
maximize S, simultaneously, which is_known as the generalized Fisher linear

discriminant function and is given by

T
J(W) _ \\% SbW

— 2.11
WS, W @11

The ratio of variances in the new space is maximized by the selection of feature

transformation W if

oJ

e (2.12)

Suppose that W is the optimal solution where the column vector w; is a

generated eigenvector corresponding to the i-th largest eigenvalues A, . According to

the theory presented in [13], we can solve Eq. (2.12) as follows

S,w; =4S, w,. (2.13)



After solving (2.11), we will obtain c—1 nonzero eigenvalues and their corresponding

eigenvectors [v,,V,,--,v.,| that create another orthogonal basis and span a

(c—1)-dimensional canonical space. By using these bases, each point in eigenspace

can be projected to another point in canonical space by

zij=[vi,va, Ve ] Ty (2.14)

where z;; represents the new point and the orthogonal basis [Vl,Vz,”-,VC,l] T s

called the canonical space transformation matrix. By merging equation (2.8) and
(2.14), each image can be projected into a point in the new (C —1)-dimensional space

by

Zij = HXi’j. (215)

in which H:[Vl,Vz,---,chl]T[el,ez,---,ek]T.

13



2.2 The HSV color space

The HSV (hue, saturation and value) color space corresponds closely to the
human perception of color. Conceptually, the HSV color space is a cone as shown in
Fig. 2.1. Viewed from the circular side of the cone, the hues are represented by the
angle of each color in the cone relative to the 0° line, which is traditionally assigned to
be red. The saturation is represent as the distance from the center of the circle. Highly
saturation color are on the outer edge of the cone, whereas gray tones (which have no
saturation) are at the very center. The value is determined by the colors vertical
position in the cone. At the point end of the cone, there is no brightness, so all colors

are blacks. At the fat end of the cone are the brightness colors.

Hue 0=360"

Saturation

Value 0-1 0-1

Fig. 2.1 The HSV Cone

14



The formula of RGB transfers to HSV is defined as :

0°, if max = min
6O°><G;B_+0°, if max=RandG > B
max —min
G-B )
H=:60°x———+360° if max=RandG <B
max —min
60°><B;R_+120°, if max=G
max —min
60°xLC5_+24O°, if max=B
max —min
0, if max=0
S =1 max — min )
———, otherwise
max
V = max (2.16)

where max=max(R,G,B)and min=min(R,G,B).

The hue parameter is the value which represents color information without
brightness. Therefore, the hue is not affected by change of the illumination brightness
and direction. Although hue is the most useful attribute, there are three problems in
using hue attribute for color segmentation: (1) hue is meaningless when the intensity
value is very low; (2) hue is unstable when the saturation is very low; and (3)
saturation is meaningless when the intensity value is very low [11]. Accordingly,
Ohba et al. [14] use three criteria (intensity value, saturation, and hue) to obtain the
hue value reliably.
® Intensity Threshold Value:

If V<V, then H=0, where V, V,, and H are an intensity value, the

intensity threshold value, and a hue value, respectively. If measured color is not

15



bright enough, the color is discarded. Then, the hue value is set to a
predetermined value, i.e., 0.
Saturation Threshold Value:

If S<S§,,then H =0, where S, S, and H are an saturation value, the
saturation threshold value, and a hue value, respectively. Using this equation,
measured color close to gray is discarded in the image.

Hue Threshold Value:

If 0O<H<H, or, 27-H,<H <27 then H=0. The range of hue

value is from 0 to 27, and it has discontinuity at 0 and 27 . We use the phase

threshold value AP, to avoid the discontinuity effect.

16



Chapter 3 Taking Medicine Recognition System

The system flowchart is illustrated in Fig. 3.1. Next, we discuss “skin color
detection,” “medical pouch color recognition,” and “activity recognition system” in

detail.

Image

4

Skin color detection

4

Medical pouch color recognition

A

Activity recognition system

v
Output

Fig. 3.1 The block diagram of taking medicine recognition system

Firstly, we build the grayscale value and the HSV color space background
models in Scene 1, a normal view on medical pouch table. Then, our PTZ camera will
zoom-in to become, a zoom-in of Scene 1, Scene 2 quickly because we do medical
pouch color recognition. After the color recognition, the camera will return to Scene 1.

Finally, we do activity recognition for taking medicine. Fig. 3.2 and Fig. 3.3 represent

17



Scene 1 and Scene 2, respectively.

Fig. 3.2 Scene 1, normal view on medical pouch table

Fig. 3.3 Scene 2, zoom-in of Scene 1 and being used to recognize medical pouch’s

color.

3.1 Skin Color Detection

Later, we called Scene 1 as S, and Scene 2 as S, . In our system, we have two
zooms between S, and S,. If the background models are ok completely, we will
have the first scene zoom that is from S, to s,. Then, the scene was still s, until
our system finished the medical pouch color recognition. Otherwise, we make use of
skin color detection to trigger the medical pouch color recognition. Next, we will

discuss the skin color detection in detail.
18



By skin color detection, we can discriminate that there are someone or not

anyone in S,. First, the real-time image is transformed into the normalized RGB

color space by

R

r=—— 3.1
R+G+B G-

G
= - 3.2
g R+G+B (3-2)

According to Soriano and Martinkauppi [15], a boundary condition of skin color in

the r-g plane is defined as

2
fupper (1) =—1.3767r° +1.0743r +0.1452 (3.3)

foer (1) = =0.7760r° +0.5601r +0.1766 (3.4)

If a pixel satisfies the following four conditions, it will be labeled as skin pixel; and

further, we know there is a personin S, .

g > flower(r) al’ld g < fupper(r) (35)
(r—0.33)? + (g —0.33) > 0.0004 (3.6)
R>G>B 3.7

R-G > kg, (3.8)

where k. is athreshold.These detected skin pixels are belonged to hands because

skin

our camera focus on subject’s hands and medical pouch. Fig. 3.4 shows an original

image | 10 S, thatincludes subject’s hands and a green medical pouch.

19



Fig. 3.4 Original image |

original m S2

Next, we utilize above equations from Egs. (3.1) - (3.8) to segment the skin

pixelsin | . Then, we can get an image | from original image |5 by

original skin

255, if | yigina (X, Y) is detected as skin pixel

| gin (X, ) ={ (3.9)

0, otherwise

where |00 (X, Y) 1s the intensity of a pixel which is located at (X,y), and

I (X,y) is the segmented binary image by Eq. (3.9), as shown in Fig. 3.5.

Fig. 3.5 The binary image | in which white.

skin 2

Since the medical pouch is carried by one’s hands, we can first determine the
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location of the subject’s hands and then the color of medical pouch can be determined.

According to the binary image | segmented above, we further extract the skin

skin
region to minimize the image size to process. Skin region extraction can be
accomplished by simply a thresholding on the occupied histograms in the X and Y

directions of processing image. Figure 3.6 shows an example of skin region extraction.

We project the binary image |, and to the X and Y directions. The interested
section has higher counts in the histogram. We obtain the boundary coordinates X,
X, of X axisand Yy,, y, of Y axis from the projection histogram. We can use these
boundary coordinates as four corners of a rectangle to locate subject’s hands, and the

medical pouch as well.

Counts
>

Y oaxis

Counts

- ol .
X, Xy X o

Fig. 3.6 Histogram of binary image | projection in the X and Y directions.

skin
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3.2 Medical Pouch Color Recognition

That is, it is the location of subject’s hands. According to the result of histogram

of | Fig. 3.7 shows the region of subject’s hands.

skin >

Fig. 3.7 A rectangular region is detected to confine the subject’s hands

In Fig. 3.7, we find that the rectangle includes not only subject’s hands but also
subject’s medical pouch. Thus, we can do medical pouch color recognition in the
above rectangular region.

We will recognize medical pouch’s color in the HSV color space. First, we make
use of Eq. (2.16) of chapter 2 to transform pixels in the hand region into the HSV
color space. In order to decrease the computation, we do not transform all pixels in
the region. Only the pixels not belonged to the skin pixels are transformed.

The hue value can be a reliable clue to discriminate the color of a medical pouch.
The colors of our medical pouches are light red, light green and light yellow. We
extract image pixels of these color medical pouches, and plot the histogram of hue
component, the highly counted regions around red, green, and yellow can specify the
threshold boundaries for these three colors, respectively.

To detect the color of the medical pouch of an image, the pixels other than
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belonging to the hand in the rectangular hand region are matching to the red, green,
and yellow regions obtained above. The color bin with the maximal number of pixels
is belonging to specify the color of medical pouch of the image. To be more reliable,
we further utilize the dominant medical pouch’s color obtained in seven consecutive
images to specify the final medical pouch’s color of the video clip. Fig. 3.8 shows the

structure of the medical pouch color recognition.

The i-th image only includes the
rectangular skin color region

s this pixel belonged to the skin
pixels?

4 4

HSV color space

Ignore .
& transformation

y
Calculate individual

number of pixels in
these colors

A

Find the maximum of
these numbers

Medical pouch color

Fig. 3.8 The structure of the medical pouch color recognition in the i-th image
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3.3Human Activity Recognition System

3.3.1 Object Extraction

A. Background Model

First, we only build a grayscale value background model and find out it cannot
detect reliably those foreground pixel whose grayscale values close to background
pixel. In order to solve this problem, we also build another background model in the
HSV color space. The HSV color space corresponds closely to the human perception
of color. We can have the luminance information and the chromatic information
simultaneously. Hue is unreliable in some condition, so we use the three criteria
(intensity value, saturation, and hue) described in Chapter 2 to obtain the hue value
reliably.

In the grayscale value background model, each pixel of background scene is
characterized by three statistics: minimum grayscale value n%®(x,y), maximum
grayscale value m?®(x,y) and maximum inter-frame difference d?®(x,y) of a
background video. Because these three values are statistical, we need a background

video without any moving objects, for background model training. Let | be an image
frame sequence and contains N consecutive images. 17®(X,y) is the grayscale value

of a pixel which is located at (X,y) in the i-th frame of |. The grayscale value

background model, [m¥ (x,y),n*® (x,y),d*¥(x,y)], of a pixel is obtained by
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mo (x, y) miax{l (X, Y))
ne" (x,y) | = min{l* (x, )| (3.10)
do(x, y) miax{\hgfay(x, V-1 (6 y)||

where 1=1,2,...,N.

In the other hand, we build another background model with the minimum value
(In" (X, y),n°(X,y),n" (X, y)]) and maximum value ([m" (X, y),m*(x, y),m’ (x,y)]) in
each HSV domain. Then, we also record the inter-frame ratio in the brightness
information and the inter-frame different in the chromatic information. Likewise, we

use the same background video, for background model training. Suppose the observed

image frame sequence that contains N consecutive images. . (X, y) is the pixel’s
hue value at (X, y) of the i-th image frame. |° (X, y) is the pixel’s saturation value

at (X, y) of the i-th image frame. I (X, y) 1s the pixel’s brightness value at (X, y)

of the i-th image frame. The background model of a pixel is obtained by

m" (x,y) miaX{| (X, y)}
" (xy) |= rniin{l "y (3.11)
d"(x,y) miax{ 1 oy =1 (x, y)\}

m* (X, ) max{I (x, )
nS(x,y) | = miin{l Sy} (3.12)
4000 | max 1 (xy) - 15,00 y)|
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max {1 (x,y)}

i i min{l’ (x, )} if 1Y ()1, (x,y) 2 1
m* (X, y) '
; max{ |1} /1, ()}
n"(x,y) =1 ' 3 (3.13)
max{l}’ ()|

dv(x,
L0, miin{HV(X,Y)} if 17 (x,y)/ 1, (xy) <1

max 11,06 0)/1Y ) |
where 1=1,2,..,N

B. Extraction of Foreground Object

Fig. 3.9 shows the framework we apply to foreground subject extraction. Our

framework of foreground subject extraction is.composed of four components.

Extraction of foreground subject Extraction of foreground subject
in the grayscale value in the HSV color space
background model background model

v

Shadow suppression

Object segmentation

4

Foreground image compensation

Fig. 3.9 The framework we apply to foreground subject extraction
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The first component is foreground subject extraction in the grayscale value and the
HSV color space background models. The second component is the shadow
suppression. The third component is the object segmentation. And the finally
component is the foreground image compensation to recover the foreground pixels
those are wrongly classified to the background.

Foreground objects can be segmented from every frame of the video stream. Each
pixel of the video frame is classified to either a background or a foreground pixel by
the difference between the background model and a captured image frame. First, we
utilize the maximum grayscale value m®®(x, y), minimum grayscale value n(x,y)
and maximum inter-frame difference d%¥(x,y) of the grayscale value background

model to segment a foreground by

0, if 1} (% y) (M (X y) +ku)
I 1foreground (X’ y) = and | it(X, y) > (ngray(x’ y) - k,Ll) (3 14)
255, otherwise

where 17(x,y) is the intensity of a pixel which is located at (X,y), 1" foreground (X, Y)

is the gray level of a pixel in binary image, x is the median of all d®®(x,y), and k
is a threshold. Threshold k is determined by experiments according to difference
environments. The value of Kk affects the amount of information retained in binary

: 1
1mage I foreground (X, y) .

In the other hand, we utilize the maximum value m" (X, y) , the minimum value

n’(x, y) and maximum inter-frame value ratio d" (X, y) of the HSV color space

background model to segment the foreground pixel by
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0, if 170G y)/mY (x,y) <k, d¥ (x,y)
I foreground (X, Y) = or IV (x,y)/n" (x,y) <k,d" (x,y) (3.15)
255,  otherwise

where 1Y (X, y)is the intensity of a pixel which is located at (X, y), 17 foreground (X, Y)

is the gray level of a pixel in a binary image, K, is a threshold, determined by light
sufficiency of the scene. k, will be reduced for in-sufficient light condition and

increased otherwise.

C. Shadow Suppression

The pixels of the moving cast shadows are easily detected as the foreground pixel
in normal condition. Because the shadow pixels and the object pixels share two
important visual features: motion model and detectability. For this reason, the moving
shadows cause object merging and object shape distortion. Therefore, we need to
remove the shadow by using a shadow filter. The detail of the shadow filter is in next
paragraph.

First, we discuss the shadow filter in the grayscale value. Let B(X,y) be the
background image formed by temporal median filtering, and 1(X,y) be an image of

the video sequence. For each pixel (X,y) belonging to the foreground, consider a

3x3template T, such that T, (m,n)=1(x+m,y+n), for —1<m<L-1<n<I(ie.
T, corresponds to a neighborhood of pixel (X,Yy)). Then, the NCC between

Xy

template T, and image B at pixel (X,y) is given by:
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ER(X,Y)

NCC(x,y) = E(x Y)Erxy (3.16)
where
ER(X,Y) = Z Zl“ B(X+m,y+nT, (m,n)
Es(X,y)= ZI:ZI:B(x+m y+n)’ (3.17)

> > T, (mn)?

n=—Im=-1

i

If a pixel (X,y) isin a shadowed region, the NCC should be large (close to one), and

the energy ETxy of this region should be lower than the energy E;(X,y) of the

corresponding region in the background images. There, we get

shadow, NCC(X,y)= L, and E; <E (X,
sl(x,y)={ a8 o <Es (V) (3.18)

foreground, otherwise

where S'(X,y) is the shadow mask to class the pixel in the moving cast shadow, and
L. 1s a fixed threshold. If L. 1is low, several foreground pixels may be

ncc

misclassified as shadow pixels. Otherwise, choosing a large value of L, then the

actual shadow pixels may not be detected.

We know that shadow pixels have similar chromaticity, but lower brightness than
the background model. Hence, we can detect the shadow from foreground subject in
the HSV color space. We analyze only points belonging to possible moving object that

are detected in the former step. We define another shadow mask S* for each (X,Y)

point as follows:
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shadow, if 17 (X,y)-n"(x,y)<0

, and‘IiH (X,y)_mH(X,y)‘<kHdH(Xoy)
S%(x,y) = (3.19)

and|1? (X, y) - m*® (X, y)| < ks d*(x.y)

foreground, otherwise

where 1 (x,y),17(x,y), and 1Y’ (x, y) are respectively the HSV channel of a pixel

located at (X, y), and S*(X,y) is the shadow mask to class the pixel in the moving
cast shadow. Values ks and ky are selected threshold values used to measure the
similarities of the hue and saturation between the background image and the current

observed image. Finally, the foreground subject is defined as:

I foreground (X’ y) =3 1 (Xa y) VS ’ (Xa y) (320)

D. Object Segmentation

According to the binary image | 4 segmented by above, we extract the

foregroun

region of foreground object to minimize the image size. Foreground region extraction
can be accomplished by simply introducing a threshold on the histograms in X and Y
direction. Fig. 3.10 shows an example of foreground region extraction. We utilize the
binary image and project it to X and Y directions. The interested section has higher
counts in the histogram. We obtain the boundary coordinates X;, X, of X axis and Y, Y»
of Y axis from the projection histogram. We can use these boundary coordinates as
four corners of a rectangle to extract foreground region and the size of this rectangle

is adjusted to 128x96. Fig. 3.11 is the extracted foreground region.
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Counts

- |
W oaxis
A Counts
i ¥z X oaxis

Fig. 3.10 Histogram of binary image projection in X and Y direction.

Fig. 3.11 The binary image of extracted foreground region.

E. Foreground Image Compensation

Detecting all foreground pixels and removing all shadows simultaneously are
difficult. When we want to remove shadow pixels, some foreground data will be lost
and this makes the foreground image be broken. Therefore, we will repair the

foreground image by opening filter and closing filter.
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3.3.2 Background Update

If we move indoor facilities, they will be detected as foreground pixels and the
activity recognition will be misclassified. Therefore, we have to update background
models in order to avoid above state occurring. Background models will be updated if
this real-time video does not vary for a long time and there is nobody in the scene. By

Eq. (3.10), we can calculate how many times the binary values remain unchanged.

t

update(x, y) + 1’ lf I tf;l}eground (X9 y) = I foreground (X’ y)

, (3.21)
update(x, y), otherwise

update(x,y) = {

where | foregrouna (X, Y) is the gray level of'a pixel in binary image and it is located at

t
foregroun:

(X,y). Value update(x,y) is a record of how many times | 4(X,y) remains

unchanged.

3.3.3 Activity Template Selection

A human body is a rigid body, thus has individual natural frequency; namely, it
has restriction on action speed when doing some specific actions. Because cameras
usually capture image frames in a high frequency, i.e., 30 frames /sec, there are few
differences between two consecutive postural image frames in a short interval.
Therefore, we select some key posture frames from a sequence to describe an activity,
i.e., our sample rate is 6 frames /sec. In our approach, we select one image frame,
called as the essential template image, with a fixed interval instead of each image, i.e.,

our interval is 0.167 sec. An example is shown in Fig. 3.12. After selecting the
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templates, each action is represented by several essential templates.

template n, template n,

H

H

H

H

H

H

H

H

A :
H

3 4 4 & :

Fig. 3.12 One image frame is selected as template with an interval.

By eigenspace transformation (EST) and canonical space transformation (CST),
these essential templates are transformed to a new space. The approximation will lose
slight information of image with little differences, but it can decrease massive data
dimensions. However, two similar image frames will converge to two near points in
the new space that is after eigenspace and canonical space transformation. The images
of similar postures done by difference people also barely converge to one point.
Consequently, we select only essential templates rather than use all sequences for
human activity recognition.

As described in Section 2.1, each image frame is transformed to a
(c—1)-dimensional vector by EST and CST methods. Assume that there are n training

models and C clusters in the system. Therefore, we have N; templates, where N is

equal to n multiplied by . Let g;; be a vector of template image of the j-th training

model and the i-th category and t;; be the transformed vector of g;;. t;; is

computed by

t;=H-g, i=1,2,---,¢; j=12,---,n (3.22)
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where H denotes the transformation matrix combing EST and CST and n is the total

number of posture images in the i-th cluster. t;; is a (c—1)-dimensional vector and

each dimension is supposed to be independent. Hence, t;; is rewritten as

6 =Lt T (3.23)

The transformation of each training model’s templates is treated as a mean vector.

That is,

==, (3.24)

where i is the number of template categories. The standard deviation vector of the

m-th dimension is computed by

o, = (3.25)

where m=1, 2,...,c—1.
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3.3.4 Construction of Fuzzy Rules form Video Stream

For human activity classification, transitional relationships of postures in a
temporal sequence are important information. Human’s actions may have similar
postures in two different activity sequences, and therefore only using one image frame
to classify the action is not sufficient. For example, the actions of “jumping” and
“crouching” both have the same postures called common states as shown in Fig. 3.13.
Besides, the posture sequence of each activity is dissimilar in different people.

Hence, we propose a method which not only combines temporal sequence
information for recognition but also is tolerant to variations of different people. We
use the fuzzy rule-base approach to design our system. The fuzzy rule-base approach
also has been proposed in gesture recognition in [16]; it has ability to absorb data

difference by learning.

Common states An image sequence of
r————- - the activity “Jumping”

L - — _— _ _ _ _ _An image sequence of
the activity “Crouching”

Fig. 3.13 Common states of two different activities.
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We use the membership function to represent the feature’s possibility of each
cluster. We choose the Gaussian type membership function to represent the features
because the Gaussian type membership function can reflect the similarity via the first
order and second order statistics of clusters and is differentiable.

Firstly, when the k-th training image frame xy is inputted, the feature vector ai is

extracted by
a, =Hx,. (3.26)

where H denotes the transformation matrix combing EST and CST. As the same as t;;

in Eq.(3.21), ax can be rewritten as
o o
a, :[ai,akz,--~,akl] : (3.27)

If we suppose the dimensions of the feature vectors are independent, a local
measure of similarity between the training vector and each template vectors can be
computed. Let X denote the covariance matrix of all essential template vectors and C;

denote the i-th class of essential templates. The membership function is given by

i = M(ak|ci)

1 1 -
= Texp{—g(ak -’27, —u)} (3.28)
() * g2
o 1 1 (ay _:Uil?j)z
=argmaxq | | ——exp|-— =) ——————
] lm_[1\/27l'0'm { 25 o,

1 m
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where | is the training model number. r;; denotes the grade of membership function
in category i of the k-th image frame. Besides, we can obtain which category each

image belongs to by

P, =argmaxr;, (3.29)

The membership function describes the probability of which one it is like most. But it
just contains the information of a single image. Hence, we collect three images to
form a basis for temporal information.

Assume we have C linguistic labels, each linguistic label represent a category of
essential template. Each image frame can be represented by one of these C linguistic

labels. Here, we combine three contiguous images to a group(l,,l,,1;) and the

interval of itself and next is 0.167 sec. The transformation of the image group can

form a feature vector [a, a,,a,].There are ¢® combinations of the feature vector. Each

combination represents the possible transition states of the three images. We use Egs.
(3.26) and (3.27) to class each image frame. Hence, we can represent the feature
vector ([a,,a,,a,]) by linguistic label sequence([P,,P,,P,]). An image sequence
with linguistic label sequence is associated with its output of corresponding activity.

As developed by Wang and Mendel [17], fuzzy rules can be generated by
learning from examples. Such image sequence constitutes an input-output pair to be
learned in the fuzzy rule base. In this setting, the generated rules are a series of
associations of the form

“IF antecedent conditions hold, THEN consequent conditions hold.”

The number of antecedent conditions equals the number of features. Note that
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antecedent conditions are connected by “AND.” For example, an image sequence, its
transformations of image 1, image 2, image 3 and belonging categories being

concatenated as vector format, is given by

[P.P,.P;;D,] (3.30)

Image | Image 2 Image 3

Suppose that Image 1, Image2 and Image 3 belong to key posture 1, key posture 2 and
key posture 3 respectively. Therefore, we assign the image sequences, whose feature
vector is [a}, a), a}], to the linguistic labels Posture 1, Posture 2 and Posture 3
respectively. Finally, according to the feature-target association implies this image

sequence to support the rule of

Rule 1. IF the activity’s I, is P/ AND its I, is P, AND its I, is P/,

THEN the activity is D;. (3.31)

After the learning steps of action video, some rules that obtained enough member
of supporting fire strength may be representative to describe an action in video. In this
thesis, a rule with at least four supporting input image frames is selected and compiled
to constitute the knowledge rule base of our action recognition system. During the
training of image sequences, we can compute the mean and standard deviation of each

pre-defined activity.
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3.3.5 Classification algorithm

After constructing the rule base, we can grade the input image sequence with
each fuzzy rule by grade of membership function. Let X denote the covariance matrix
of all essential template vectors, C; denote the i-th class of essential templates and sk
denote the image frame transformed by EST and CST. The membership function is
given by

i = M(Sk|Ci)

- %exp{—%(sk W, —u)} (332)
(27) * g2

o 1 1 & (sy _/Uir,nj)2
= arg max expl—— ) ———————
J {lm_[l N2ro, { 2 E o,

where | is the training model number. F; - denotes the grade of membership function

in category I of the k-th image frame. o is the standard deviation of all essential
templates. These membership functions are just the results of one image frame.
Therefore, we use two transformed vector of passed image frames, which are called
a,_, and a,_,. Then, we set these three vectors as a feature vector [a,_,,a,_,,a,]
and compute the membership functions of them respectively.

In order to calculate the similarity between image sequence and each postural
sequence in the training data base, we take out the membership functions Iy ,, ,
s, and I, which are corresponding to the three category of linguistic labels,
P,, P, and P,,, in the rule and have been calculated by Eq. (3.29). The summation
of hon, Nhn and I, is the similarity between current image sequence and the
postural sequence of this rule. We can obtain the similarity related to all fuzzy rules of
training data base in the same manner. The rule, which has the highest value of

similarity, is selected.
39



Chapter 4 Experimental Results

In our experiment, we tested our system on videos taken by PTZ camera. We
took the video in our laboratory at the 5th Engineering Building in NCTU campus.
The light source is fluorescent lamp and is stable. The background is not complex and
we equip a table in the scene. The camera is set up at a fixed location and kept
stationary. This camera has a frame rate of thirty frames per second and image
resolution is 320x240 pixels. Scene 1 is a normal view on medical pouch table, and
Scene 2 is the zoom-in of Scene 1. Fig. 4.1 and Fig. 4.2 represent Scene 1 and Scene 2,

respectively.

Fig. 4.1 Scene 1, normal view on medical pouch table

Fig. 4.2 Scene 2, zoom-in of Scene 1 and being used to recognize medical pouch’s

color.
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In our recognition systems, we have eight training actions: “walking from right

2 13 2 (13 2 (13

to left,” “walking from left to right,” “walking straightly,” “reading ,” “using

9 ¢¢ 29 ¢

computer,” “sleeping,” “taking medicine,” and “picking up.”

4.1 Skin Color Detection and Medical Pouch Color Detection

4.1.1 Skin Color Detection

Skin color detection is used for segmenting the object’s hands. If we segment the
skin region more precisely, we can extract object’s hands more correctly. A threshold

Ky, 1s applied in Eq. (3.8) described in Section 3.1 to obtain binary image B(X, y).

skin

The value of k. is chosen by experiment and varies with different environments.

skin

Hence, we ran a series of experiments to determine the optical threshold kg, and the

skin

corresponding binary images are shown in Fig. 4.3. The threshold k, =45 was

skin
adopted in our experiment.

Hand region is extracted from binary image B(X, y) in order to minimize the
size of images. Hand region extraction is accomplished by simply taking a threshold
along X and Y directions. Fig. 4.4 shows an example of hand region extraction. Fig.
4.4(a) is a image frame of the video stream. Figure 4.4(b) is the binary image after
performing background model analysis. Figures 4.4(c) and 4.4(d) show the projection
of Fig. 4.4(b) onto the X and Y directions, respectively. We can find the boundary
coordinates of the X and Y directions by observing the projection histogram. We used

these boundary coordinates to define a rectangle to extract foreground region from Fig.

4.4(b). Fig. 4.4(e) is the extracted foreground region.
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(a) (b)

(c) (d)

(e) ®

Fig. 4.3 Example of skin color detection at different threshold, k. , values. (a) An

skin »

image frame, (b) kskin :409 (C) kskin :459 (d) kskin :509 (e) kskin :55’ (f) kskin :60
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(a) (b)

L L L
200 250 300 350

(© (d)

Fig. 4.4 An example of hand region extraction. (a) An image frame, (b) binary
image after skin color analysis, (c) projection of (b) onto X direction, (d) projection of

(b) onto Y direction, (e) hand region extracted.
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4.1.2 Medical Pouch Color Detection

For medical pouch color detection, we have to analyse the hue component of red,
green, and yellow. Thus, we use three hundred 25x25images for each color,
respectively. First, we plot the histogram of hue component by using all the above
images. Then, we eliminate the first 5% and the last 5% in these data, and get a new
range for each color. For red, its hue component value is between 296 and 317. For
green, its hue component value is between 114 and 169. For yellow, its hue
component value is between 37 and 58. We show some images in these analytic data

in Fig. 4.5. These histogram plots are shown Figs. 4.6 —4.8.

(@)

(b)

(©)
Fig. 4.5 Some pouch’s color images in analytic phase. (a) red data, (b) green data,

(c)yellow data.
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Fig. 4.6 Histogram plot of hue component in the red data.

x 10
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Fig. 4.7 Histogram plot of hue component in the green data.
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Fig. 4.8 Histogram plot of hue component in the yellow data.

We recognize medical pouch’s ‘color twenty times for each color, and we use

seven consecutive images for one color recognition. Then, we suppose the recognized

time is N,, and the consecutive time is N, .We get two recognition rates, the first

recognition rate acc, is defines as

N
aCC — correctl 4.1
"N, xN, .1

where N is the number of correct color recognition in all recognized images,

orrectl

N, istwenty,and N_ isseven.

The second recognition rate acc,, majority voting in the seven consecutive images, is

defined as

N
acc, = —Cﬁ"”‘z (4.2)

r
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where N, 1S the number of correct color recognition in twenty recognitions.

Table I shows the color recognition result of the recognition rates.

TABLE 1

COLOR RECOGNITION RESULT OF THE RECOGNITION RATES

acc, acc,

Red 79.3% 85.0%
Green 70.7% 80.0%
Yellow 77.9% 85.0%
Average 76.0% 83.3%
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4.2 Background Model and Object Extraction

A background model is used for segmenting the foreground subject or object. In
our system, we first record a video of pure background with no subject in Scene 1 and
it is used as background models. If the grayscale value and the HSV color space
background models are ok completely, we will extract the foreground pixels by using
Eq. (3.14) and Eq. (3.15) in Section 3.3.1. Then, we continue to emend the former
foreground image by using the shadow filter, the closing filter, and the opening filter.

In order to get the optimal result of object extraction, we have to adjust some
parameters in our system. In chapter 2, we set thresholding parameters H, =25,
S, =40, and V, =40 to distinguish hue component correctly. In the grayscale value
and the HSV color space background. models, we set k=2.3 in Eq. (3.14) and
k, =1.4 in Eq. (3.15) to extract foreground pixels. In the grayscale value space, we
set L, =0.995 in Eq. (3.18) to detect shadow pixels. And in the HSV color space,
we set k, =1.3 and Kk, =1.3 in Eq. (3.19) to detect shadow pixels.

Figure 4.9 shows an example of foreground extraction. Fig. 4.9(a) is an image
frame of the video stream. Fig. 4.9(b) is the binary image after performing
background model analysis without shadow filter. So, we detect subject’s shadow as
foreground pixels. Fig. 4.9(c) shows the result of using shadow filter in Fig. 4.9(b).
Figure 4.9(d) shows the result of using closing filter in Fig. 4.9(c). Fig. 4.9(¢) shows
the result of using opening filter in Fig. 4.9(d) and it is the final result.

Likewise, we minimize the size of foreground images shown as Fig. 4.9(¢) by
simply taking a threshold along the X and Y directions. Fig. 4.10 shows an example of
foreground region extraction. Fig. 4.10(a) is a image frame of the video stream. Fig.

4.10(b) is the binary image after performing background model analysis. Figs. 4.10(c)
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and 4.10(d) show the projection of Fig. 4.10(b) onto the X and Y directions,
respectively. We can find the boundary coordinates of X and Y directions by
observing the projection histogram. We used these boundary coordinates to define a
rectangle to extract foreground region from Fig. 4.10(b). Fig. 4.10(e) is the extracted

foreground region.

(a) (b)

() (d)

(e)

Fig. 4.9 An example of foreground extraction (a) An image frame, (b) after
using background models, (c) after using shadow filter, (d) after using closing
filter, (e) after using opening filter.
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(c)

(e)

Fig. 4.10 An example of foreground region extraction. (a) An image frame, (b)
binary image after background analysis, (c) projection of (b) onto X direction, (d)

projection of (b) onto Y direction, (e) foreground region extracted.
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4.3 Fuzzy Rule Construction for Action Recognition

We construct the template model and the fuzzy rule database with the training
data. We chose six kinds of essential templates for “walking from right to left,” and
“walking from left to right,” respectively; four for “taking medicine,” three for

2 13

“walking straight,” and “picking up,” respectively; one for “reading,” ‘“using
computer,” and “sleeping,” respectively.

There are total 25 kinds of essential templates, and called 25 classes. The
essential template numbers of each activity depend on how complexity it takes. Each
essential template is a cluster with four template images which are from four different

training persons and have similar postures. Fig 4.11 and Fig. 4.12 are two examples of

some templates of two training models.
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Class 12 Class 13 Class 15

Class 16 Class 18 Class 20

Class 23 Class 24 Class 25

Fig. 4.11 Some “essential templates of posture” of model 1.
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Class 1 Class 3 Class 8

Class 13 Class 15

Class 16 Class 18 Class 20

Class 23 Class 24 Class 25

Fig. 4.12 Corresponding “essential templates of posture,” Fig. 4.11, of model 2.



After determining the standard deviation vectors, the corresponding training
video frames are inputted. The relationship between each image frame and each
template is calculated by using Eq. (3.28) in Section 3.3.4. We gathered three images
as a group in order to include temporal information. The interval between each of
these three images is five image frames which is the same as in template selection.
Training is accomplished in off-line situation. Therefore, we gathered three images
from different start points to train fuzzy rules. For examples: the first frame, the 6-th
frame and 11-th frame are gathered together as an input training data; the second
frame, the 7-th frame and 12-th frame are gathered together as another input training
data; the third frame, the 8-th frame and the 13-th frame are gathered together as
another input training data etc. Different start points of image frames are used for
training fuzzy rules in our experiment, because the starting posture of testing video
and of training video may not be the same. By utilizing different start points, the
system is able to learn much more combinations of image frames and increase
accuracy of fuzzy rules.

The group of the three images is converted to the posture sequence which has the
maximum summation of three membership function values in Eq. (3.28). Each
posture sequence will trigger a corresponding rule one time. If the corresponding rule
is not existent, a new rule is built in the form of IF-THEN which is represented in

Section 3.3.4.
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4.4 The Recognition Rate of Activities

The activity recognition system can operate in not only off-line videos but
also real time videos. In order to calculate the recognition rate of activities, we use
oft-line videos and each of them includes only one activity in our experiment. Then,
we input the testing video from different starting frames which is similar to the way
for the training fuzzy rules. Namely, we recognize the video from the first frame, the
second frame, the third frame and the fourth frame, etc. with the sampling intervals of
five frames. Hence, there are four video databases for training and testing.

An example of recognition rate of a testing video start from different frames is
shown in Table II. In this table, Wy is the activity “walking from right to left,” Wy is
the activity “walking from left to right,” Wgis the activity “walking straight,” Rgap is
the activity “reading,” Ucp is the activity “using computer,” Spgpp is the activity
“sleeping,” Taxe 1s the activity “taking medicine,” Pick is the activity “picking up.”
Here, the recognition rate is the number of correct recognition divide by the total

number of recognition for each video.
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TABLE II

The Recognition Rate of Person 2 with Different Starting Frame

Recognition rate (%)

Starting frame
Wre | Wir Ws Reap | Ucp | Steer | Take | Pick

From the 1%,
83.3% | 58.3% | 66.7% | 90.0% | 80.0% | 100% | 90.9% | 90.0%

h
6", ... frame

From the 2",
66.7% | 50.0% | 88.9% | 100% | 100% | 100% | 90.9% | 100%

7% .. frame

From the 3",
83.3% | 66.7% | 88.9% | 90.0% | 100% | 100% | 100% | 90.0%

8" .. frame

Fromthe4th,
75.0% | 66.7% | 100% {:100% | 90.0% | 100% | 90.9% | 90.0%

9 .. frame

From the Sth,
58.3% | 58.3% | 88.9% | 100% | 100% | 100% | 100% | 90.0%
IOth, ... frame

Table IIT shows the recognition rate, four folds cross validation, of each activity of
each model. If we test these videos in Model 1, we will constructed the templates and
fuzzy rules by used the order three models. That is, the testing video was not used for

constructing templates and fuzzy rules.
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TABLE III

THE RECOGNITION RATES OF FOUR FOLDS CROSS VALIDATION OF EACH ACTIVITY

Model 1 Model 2 Model 3 Model 4
Wre 77.7% (66/85) | 73.3% (44/60) | 61.3% (38/62) | 63.2% (43/68)
Wir 56.0% (42/75) | 60.0% (36/60) | 69.1% (38/55) | 66.1% (39/59)
Wy 86.7% (39/45) | 86.7% (39/45) | 86.7% (39/45) | 93.3% (42/45)
ReaD 100% (50/50) 96.0% (48/50) | 94.0% (47/50/) | 97.8% (44/45)
Ucp 98.0% (49/50) | 94.0% (47/50) | 96.0% (48/50/) | 94.0% (47/50)
SLEEP 100% (45/45) 100% (50/50) 100% (50/50) 100% (45/45)
Take 96.0% (48/50) | 94.5% (52/55) | 90.9% (50/55) | 96.0% (48/50)
Pick 90.0% (45/50) | 92.0% (46/50) | 90.0% (45/50) | 88.9% (40/45)
Average 85.5% (1449/1694)

4.5 The Activities of Daily Living

We use the above activity recognition system to record the activities of daily

living. In our experiment, we record the daily living of a student in the laboratory, and

99 ¢ 2 ¢¢

the common activities we used are “reading,” “walking straight,” “using computer,”
and “sleeping.” And we represent the above four activities as state 1, state 2, state 3,
and state 4, respectively. We record of activities of daily living for five days and plot
these data in Figs. 4.14 — 4.17. In these figures, the abscissa is represented as time and
the ordinate is represented as current action. For example, a point (13.5, 3) recording

computer represents subject is in state 3 at 13:30; that is, subject is “using computer”

at 13:30. Moreover, the interval between two consecutive time points is 1 minute.
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6/20 morning 09:35~11:21
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Fig. 4.13 The activities of daily living in (a) the morning of 6/20, (b) the afternoon of

6/20.
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6/21 morning 09:02~11:26
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6/21 afternoon 13:44~16:18
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Fig. 4.14 The activities of daily living in (a) the morning of 6/21, (b) the afternoon of

6/21.
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Fig. 4.15 The activities of daily living in (a) the morning of 6/23, (b) the afternoon of

6/23.
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6/24 morning 09:03~11:28
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Fig. 4.16 The activities of daily living in (a) the morning of 6/24, (b) the afternoon of

6/24.
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6/29 morning 08:47~11:33
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Fig. 4.17 The activities of daily living in (a) the morning of 6/29, (b) the afternoon of

6/29.
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On view of the ADL results above, we validate with the recording data. In these

data, we suppose the record rate is R per minute and get R, outputsin each

record recor

minute. Then, we use majority vote to decide which action is in these outputs in the 1
minute. After we get the recognized action in each minute, we calculate the ratio of

the action to these R, outputs and let the ratio be accurancy. For example, the

recor

recognized action exists Num times and the accurrancy is NUm_ . /R g 1N

action action

the 1 min. Table IV shows the recognition rate of five days of each activity, and the

average of the recording rate is 27.9 per minute (47802 outputs/1711 minutes ).

TABLE IV

THE RECOGNITION RATES OF FIVE DAYS DATA OF EACH ACTIVITY

Recognition rate
REap 82.6% (8892/10767)
Ws 53.1% (43/81)
Ucp 77.1% (27851/36104)
SLEEP 80.1% (681/850)
Average 78.4% (37467/47802)

63



Chapter S Conclusion

In this thesis, a novel method for human action recognition was proposed. Firstly,
a foreground subject is extracted and converted to a binary image by a statistical
background model based on frame ratio, which is robust to illumination changes. For
better efficiency and separability, the binary image is firstly transformed to a new
space by eigenspace and then canonical space transformation, and the recognition is
finally done in canonical space. A three image frame sequence, 5:1 down sampling
from the video, is converted to a key posture sequence by template matching. The key
posture sequence is classified to an action by fuzzy rules inference. Fuzzy rule
approach can not only combine temporal sequence information for recognition but
also absorb deviations due to variations of action done by different people and
different time.

Moreover, we make use of the hue component to recognize the medical pouch’s
color when one is taking medicine. By combining with the hue-based pouch’s color
model and human activity recognition system, we can know someone is taking
medicine and its medical pouch’s color as well. Finally, we also employ the activity
recognition system to record a student’s daily living.

Experimental results have shown that the recognition rate for medical pouch’s
color classification is 83.3% and the recognition rate for eight actions classification is
85.5%.

Our system is promising in elder care and nursing home. In the activities of daily
living, we can use our system to build one’s model in one’s daily life. Because the
activities of elder are slower and simpler, we can use our system to observe the elder’s
activity of daily living and maybe get some regularities in the record. Then, we can
analyze their daily living whether some abnormal activity occur or not. A discrepancy
from a normal profile of one’s ADL could be a significant signal for one’s health.
This technique is certainly helpful for elder person automatic taking care and nursing

home application.
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