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Abstract

The deployment of femtocells is an attractive solution to cope with the capacity
and coverage limitation of the existing macroéellular networks. For femtocells to overlay
an existing macrocellular networks it is important that the signal qualities of macrocell
users (mMSs) be maintained, i.e:; the femto-users induced interference be limited to a
tolerable level.

In this thesis, we discuss the capacity enhancement and interference control issues in
a closed access two-tier orthogonal frequency division multiple access (OFDMA) based
cellular network. We use the average outage probability as the measure of mMS signal
quality and employ an iterative distributed resource allocation (RA) based interference
control approach. The former measure avoids the need for a femto base station (fBS)
to know the exact locations of mMSs and the related signal and interference link gains
while the distributed approach assumes that each fBS has access to the link gains or
signal to noise-plus-interference ratio (SINR) associated with all downlinks within its
coverage only.

At each iteration of the distributed RA algorithm, each fBS selects a femto mobile
station (fMS) for every subcarrier according to the link gain and SINR and uses a

water-filling procedure for power allocation. The average outage probability requirement,

1ii



however, impose a peak power constraint on each subcarrier. We thus suggest a modified
water-filling procedure to maximize the sum capacity of a femtocell. As we observe that
the proposed method does not necessarily converge, we propose several remedies to
improve the convergence probability. Regarding the distributed RA as a noncooperative
game and use a known sufficient condition for the existence of a Nash equilibrium point,

we try to interpret the convergence behavior of our algorithm and its remedies.
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Chapter 1

Introduction

In recent years, the demand for higher data rates in wireless networks is dramati-
cally increased. Besides, extending coverage into residential areas is one of the biggest
challenges for current mobile communication networks. Since it is extremely expensive
to serve the indoor users with large service demands, a significant interest within the
telecommunications industry has regently focused on how to provide service for indoor
users in a cost-efficient way and femtocell s introduced to solve the cost and efficiency
issues.

The femtocells use the same spectrum with macrocell and it enhances the indoor
coverage of macrocell by deploying a low-power, low-cost, and short-range base station
in indoor environment. Due to short distance between femtocell base station (fBS)
and femtocell mobile users (fMSs), femtocell can achieve high throughput with low
transmission power of femtocell. The fBSs can be installed by consumers themselves
inside offices or houses. It connects to macrocell system via internet, such as Digital
Subscriber Line (DSL), cable modern or fiber; the whole femtocell network scenario is
illustrated in Fig. 1.1 [1]. Since femtocell is installed in indoor environment, it can
provide high data rate for indoor users. Meanwhile, because macrocells only need to
allocate resources to outdoor mobile users, the reliability of macrocell mobile users is
enhanced.

The Orthogonal Frequency Division Multiple Access (OFDMA) has been widely



adopted or considered as a candidate of multiple access scheme for future wide area
broadband wireless networks with its robustness against frequency selective fading and
its flexibility in radio resource allocation for satisfying various QoS requirements. OFDMA
exploits multi-user diversity in time-varying and frequency-selective fading channels by
assigning a subcarrier to the user with the best channel gain and by scheduling the

transmission of user data opportunistically.
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Figure 1.1: Typical femtocell deployment scenario.

However, some technical challenges must be discussed concerning femtocell net-
work. For instance, timing and synchronization, cross-tier interference avoidance, access
method of femtocell, and handover between macrocell and femtocell, those issues are
critical aspects of femtocell technology which still need be studied further. In addition,
for the coexistence scheme, the overall capacity may be reduced significantly due to the
co-channel interference. Therefore, how to deal with the interference management is also
an important issue concerning femtocell networks and it is studied in this thesis.

A hybrid spectrum sharing scheme is also proposed to reduce interference in [2]. In

[3], spectrum sensing and subchannel assignment are joint considered to reduce intercell



interference and to increase system capacity in the meanwhile. [4] considered a opti-
mization problem maximizing femtocell network capacity with constraints restricting
femtocell power such that the communication between macro BS and outdoor users is
not interrupted. Chandrasekhar develops interference avoidance strategy in a two-tier
Code Division Multiple Access (CDMA) network in [5] and Spatial Poisson Point Process
(SPPP) [6] is utilized to model distribution of femtocell base stations.

Nevertheless, assuming the perfect information about the channel and/or location
of may not be true in practice. To deal with this issue, we propose average outage
probability constraint to restrict interference caused by femtocell without the perfect
assumption. We define that outage event occurs when received SIR of macrocell users
below a predefined threshold, and we control femtocell such that the outage probability is
lower than the predetermined tolerance threshold. As we known, the outage probability
is widely utilized to represent the coyérage of a broadcast network. The coverage is based
on the outage probability that the-carrier-to-noiseratio (CNR) of a received signal at any
location within its coverage area is greaterthan a predetermined threshold [7]. Based on
the average outage probability constraint, we transform the average outage probability
constrain into the maximum transmission power constraint easily.

After finding the maximum tolerant transmission power of femtocell according av-
erage outage probability constrint, we want to solve the resource allocation problem of
femtocell system. In this thesis, the femtocells are secondary users that coexist with pri-
mary users that are macro users. The macro users are licensed to operate over certain
frequency bands. They do not cooperate with or even provide feedback to the fBSs. One
of the main challenges in femtocells is how to design an efficient and adaptive channel
access scheme that supports dynamic subcarrier selection and power/rate allocation in
a distributed femtocell environment. Here, we want to use game theory to formulate the
resource allocation game of our system.

Several attempts with game theory have been made to solve the resource allocation



problem. In [8], the noncooperative game is used to deal with the resource allocation
problems. However, the proof of the noncooperative game does not consider the subcar-
rier allocation and the standard function seems inappropriate to prove the convergence
of the game. Besides, the authors do not discuss the power upper bound for the system
to protect the primary users’ rights. In [9], though the authors claim that their nonco-
operative game can converge if the subcarrier allocation is stable, they do not prove the
game can converge to a unique NE point. In [10], the sufficient condition of unique NE
point is provided and the algorithm can converge to a NE point under some conditions.
However, the authors do not discuss the user selection and only focus on the power
allocation.

In [11], the authors use noncooperative pricing game and also claim their game can
converge to a Pareto-optimum solution. However, this game needs to use MAC layer to
communicate the signals between different users that takes too much time and overhead
to communicate each other. A centralized Spectrum management scheme was proposed
in [12], which greatly improves the system performance over the IWF scheme by utilizing
a centralized spectrum management center (SMC)."However, such an approach cannot
be implemented in an ad hoc opportunistic'¢ognitive radio network (CRN), where none
of the cognitive radios has global knowledge of the entire CRN to function as the SMC.

Given the above, we are motivated to design a channel/power /rate allocation scheme
that can solve the resource allocation problem and can be implemented in a distributed
fashion. We provide a noncooperative game that consider not only power allocation but
also user selection. Besides, we discuss the sufficient condition of converging to a unique
NE point in our noncooperative game. On the other hand, our distributed algorithm can
also reduce the non-convergence probability of resource allocation. We also compare the
bandwidth efficiency of distributed algorithm with centralized approach. Finally, the
simulation of bandwidth efficiency for femtocell system with power upper bound in a

practical system is illustrated.



The rest of this thesis is organized as follows. In following chapter, we present the
scenario and assumption of our system model. The outage probability is provided to
satisfy the rights of macrocell in chapter 3. In chapter 4, we proposed a noncooperative
game and algorithm to solve the resource allocation problem. We investigate the non-
convergence cases and prove that our algorithm definitely reduces the probability of
non-convergence in chapter 5. Finally, chapter 6 represents some simulation results and

this thesis ends up with some conclusions in chapter 7.



Chapter 2

Scenario and Assumption

The network layout under investigation is illustrated in Fig. 2.1. An overlay system
consists of a macro base station (mBS) at the center of the macrocell and J macro users
randomly located in the macrocell is depicted. Without loss of generality, we only need
to consider one third sector of a maecrocell. Werassume a femtoblock, containing K
femtocells, is randomly located inithe macroeell. There are Ly, (k= 1,2, ..., K) femtocell
users (fMSs) randomly distributed in the femtocell k. The total bandwidth of the system
is equally divided into N OFDM subcarriers.

In Fig. 2.2, a dense-urban femtocell model, each block represents two stripes of
apartments and each stripe has 2N apartments. Each apartment is of size 10mx10m.
There is a street between the two stripes of apartments, with width of 10m. Each fem-
tocell block is of size 10(N+2)mx70m. In each macrocell sector, one or several femtocell
blocks may exist while it is assumed that the femtocell blocks are not overlapping with
each other.

While a centralized algorithm can solve our problem effectively, its requirement that
the centralized controller needs to know all information about all subcarriers and of
high computational complexity to optimize jointly makes it difficult to implement in
a practical system. Thus, we consider a more pragmatic system where each fBS only

knows its total transmit power Py, channel gain to its own fMSs, and the interference
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Figure 2.3: Interference between different femtocells.

from other fBSs and mBS to thelrr; ﬂVISé IILlloweverlr 1f each fBS aims to maximize its
own achievable rate with its fMSs selﬁshiy w1t out co'operatmg with other fBSs, it may
causes severe interference to the nealrby1 femtocells Thus every fBS needs to not only
maximize its sum rates but also adapts to other fBSs’ interference. A simplified example
is illustrated in Fig 2.3.

We denote by p,, = [pL,p:,...pY] the transmission power vector of fBS k, where
pp is the transmission power on subcarrier n of fBS k. In addition, we denote by
P = [P1, Py, ---Px] the network power vector. We restrict the total transmission
power (i.e., Zgzlpﬁ) of each fBS k to be no more than Py,,. We define Ay = [a]',]i,xn
as the assignment matrix, where a7 is 1 if the subcarrier n is assigned to user [
and 0 otherwise and each subcarrier can be assigned to no more than one fMS in each
femtocell.

We let the channel gain containing path loss and independent fading from fBS ¢ to

fMs [ in femtocell £ on subcarrier n be represented by hjj, and the transmit power



from fBS 7 to fMs [ in femtocell k& on subcarrier n by pjj ;. Their mBS counterparts are
denoted by hy,; . and pj,; ;. by substituting subscript ¢ by m.

The total interference received by fMs [ in femtocell £ on subcarrier n is denoted by
[T}, which consists of the interference from mBS pj, ;. k7, ;. and the aggregated interference
from other fBSs except fBS k Zfi“ 2 P ghip - Without loss of generality, the noise

2

power o“ on all subcarriers are assumed to be the same. We define the gain-to-noise-

plus-interference ratio (GINR) of fMS [ in femtocell k& on subcarrier n as

g = Inth,k = ZZl,k (2.1)
Lkt O pnml,khfnl,k + Zi:l,i;ﬁkz pﬁ,kh?l,k + 02
The sum rate of fMS [ in femtocell k is thus
N
Z ap'y 1ogo (1 + Py x91's)- (2.2)

n=1



Chapter 3

Outage Probability Constraint

The motivation of using fetmtocell system is to enhance the spectrum utilization by
allowing femtocell base stations (fBSs) to share the same spectrum with the macrocell
system. While in our overlay downlink system, because fBSs only serve their femtocell
users (fMSs) in its severing area, the signal of a fBS is interference to nearby users as
mMSs and fMSs in other femtocells:

Since in our overlay system the mMSs'are the.primary users, f{BSs cannot cause too
large interference and damage the QoS of their nearby: mMSs. Due to the randomness of
the mMS locations, it is impractical to assume perféct knowledge of mMS location at a
fBS. Besides, the fBSs are installed by consumers; the fBSs do not have the information
about the macrocell network, such as the channel state information (CSI) between the
mBS and mMSs and the information about the frequency assingments of macrocell
network. Therefore, the exact calculation of the interference caused by fBSs to mMSs is
difficult. We will illustrate how those fBSs allocate their resource to avoid causing too
much interference to their nearby mMSs as well as maintain the mMSs’ QoS.

In this Chapter, the average outage probability constraint for protecting the mMSs’
QoS is discussed. An outage event occurs when the received signal-to-interference-ratio
(SIR) of a mMS on a subcarrier n 7, is smaller than or equal to a the predefined threshold

Nn. Then, the corresponding outage probability P, can be expressed as

P, = Pr{’yn < nn} (31)

10



The setting of SIR threshold 7, depends on the application and priority of the mMS.
If the received SIR is higher than 7,, the mMS can decode the data correctly. Otherwise,
the mMS cannot have reliable data. The notion of outage probability constraint means
that the outage probability is restricted not to exceed a specified threshold P,,;.

If we limit the outage probability to be less than or equal to the predefined threshold
P,.:, the interference will also be restricted; therefore, the QoS of macrocell can be
guaranteed. The determination of outage probability threshold P, also depends on
the application of the communication link and the priority of the mMS. In general, the
higher the QoS is required, the lower the threshold should be.

As a result, the outage probability constraint provides another dimension to adjust
the behavior of fBS. Specifically, as the threshold P,,; may vary across different sub-
carriers, a fBS can adjust its power allocation and/or subcarrier assignment based on
these different outage probability coemstraints. Therefore, by limiting the possibility of
the outage probabilities, we also hmit the among of interference such that QoS of mMSs
is satisfied.

Since the fBS does not have the exact instantameous information of macrocell (e.g.,
CSI between mBS and mMSs and the exact locations of mMSs), we need to average out
all unknown information of mMSs. Given the fixed locations of mMSs and all fBSs, we
average out the channel gain between all {BSs and mMSs and that between a mBS and
its mMSs. The closed form of the outage probability conditioned on the fixed locations
is first derived. Then we average over different locations of fBSs and mMSs to derive
the average outage probability of mMS. With the outage probability, we can find the
power upper bound of all fBSs to satisfy the mMSs’ QoS.

While the distance between fBSs and mMSs are determined once the consumer in-
stalled them, the mMSs and fBSs are assumed uniformly located in the coverage region
of a mBS. The distance between the mBS and the kth fBS is denoted by 74, and the

distance between the mBS and the jth mMS is denoted by r;,,. It is useful to for-

11



mulate the pdf of the distance r;,, and r;,, in polar coordinate system, which can be

represented as

2r

frsm(T) = (3.2)
R?naac - Rznin,j
2r
from () = (3.3)
. R12naac - R?nm,k

where r is the distance measured from mBS. The parameters R,,,, is the maximum ra-
dius of macrocell, and Ryin ; (Rpmink) is the minimum distance between the jth mBS and
the kth mMS (fBS). For convenience, we assume that R,inm=Rminx=Rmin. Moreover,

we can express the distance between the jth mMS and the kth fBS by law of cosines:

_ 2 2
Tik = \/Tj,m + T — 27 mThm cOs 0,k (3.4)

where ¢, is the angle between the line connecting mBS and jth mMS and that con-
necting mBS and the kth fBS.

Recall that the marcocell is & 3=sector systemr Since the mMSs and fBSs are uni-
formly random located in the sectorized regions-the random variable 6;, is assumed to
conform a uniform random variable ‘with domain [0, 27].

The distribution of r;; thus depends on three independent random variables 7,
Tkm, and ;. However, direct deriving the exact pdf of r;; is rather difficult, we will
approximate the outage probability P, via Monte Carlo method. While P, is obtained
by 10°¢ realizations of Tjm Tkm and 6}, in the next section we will keep the expression
of f;,,, the pdf of ;.

We first derive the closed form of the outage probability conditioned on fixed locations
of fBSs and mMSs. Then, we average over possible locations of all mMSs and fBSs to
find the average outage probability. We examine two different scenarios: one where each
fBS is independent randomly distributed in the macrocell; the other all fBSs gather

together in a femto-block which is randomly distributed in the macrocell.

12



3.1 Distributed Locations of fBSs

We first fix the locations of mMSs and fBSs and find the outage probability P, fi,

conditioned on these locations.

pn hn
Pojio = Pr Zm]; m;l;n < om0, T2 K (3.5)
k=1LklLk " kjm

P pmj,mlH;llj,mPPL(rj,m)
K 7 n
Zk:l pkl,lekj,m|2PL(rj7k)
P {Zk;K 1lek|ng,m|2PL(Tj,k) 1

< M| Tjms 715 T’j,z---Tj,K} (3.6)

m]ml mj,m

|2PL<ij) 2 n_nlrj,marj,hrj,?"rj,K}

Zpklle ]m‘ PL(TJ k) > prm] m|Hn] m’QPL(rj7m>|rj7m7Tj71’TJ':Q"'TLK}

- {ZWk|HI€Jm|2 > ryW | jm| |T]marj 1,752 T]K} (37)
= P {Z = 7W | ]m’ ‘T]mﬂn] 17Tj2 T]K} (38)
Ck 2, 9
= —ex ———)dzex
/ /WmHme k p( Wk) p( | Jm| ) | jm|
/ /Wm|H" e Wi exp( Wi ) = exp(—| m3m| )| mﬁm|

YWl H3
- Z/ Cexp(— ) exp(— [ Hyy )

_ i G (3.9)
—1 fYWm + Wk .

Where A" and h?

mj,m kj,m

contains the fading gain and path loss, v = #, Wi=pi e PL(rj)

and W, PL(7j,m). In (3.8), we have let 2=>"r | Wk|H,’§jm|2, a weighted sum of

:psz m
exponentially distributed random variables, with pdf being Zk LT exp(—ik)7 where

Ck Hz Li#tk 1_ Wi W [13]

Wi
Because fBSs” and mMSs’ locations are randomly distributed in the macrocell, the

13



outage probability P, is derived by average:

Po = PT{P)/ngnn} (310)
K

= B | D o
3.msTg 1T 5, K [ ,}/Wm_'_Wk

_ / / / ZW&VI’?W Fo (F) oy (1), oo Foy () rodry, . i
(3.12)

(3.11)

3.2 fBSs Fixed in Femtoblock

Here, we discuss the case where K {BSs gather together in a femtoblock. In this

accumulative scenario, all femtocells are located as illustrated in Fig. 2.2. Similarly,

PO,fl'I Pr{ K - 2 S nn} (313)
Zk 1pklkhkj,m
2PL(Trim)
_ Pr{ pm]m‘ mjm| ) ( > ) Snn} (314>
Zk:l PR ol * PL(rrjm )*
K
CrWes
=y —Wf kW* (3.15)
k=1 o s b1} k

Note that the signal of all fBSs may penetrate more than one wall to reach mMSs. Here
we use super script x to represent the path loss containing the penetration reflecting this
effect.

Because K fBSs gather in a femtoblock, we may assume the distance between each
fBS and mMSs are the same when K is not too large. However, the numbers of walls
between each {BS and mMSs may differ according to their locations thus affecting W}’s.

Therefore, in this scenario, the outage probability can be approximated as
P, = PAy <n.} (3.16)

//Zry]/[i;?_/kw*frj,m(To)frj’k(rk)dﬁ)d?“k (317)

We have formulated two closed forms of outage probability with fixed locations of

Q

mMSs and fBSs. Thus the power upper bound of each fBS with different scenarios can

14
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Figure 3.1: Outage probability under different power upper bound.

be obtained by averaging all posgible locations produced by Monte Carlo method. The

simulation results with two diffefent seenarios shown-in the next section.

3.3 Simulated Outage Probabilities

The outage probability we can tolerate in our system is 5% that means we only let
5% mMSs suffer severe interference and need to protect 95% mMSs’ QoS. The BER
we can accept in our fading channel system with channel coding is assumed 1072 that
means the SIR threshold of mMSs needs more than 10 dB. The outage probability of
distributed locations of fBSs is shown in Fig. 3.1, we can find that as the QoS of mMSs
increases, the mMSs restrict the maximum power fBSs can transmit. Thus the outage
probability increases as the transmit power of fBSs increases. Besides, different SIR
thresholds of mMSs also result in different outage probability.

There are another four simulation results with different distance between femtoblock

15



Outage probability versus different power upper bound with femtoblock distance=50
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Figure 3.2: Outage probability under different, power upper bound with distance between
mBS and femtoblock=50.

Outage probability versus different power upper bound with femtoblock distance=300
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Figure 3.3: Outage probability under different power upper bound with distance between
mBS and femtoblock=300.

16



Outage probability versus different power upper bound with femtoblock distance=700
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Figure 3.4: Outage probability under dlfferent power upper bound with distance between
mBS and femtoblock=700.

Outage probability versus different power upper bound with femtoblock distance=1500
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Figure 3.5: Outage probability under different power upper bound with distance between
mBS and femtoblock=1500.
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and mBS from Fig. 3.2-3.5. We can find as the requirements of mMSs’ SIR threshold
increase, the outage probability of mMSs also increases. The more power fBSs can
transmit, the higher outage probability mMSs achieve.

These four simulations also imply a fact that the outage probability has relation with
the ratio of the distance between mBS and mMS to the distance between fBS and mMS
that should be limited within a threshold r;, mainly dominated by the transmit power of
mBS and fBSs, numbers of fBS, penetration loss and SIR requirement of mMSs. Thus,
when the distance between fBS and mMS is 50m in Fig 3.2, the ratio of the distance
between mBS and mMS to the distance between fBS and mMS is usually smaller than
T, SO the outage probability is low.

However, the distance between femtoblock and mBS is 700m in Fig. 3.4, the prob-
ability of the ratio of the distance that cannot satisfy the ry, increases, so the outage
probability increases obviously. When fBSs are moved to location where the distance
between mBS and fBSs is 1500 in Fig.—3/5,the outage probability with SIR threshold
above 20dB is smaller than thatiin Fig. .3:4. The reason is that the outer part of the
1500m is limited by the convergence of mBS and the*outer part of location at 700m from

mBS is more than that of location at 1500m.
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Chapter 4

Noncooperative Game

In this chapter, “game theory” is introduced to solve our resource allocation problem
distributedly. Game theory is a tool to observe the interactions of players in decision-
making processes, and provides some characteristics to be analyzed. The greedy behavior
inherited in our sum-rate maximization problem and the interactions of femtocells in
decision-making processes of resource allocation can be modeled and analyzed using

game theory.

4.1 Noncooperative Game

We model the self-organized resource allocation as a non-cooperative game. In
general, the noncooperative game consists of three components: players, strategies, and
utilities, which can be mathematically defined as G = {K, {Sk }rex, {ur }rex}. The set
of players and the set of strategies associated with player k are denotes as K and S,
respectively. The utility function of player k, ux:S — R, maps each possible combination
of the strategies of all players S = S; x Sy x -+ X Sk, k € IC, to a real value. The utility
function represents the degree of satisfaction of player £ as a function of the strategy it
chooses, sg, and the strategy of the other players, s_j = (1, ..., Sk_1, Sk41, ---, Sk ). The
objective of each player is to choose the best strategy among the available strategies in
order to maximize its own utility.

In our noncooperative game, the utility function should depend on the player k’s
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action including power and subcarrier allocation and the union set of all other play-
ers’ action p_, , where p_,=[P;, P2, ---Pr_1s ---Prs1s ---Pr|. DBecause our fBSs want to

maximize their own sum capacity, the utility function of fBS % here is defined by

L N n n o .n
ur(P; Ar)=> 12 D s apk log, (1 + pl,kgl,k:)'

Let G = {K,{Pr x Ai},{ur}} denotes a noncooperative resource allocation
game (NRAG), where £ € K = {1,2,..., K} is the index set of the fBS. {P, x Ax}

is the strategy space of each fBS k with P, = {px] 0 < N pf < Pjem} and Aj, =

{AL] afy, € {0, 1}, ZleLk apy, = V1, k}.

4.2 Non-cooperative Resource Allocation Game

For a specific femtocell £, it wants to maximize its utility function.

(p-1) i

max  u(p, )= Z Z apogy (1 + Pl k9i) (4.1)

I=T#R=1

subject to

Ly N
DD ik < Prem (4.2)

I=1 n=1
Pax = 0 Vi, n; (4.3)
a’y, € {0,1}  Vin (4.4)
Ly,
Z ar, < 1 vn (4.5)
=1
le,k < P:;Lac vi; (4.6)

Equation (4.2) is the total power constraint of f{BS k while the power constraints on
each subcarrier are given in (4.3) and (4.6), where P, obtained by outage probability in
Chapter 3 represents the power upper bound on subcarrier n to satisfy the requirement

of mMs’ QoS. The indicator constraints (4.4) and (4.5) are imposed to ensure that each

subcarrier can be assigned to no more than one user.
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The utility function of our noncooperative game is a non-convex problem and hard
to solve, so we separate our problem into two parts: one is subcarrier allocation; the
other power allocation. In the following sections, we will discuss the algorithm and the

outcome of our game.

4.2.1 Nash Equilibrium

As the definition in the context of game theory, Nash equilibrium (NE) is a state
where given other players’ strategy, no player can improve its utility level by changing
its own strategy unilaterally. If our noncooperative game can converge to a NE point,
it means at this point no fBS wants to change its strategy of subcarrier and power

allocation given other fBSs’ strategies.

4.2.2 Algorithm of Noncooperative Game

Step 0: Initialize t=0 and T,,;
Step 1: t=t+1;

Step 2: Each fMS measures the channel (GINR) for all the sub-channels and feeds back

the measured values to the fBS.

Step 3: The fBS performs sub-channel assignment to the fMSs according to the algo-

rithm of subcarrier assignment.

Step 4: The fBS performs power allocation according to the proposed power allocation

method.

Step 5: (Oscillation monitoring) If the fBS observes there is oscillation on its subcarriers
or power allocation compared to the previous stage, then it performs variation

reduction.
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Step 6: If the sum rate of each femtocell cannot achieve stable state, then go to step

1. If t> T,,; or sum rate of all fBSs become is stabilized, terminate.

Remark: (i) This algorithm is performed within each fBS. (ii) The convergence condi-

tion is that this fBS’s capacity variation is less than 1%.

4.2.3 Algorithm of Subcarrier Assignment

Step 1: Initialize
aty, =0,Vk € {1,2,.., K}Vl € {1,2..., L} and Vn € {1,2..., N}
and S = {1,2...N} I7.(0).=10

Step 2: for k=1 to K

while (]S| > 1)

I*(n*) = arg maxy,, g7 () = argmax;,, I{ll,j?tk—f/f)il’
a?**,k: =1,
5 = S\{n}

end

end

Remark: At the subcarrier allocation of the first stage, we do not need to consider

the interference of other fBS because no fBS decides their power allocation.
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4.2.4 Noncooperative Power Allocation Game

As the subcarrier assignment for all femtocells can be decided by previous section, the
noncooperative resource allocation problem turns into a noncooperative power allocation

game defined as

(p-2)
N
max  u(Py, P_j) = Z i g, 10go (1 + pips 1, (1) g 1 (1)) (4.7)
n=1
subject to
prek(t) = 0 Vi (4.8)
N
Zp;gll*7k(t) S Pfem (49)
n=1
7O (5 WS = L F (4.10)

The difference between (p.1) and (p-2) .is that in (p.2), we use time index to
distinguish the current parameters that fBSmeeds to solve with last iteration parameters.

For example, the GINR of fMS [ itvfemtocell £ is'defined as

Pt Pl
95(t) = = : = : (4.11)
" Il,k(t —1)+0 pnmz,k(t - l)h?nl,k + Zz‘lil,i;ék: pﬁ,k(t - 1)h3,k + o2

where the interference from mBS and other fBSs is decided at the previous stage.
The solution of (p.2) can be derived easily via water filling, i.e., p, = WFr(p_s).

Vk € K, where the water-filling operator W F(-) on subcarrier n is defined as

2 K n n
o +Zz’:1,z’;£kpil*,kzhil*,k P

1 n
(WEP-_)ln =1 = {3 — , o™, Vn (4.12)
)\k hkl*,k
where (7)? £ max{a, b} and )\ is such that
N
> bk g = Prem (4.13)
n=1
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4.2.5 Randomization

Due to the occurrences of oscillation, a procedure called randomization is called for
to achieve convergence. We will discuss on what condition the oscillation happens and
why randomization can reduce the probability of oscillation in the next chapter. Here,

we propose two randomization schemes.

» Scheme 1

Step 0: Initialize a biased coin with head probability P. by fBSs. If this randomization

is used again then skip this step.

Step 1: The fBSs start to toss coin if they meet oscillation. When tail occurs, those
fBSs choose the fMS whose GINR is the second largest in the same femtocell; or

remain using the same fMS=with the-largest GINR.

» Scheme 2

Step 0: Initialize a biased coin with head probability P. by fBSs. If this randomization

is used again then skip this step.

Step 1: The fBSs start to toss coin if they meet oscillation. When tail occurs, those
fBSs do not change strategy determined in the previous iteration; or remain using

the strategy decided in this iteration.
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Chapter 5

Convergence and Unique NE point

We have discussed the noncooperative resource allocation game and algorithm in the
previous chapter and we want to make sure whether our game can converge to a unique
point. In [14][15], the authors prove that under some (sufficient) conditions on transmit
powers, channels and network topology, the NE for game is unique. Since there is no
reason to expect our system to be initially at the'equilibrium, the concept of equilibrium
has a useful meaning in practice only if onélis able tofind a procedure that reaches such
an equilibrium from non-equilibrium statés. Since we are interested in a decentralized
implementation, where no signalinig among different femtocells is allowed, we consider
only totally distributed iterative algorithms, where each fBS acts independently of the
others to optimize its own resource allocation while perceiving the other fBSs as interfer-
ence. If we can meet the sufficient condition mentioned below, the NRAG can converge

to the unique NE point.

5.1 Sufficient Condition for Unique NE Point

The convergence of our algorithm to a unique NE point is guaranteed under the
following sufficient conditions.

Theorem: Assume that the following condition is satisfied:

p(Skik) <1 (5.1)
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where S729% is defined in (5.2) and p(S}%%%) denotes the spectral radius of S”**. Then our

algorithm can converges to the unique NE point of noncooperative resource allocation

game for any set of feasible initial conditions and updating schedule.

A, P
l*,k . .
mazx A maXpepDpnD; h:z C P if k 7é 2
KxK — kl*,k ) (5.2)
0, otherwise.
0 h;l*’ng h?—ll*,lp’i*1 h?l*@Pi
n h?z*,1P1 nh?z*gpl hZLz*Jpl
hu*,2P1 0 hifll*,lpi—l hz‘z*,zpi
= hgz*gP? h;z*,2P2 hgz*zP? (5.3)
h?z*,ipl hgl*,iPQ ?Al*,ipifl 0
R R R R ht, P

il* i il* 0 Q% i

There is still another sufficient condition for unique point given by one of the two
following set of conditions:
hzl*,kpi
Z max -———— <1,Vke€ K (5.4)
< ne DD Y
i |
x| AR NS 1 ¢ K (5.5)
— n€DpNDi Ay, 4 Py
Condition (5.4) imposes a constraint on the-maximum amount of interference that each
receiver can tolerate. Condition (5.5) introduces an upper bound on the maximum level
of interference that each transmitter is allowed to generate.

Proof: If we want to use the contraction mapping with fixed point theory, the exis-
tence of a NE for the game is guaranteed by the existence of fixed point for mapping T.
Given WF(p):(WFk(P_k))keK
[WE (p®)-WE(p®)]| = |T(pM)-T(p@®)|| < 8l[p® — p@]|, vp), p® & P
where|| || is a proper vector norm and § € [0,1), where /3 is defined in the next page.

If the contraction mapping with § € [0, 1) are satisfied, then ||S72% || < 1.

X

where § = || SEK [l

ht, Py
1x gt . .
max A maXnEDkﬂDi thL—p7 lf k # ?
SKxk = RV TR (5.6)

0, otherwise.

where each set Dy can be shosen as any subset of {1,..., N'}.
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Figure 5.1: Oscillation.
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5.2.1 Causes and Cases OfOSClllatlon

Why there exists oscillation? Here, we provide two different cases that cause oscil-
lation. The first case is that fBSs find the GINR of some subcarriers is good, so the
fBSs allocate more power on these subcarriers. In some femtocell the fMS with the best
GINR is selected to use the subcarrier. When other fBSs allocate more power on these
subcarrier, the fMSs with best GINR may suffer more severe interference than other
fMSs in the same femtocell. In the next iteration, the fMS with the best GINR in the
previous iteration may become worse because of severe interference and fMS with better
GINR is selected to use the subcarrier in this iteration and other femtocells also have
the same situation. Those fBSs allocate lower power on this subcarrier that may reduce

the interference to nearby fBSs. Thus at next iteration, the GINR of this subcarrier in
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those femtocell also becomes better because the interference from other fBSs is reduced.
Thus the user selection may change to the one before the previous iteration with the
best GINR. The same condition iterates again and again that results in the oscillation
of user selection in this subcarrier.

Another case is that at least two fBSs decide to transmit more power at the same
subcarrier. But at next iteration, the GINR of this subcarrier of all fBSs decreases be-
cause of increasing interference from other fBSs and power allocated on this subcarrier
become less because of worst GINR of selected fMS. But at next iteration, the inter-
ference from other fBSs decreases and the GINR of all fMSs become better than that
in the previous iteration, so the fBSs allocate more power on this subcarrier with the
selected fMS. The same condition repeats again and again so the game cannot converge
to a stable state.

Here we show two simple cases. From Case 1i(depicted in Fig. 5.1), we first choose
fMS 1 to use the subcarrier because of better GINR: But at next iteration, fMS 1 suffers
severe interference from other fBS than fMS 2 that the! GINR, of fMS 2 is better than fMS
1 in this iteration so the fBS in this cell chooses fMS 2 to use the subcarrier. However,
because other fBSs also have the same condition at this iteration, they allocate less power
on this subcarrier because of worse GINR. At next iteration, because the interference
from other fBSs is reduced on this subcarrier, the GINR of fMS 1 is better than fMS
2, the fBS reselect the fMS 1 to use this subcarrier. The oscillation of user selection
happens again and again.

As with Case 2 (depicted in Fig. 5.1), the oscillation in power allocation process
happens within two or more fBSs. At first the fMS 1 is selected with better GINR and
allocated power. However, the same situation may happen in other femtocells so at next
iteration the fMS1 is allocated less power because of worse GINR. At the next iteration,
because the interference from other fBS is reduced, the same condition become as origin

that the oscillation happens.
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5.2.2 Randomization for Reducing the Probability of Oscilla-
tion

Why randomization can reduce the probability of non-convergence? The reason is
that when fBSs meet the oscillation and start to use the first scheme of randomization,
we use the second largest GINR to use the subcarrier. After water filling allocation,
the allocated power on this subcarrier will decrease so the interference from this fBS or
other fBSs may decrease. Thus the probability of Case 1 and Case 2 will be reduced.
By second scheme of randomization, when the fBS does not change its strategy this
iteration, then the interference from this fBS to other fBSs still remain the same. Thus

the Probability of Casel and Case 2 is also reduced and the illustration shown in Fig.

0.2

5.2.3 Power Allocation withiper; Subcarrier Power Constraint

With the power upper bound, the power on'all subcarriers of all femtocells are
restricted. It is obvious that interference caused by every fBS to nearby femtocells can
thus be reduced. In addition, the stricter the power tipper bound is, the less occurrences
of non-convergence happens. In the following part, we provide some explanations about
this phenomenon and also use two possible cases as previous section with fBS1 and fBS2
located in a same femtocell.

Case 1 (depicted in Fig. 5.1)-the user selection oscillation. While the power upper
bound employed on all fBSs, the interference level is controlled. So the user selection
oscillation in Case 1 of figurel will decrease because the interference from other fBSs
is reduced and the GINR of fMS 1 is not easily worse than fMS 2. Thus oscillation of
the user selection will be reduced obviously. Case 2 (depicted in Fig. 5.1)-the power
allocation oscillation. While the interference from all fBS is reduced because of power
upper bound, the probability of oscillation is also reduced.

There exists another explanation of reducing the probability of non-convergence with
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power upper bound. When our system does not consider the power upper bound, the
power allocation obviously depends on the GINR of fMSs. However, when we add power
upper bound on each subcarrier, as the power on subcarrier with the best GINR reach
the power upper bound, then extra power is removed from this subcarrier and reallocated
to other subcarriers not satisfied the restriction of power upper bound. As the power
upper bound becomes more strict, more subcarriers easily satisfy the power upper bound
and more extra power is removed to reallocated on the other subcarriers. As our power
upper bound become too tight, power on each subcarrier satisfies the power upper bound
easily and become equal on every subcarrier. Thus the power allocation become equal
power without considering the GINR of fMSs. Under this condition, the oscillation of
subcarrier and power allocation will gradually disappear because the oscillation is no
more dominated by the interference.

The figures with the employment of different+power upper bound are shown from
Fig. 5.3 to Fig. 5.4, and the power allocation will gradually become without considering
GINR no matter the GINR is gdod or mot. In Fig. 5.4, we can find that as the power
upper bound is set very tight, the power on each subcarrier becomes equal power so that

the power allocation no more depends on the"GINR.
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Figure 5.2: Randomization.
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Figure 5.3: Illustration of water-filling interpretation with power upper bound.
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Chapter 6

Numerical Results and Discussions

In this chapter we revisit the scenarios discussed in Chapter 2 and examine the nu-
merical performance of our distributed algorithm applied to solve the femtocell resource
allocation problems. The parameters of our simulation and path loss model are shown

in table 6.1 and 6.2.

Parameter Vaue Parameter Vaue

Macrocell radius | 1732 (m) Femtocdll radius | 10 (m)

mBS number 1 FBS number 4

MM S number 16 FMS number each | 2
femtocell

Macrocell total 43 dBm Femtocell total 23dBm

power (20 Watt) power (200mw)

System bandwidth | 10 MHz Number of 128
subcarriers

Subcarrier 78.125 KHz Noise power -174dBm/Hz

bandwidth spectrum density

Noise figure of 5dB Noise figure of 8dB

macrocell femtocell

Table 6.1: Simulation parameters.
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Path loss models for urban (dense apartment) deployment

Cases Path Loss (dB)
fBS k to its fMS I PL (dB) = 38.46 + 20 logi0R
fBS k to fMS I; in other fBS i PL (dB) = max(15.3 + 37.6log10R, 38.46 +
20log10R)+nii* Low
fBS k to mMS j PL (dB) = 15.3 + 37.6log10R + nkj*Low
mBS to mMS j PL (dB) =15.3 + 37.6log10R
mBS to fMS Ik in fBS K PL (dB) = 15.3 + 37.6log10R + nmk*Low

R is the Tx-Rx separation(R in m)

Low is the penetration loss of an outdoor wall, which is 10dB

hii- the number of wall between fBS k to fMS I;in other fBS i

ny- the number of wall between fBS k to mMS j

nmk= the number of wall between mBS to fMS I in fBS K

Table6.2: Pathless model.

Femtocell Capacity versus lteration Numbers with femtoblock=50m
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Figure 6.1: Convergence Case of Noncooperative Game.

35




Femtocell Capacity versus lteration Numbers
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Iteration Numbers under Different Power Upper Bound
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Figure 6.4: Iteration number with different power upper bound.

Fig. 6.1 shows the capacity tendency of normal case. But in Fig. 6.2, we find some-
times the non-convergence case may happen with our distributed algorithm. However,
with several variation reduction approaches, the/mon-convergence case can be reduced
obviously and shown in Fig. 6.3.

From Fig. 6.4, while the power upper bound of our system is tight, the allocated
power on all subcarrier becomes equal that is discussed in chapter 5. We find that as the
power upper bound is under 1.5x1073, the power allocation on all subcarriers is equal.
At the third iteration, all {BSs do not change the power allocation and the interference
from other fBSs remains the same so fBSs finish the game. As the power upper bound is
above 1.5x1073, the power allocation varies on different subcarriers and the interference
from different fBSs may affect the power allocation of all fBSs that leads to increasing
iteration numbers of noncooperative game.

If our fBSs find oscillation and start to use randomization, the requirement of itera-

tion numbers from using randomization to convergence is shown in Fig. 6.5 and Fig. 6.6.
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Iteration Numbers versus Probability of Using Randomization 1
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Comparison of Femtocell Capacity
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Figure 6.7: Comparison of Femtocell Capacity.

From the illustrations we can realize that if the probability of using randomization is few,
the oscillation still happens thaticauses-more iteration numbers to converge. In other
words, the iteration numbers can be reduced if the*fBSs use randomization frequently.
In Fig. 6.7, we want to compare the femtocell capacity with two different approaches:
one is centralized algorithm, the other is distributed method. The centralized approach
is exhausted research that requires all combinations of user selection with jointly iterative
power allocation solved by convex-optimization soft cvx. As shown in the illustration,
the centralized approach can gain 25% bandwidth efficiency than distributed method.
Though centralized approach can achieve higher bandwidth efficiency, high computa-
tional complexity and knowing all information are impractical in the practical system.
Finally, we want to investigate the femtocell capacity with power upper bound im-
posed on the fBSs. From Fig. 6.8, we can find the femtocell capacity near the mBS
is lower than that far from mBS because the {BSs near mBS suffer more macrocell in-

terference. However, the femtocell capacity at distance 1500 is also lower than that at
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Figure 6.8: Femtocell capacity versus SIR constraints of mMS with different power
constraints.

distance 300 and 700. The reason is that the fBSs at:distance 1500 have been imposed
strict power upper bound to protect the QoStof mMSs and are allocated equal power
on all subcarriers that cause less capacitythan water filling power allocation. As the
requirements of mMSs’ QoS increase, all fBSs are imposed more strick power upper
bound on all subcarriers. The fBSs at location 50 suffer not only noise power but also
severe interference from macrocell, so the femtocell capacity decreases rapidly. The fem-
tocell capacity at different distance does not decrease rapidly because the interference is
mainly dominated from other fBSs and larger than power noise. Only when the power
upper bound is too tight that the noise power also affects the SINR of fBSs, the femtocell

capacity decreases as the requirement of mMSs” SIR achieves 30 dB.
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Chapter 7

Conclusion

Femtocell network can effectively enhances indoor coverage and provides high data
rate for indoor users due to the short distance between fBS and fMSs. However, how to
manage interference between macrocell and femtocell network is a critical issue. One of
our goal in this thesis is to find a selution of interference management problem without
information about channel conditions and locations of mMSs. Then resolve the downlink
resource allocation problem for femtocellby distributed approach in the femtocell and
macrocell overlay network.

First, we propose average outage probability constraint for fBS as a criterion to
protect the QoS of mMSs. However, without assuming perfect information about channel
conditions and locations of mMSs, calculating the average probability constraint is a
difficult task for f{BSs. Thus, we provide the closed form outage probability with fixed
locations of mMSs and fBSs in chapter 3. After finding the outage probability of fixed
locations of fBSs and mMSs, we can find the outage probability with two different
schemes: one is distributed locations of fBSs, the other is fBSs fixed in femtoblock. At
last, we can find the the maximum acceptable power of fBSs from the average outage
probability constraint.

The distributed approach is proposed to solve the resource allocation problem in

an OFDMA-based femtocell overlay network. Regarding the distributed RA as a non-
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cooperative game, the sufficient condition for existence of a Nash equilibrium point is
provided. On the other hand, several variation reduction remedies are provided to re-
duce the non-convergence probability of resource allocation. We also try to interpret
the convergence of our algorithm and the remedies. Finally, the simulation shows the
bandwidth efficiency of femtocell system is influenced by power upper bound and mutual

interference of fBSs.
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