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Abstract

The Orthogonal Frequency Division Multiple/Access (OFDMA) scheme is an effi-
cient anti-fading transmission scheme which renders high spectral efficiency and simple
channel equalization. It also allows flexible tesource allocation (RA) to meet various
user requirements and achieve maximum network-capacity. With the help of relays, link
quality at cell edge can be improved and both network capacity and the coverage area
can therefore be improved.

In this thesis, we consider the problem of RA and relay selection for downlink trans-
mission in both single-input single-output (SISO) and multiple-input multiple-output
(MIMO) OFDMA based cellular networks. We assume the availability of multiple co-
operative relay stations but not the perfect channel state information (CSI). Instead,
the base station knows only the estimated channel (link) gain and the associated error
distribution. We use a tight capacity lower bound (CLB) for a link with imperfect CSI
as the performance metric. In SISO networks, we derive the optimal source and relay
power allocation ratio that maximizes the CLB of a cascaded source-relay-destination
link. Based on this optimal power ratio, we propose a simple suboptimal algorithm that

assigns power, subcarriers and cooperative relays to each serving mobile station. We
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then derive the optimal power ratio for MIMO networks. Using the proposed subcar-
rier assignment algorithm for SISO network, we present the optimal and a suboptimal
power allocation schemes. To reduce the computation complexity, we derive a near-
optimal power ratio, assuming both source-to-relay and relay-to-destination links have
the same rank. Simulation results show that our algorithm not only meets the users’
rate constraints with very high probabilities but yields an excellent sum rate (CLB)

performance.
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Chapter 1

Introduction

The Orthogonal Frequency Division Multiple Access (OFDMA) scheme enjoys the
advantages of an OFDM based transmission system, i.e., high spectral efficiency, simple
and robust equalization against frequency selective fading; it also offers flexibility in radio
resource allocation for meeting various rate requirements. Due to OFDMA transmits a
wide band signal on multiple orthegonal subcarriers, in“which the channel condition of
one subcarrier is independent of one another, which means a subcarrier in deep fading
for one user may have good condition for another user. Thus, by proper scheduling and
resource block assignment, OFDMA can exploit multi-user diversity [1] in a time-varying
frequency-selective fading channel. As a result, the OFDMA scheme has been selected
as the air interface standard by two major 4G campaigns, namely, the IEEE802.16m
and 3GPP’s LTE-A downlink.

Recent researches have found that, a base station (BS) can cooperate with relay sta-
tions using a Time Division Duplex (TDD) based Decode-and-Forward (DF) or Amplify-
and-forward (AF) scheme to enhance the network capacity. In a typical two-phase coop-
erative system, the transmitter sends its signal to a relay node (RN) and the destination
node (DN) in the first half of a transmission frame and the relay then sends the re-
generated signal to the destination in the second half [3]. By combining the two copies

received in both phases, the DN increases the link’s capacity.



To maximize the sum rate, a BS in a relay based cooperative network must dy-
namically allocate its resources, namely, power, subcarriers and cooperative RNs to
various DNs (i.e., mobile stations) according to the conditions of the BS-DN, BS-RN,
and RN-DN links. The problem of resource allocation in either conventional OFDMA or
relay-aided OFDMA systems has been intensively studied [4], [5]. But in these works, a
common assumption is that the channel state information (CSI)-the gains of all links—of
the system is perfectly known by the BS.

However, the channel information is estimated by dividing the demodulated pilot
pattern with the known symbol. Due to the additive noise in demodulating the received
preamble, the channel estimation error can be assumed as a gaussian random variable
[11]. Moreover, due to feedback delays, channel estimation errors in transmitter are
unavoidable. For the feedback delay error, since the channel is modeled as a Gaussian
random process, the channel gain.and its delayed version then can be a jointly Gaussian
[10]. Thus, perfect CSI assumption leads to underuse-or overuse of component links
and are likely (especially in relay-aided links) to results in transmission outages [12].
[13] considered optimal resource_allocation for maximizing the ergodic sum rate of an
OFDMA system with imperfect CSI.“A suboptimal algorithm for goodput maximization
was given in [14]. To our knowledge, [15] is the only work which investigates the issue of
joint relay selection and resource allocation in a cooperative relay network with imperfect
CSI. However, the authors used a mean rate to characterize the CSI uncertainty which
may lead to different interpretations.

In this thesis, we consider a problem similar to that studied in [14] under a different
performance metric. As the channel capacity in the presence of imperfect CSI is not
known [16], we use a tight capacity lower bound as the performance metric and derive
the corresponding optimal source (BS) and RN power ratio if a given RN is to be used for
relaying the source signal to a DN. We then present a low-complexity resource allocation

scheme with an aim to not only maximize the total sum rate (lower bound) but also



meet the users’ (DNs’) rate and power constraints. The scheme includes link (direct link
only or a relay is needed) selection, subcarriers assignments(SA) and power allocation
(PA).

This thesis is organized as follows: In following chapter, we describe the system
model and related assumptions for the problem of concern. In chapter 3, we proposed
algorithms to solve the problem we face. Moreover, we extend the resource allocation
problem to the case for multiple-input and multiple-output(MIMO) case in chapter 4.

Finally, we conclude our work in chapter 5.



Chapter 2

Relay System and Cooperative
Transmission

2.1 Relay Networks

In a wireless communication system, -one of the most important problems is the
fading effect. While in recent. years, cooperative communications have been used to
exploit the spatial diversity in ‘multiuser wireless-systems without the need of multiple
antennas at each node, which is not practical to employee in a mobile station(MS) due to
the receive and transmit antennas should be separated far enough. Moreover, the term
cooperative communications typically means a system where users share and coordinate
their resources to enhance the transmission quality.

In a basic cooperative communication system, it consists a source node, a relay node
and a destination node. Depending on the condition of the component links between
source node and relay node, relay node and destination node, and source node and des-
tination node, the source node can choose to whether use the relay or not. If the source
uses relaying, destination combines the two copies from source node and relay node,
the cooperative diversity can be utilized. Futhermore, for a much general cooperative
communication system, there are multiple source nodes, relay nodes, and destination

nodes. Thus, by opting to transmit a data stream to the appropriate destination node



from a appropriate relay node, the source node gains the multiuser diversity.

2.2 Relay Strategies

Many cooperation techniques have been proposed based on the concept of relaying
[2], the most commonly used strategies in these methods are decode-and- forward (DF)
and amplify-and-forward (AF). For a two-hop relaying we’ll use in our scenario, the
source node broadcasts its message to both the relay node and the destination. If the
relay node employs the DF scheme, it will decode and regenerate a new message to the
destination in second phase. At the destination, it employs a maximum-ratio-combining
detector to the signals from both the source and the relay paths. Otherwise, if the AF
scheme is used, the relay node just simply amplify the received signal and forwards it
direcatly to the destination. No decoding-of the message is needed in AF scheme.

Moreover, in [6], it compares the-performance of DF with the performance of AF
scheme. It shows that the distance between the relay node, the source node, and the
destination node is the most important point to influence the performance of each relay-
ing scheme. When the distance between relay node and source node is lower than the
distance between relay node and destination node, the relay node has a higher received
signal-to-noise ratio(SNR). Thus, DF is a better scheme for the relay node to employ.
Otherwise, when the distance between relay node and source node is higher than the dis-
tance between relay node and destination node, the relay node has a higher probability
of the decoding error. Then, we’ll choose the AF scheme for relaying.

However, the reliability of interuser channels also relate to the performance of relay
cooperation. In the DF scheme, the relay node node retransmits the signal from the
source only if the signal is well decoded. Similarly, for the AF scheme, due to both
the signal and noise are amplified by relay node, if the quality of the source-relay link
is bad, the performance at the destination node will decrease. Therefore, we need to

decide whether to use the relays or not according to the source-relay channel.



2.3 Capacity of Cooperative Transmissions

In [7], the capacity of basic cooperative transmissions has been introduced. If we
denote X, X,, Y, and Y, the transmitted signals from source and relay, the received
signal at relay and destination, respectively. The capacity of a relay channel with channel
transition probability p(y,, ya|zs, z,) is

C < sup min{l(Xs, X,;Yy), [(Xs; Y, Ye| X))} (2.1)
p(zs,2r)
where the sup is over all joint distributions p(zs, x,.).
Under the derived capacity (2.1), if we denote SNRgr, SNRrp and SN Rsp the
SNR of source-relay, relay-destination and source-destination path, the capacity of a
single user, single relay and single destination cooperative communication system can

be formulated as
C S min {l0g2(1 = SNRSR), lOgg(l Y SNRSD + SNRRD)} (22)

where the second term is due to the maximum-ratio-combining detector at the destina-

tion node.



Chapter 3

Downlink Resource/Relay
Allocation for SISO OFDMA

Networks

This chapter considers the scenario for a downlink single-input single-output OFDMA
system as shown below. We represent resource allocation schemes that maximize the
total capacity with each user’s'minimum rate constraint and the overall total power
constraint while facing the channel estimated errors. By taking the channel estimated
errors into account, we derive a-tight capacity lower bound as the performance matrix.
Then we propose a simple suboptimal algorithm that assigns power, subcarriers and

cooperative relays to each mobile station.

3.1 System Model and Assumptions

We consider the downlink of an N-subcarrier OFDMA cooperative network which
contains a BS, M fixed relay nodes, and K MS’s equipped with one antenna and ran-
domly distributed within a cell. Similar to the conventional relay-based cooperative
communication systems, we assume a two-phase (time-slot) transmission scheme with
perfect timing synchronization among all network users. Each subcarrier suffers from
slow flat Rayleigh fading and there is no change of the channel state during a two-phase

period. A data stream from a source user must be carried by the same subcarrier no



Figure 3.1: SISO system model

matter it is transmitted by a source node or a relay node. As mentioned in the previous
section, our protocol offers both relay-aided (RA). and  non-relay-aided (NRA) modes.
We consider the decode-and-forward (DF) cooperative relay scheme only and assume
that the maximum-ratio-combining detector is;employed by the destination (user) node,
assuming perfect decoding at the'relays. Although the system model presented below
describes a downlink setup, it can be easily converted into an uplink scenario with all
the results obtained remain valid.

We assume the mobile user obtains the channel information by MMSE estimator and
the feedback of the estimate is instantaneous and perfect to the BS. We also assume that
the phase of the channel gain can be perfectly acquired while having channel estimation
error which pertains to the amplitude of the correct channel gain. As a result, the same
channel information about the channel gain with an estimation error is available simul-
taneously to both the transmitter and the receiver. Based on the imperfect CSI from all
users and the minimum rate requirement of each MS, the BS acts as a central control
device to carry out all resource allocation related operations which include collecting link

information, appropriating resources, and informing MS’ about their assigned resources.



3.2 Achievable rates for RA and NRA modes

For the source-to-destination link, the matched filter output at the destination node
can be expressed as

~ o~

r=(h+h)r+w (3.1)

where h denotes the estimated complex channel gain, h is the estimation error which
can be modelled as a zero-mean complex Gaussian random variable with variance o7, w
is the complex white Gaussian noise with variance o2.

Although a closed-form expression for the capacity of the above link is not known, a
tight lower bound Cpp (in bits/sec/Hz) is given by [16]
P|h|?

Crg =1 14+ ———
LB 0g, +P0f2l+<77%

(3.2)

where P = E||z||*>. For brevity, we will refer to link capacity and its lower bound
interchangeably in the subsequence discourse unless there is danger of ambiguity. For
the same reason, we denote by hsp(k,n) the estimated (component) link gain between
the BS and the kth MS, by hpp(k, myn) that-between the mth relay and the kth MS,
and by hgr(m,n) that between BS and relay m, all‘'on subcarrier n. The corresponding
transmit powers are denoted by pg(n, k), prp(k,m,n), psr(m,n).

Using the above notations, we express the capacity (lower bound) of a basic cooper-

ative network with imperfect CSI as
rm(k,n) = min {log(1 + G1|hsr(m,n)|?),
log(1 + Golhsp(k,n)* + Galhrp(k,m,n)|*) } (3.3)

where

ampsr(m,n)

G, = ,
! ampsr(m,n)o; + o2
Q. — akpSR(man)
2 arpsr(m,n)oi + o2’
m. k? b
Gy — mPro (K, m,n) (3.4)

2 )
agmPrp(k,m,n)o; + o2

9



and ay,, o, o, are the path losses of source to relay (SR), source to destination (SD),
and relay to destination (RD) links, respectively. For simplicity, we will henceforth
denote hggr(m,n) by hsg, hsp(k,n) by hsp, and hgp(k,m,n) by hgp. For a given sum
power, P = pgr(m,n)+prp(k, m,n), the optimal power distribution ratio I'(k, m, n, P)

that maximizes the capacity is given by

prp(k,m,n) 1 1 a
I'(k Pl=——""""""7= 3 3 — 3.5
( , M, 1, ) pSR<m,n> (xl) + (332) + 3 ( )
where
_ 1 243 ab 2a3 ab 2 4(Sb+a2)3
$1—§<W+§+C+\/(7+3+0) T )
_ 1 [ 2a3 ab 2a3 ab 2 4(3b—|—a2)3
x2—§<2—7+§+0—\/(2—7+3+0) ~ )
and

a = armoi|hrpl?
b= Plamarmoio|hsr|? — arogmoioatbsp =k mmoio? |hrp|? — amarcio?|hrpl?]
+ [amot|hsr|* — arotlhspl2 — 20k moalhap|?],
c = Plotamaragm [|hsrl* — |hspl? = |hepl’)
+Poio? [amar|hsr|® + qmm|harl?
_ak&m’hSDP - OékOék,m\hSD\Q—Oék,mOCm\hRD|2 - Oék,mOék\hRDm
+0d 20, hsr|* — 2ak|hspl? — rm|hrp|?,
d = Poio? [amag|hsr|* — aram|hip) + o2 [am|hsr|? — axlhsp|?]

The corresponding maximum achievable rate is

1+r(kfn,n,p) @ |hsr(m, n) |2]

rm(k,n, P) =log, |1+ > (3.6)

2 2
1+ (k,m,n,P) AmTp + On

Since in NRA mode, we allow the source to be active for both phases, a fair comparison
on the achievable rate should be measured with respect to the total consumed energy.
The resulting link capacity over two OFDM symbols is

Sx|hsp(k,n)[?

14+ 2
3

rp(k,n, P) = 2log, (3.7)

a,oi + 02

10



3.3 Problem Formulation

To begin with, we define p ) as the subcarrier assignment and link selection
indicator so that p(xn,m) = 1 and m > 0 indicates subcarrier n is allocated to user k£ who
options for RA mode using relay node m while m = 0 indicates the user options for the
NRA mode. Otherwise, user k does not have access to subcarrier n over the mth link.
Suppose the available total transmission power is Pr, then the problem of maximizing

the total system rate under the users’ rate constraints is equivalent to

K N M

maXZRk —maxzzzpnkm)rm k n pm<k n))

k=1 n=1 m=0

subject to

Rk 2 sz,min vk

K M

k=1 m=0
p(n’k,m) e {0, 1} v n, k7 m
N K M

DD D Dtk (k. 1< Py (3.8)

n=L1 k=1 m=0

where Ry and Ry .., are the achievable rate and the minimum rate requirement for
user k, and ro(k,n, P) = rp(k,n,P). The above formulation is an NP-hard mixed
integer programming problem. Instead of finding the optimal solution, we propose a

low-complexity suboptimal algorithm in the following section.

3.4 Proposed Resource Allocation Schemes

We decompose the task of joint subcarrier /power assignment and the corresponding
link selection into a three-stage process which can be described by pgn km) = d(n.k) Fm (1, k),
where §(, ) and (,,(n, k) represent the subcarrier assignment and link selection opera-
tions, respectively, i.e., d¢, 1) = 1 implies that subcarrier n is allocated to user k, and
Bm(n, k) = 1 means user k sends its data over subcarrier n with the help of relay m.

Obviously, the only alternate value for these two functions is zero.

11



The original problem is thus divided into three subproblems: P1-link selection sub-
problem for deciding {3, (n,k)}, P2-subcarrier assignment for deciding {0, )}, and
P3-power allocation. In the first stage, we select for each DN the best link among
(M + 1) candidate relay links. Based on the selected relay links, the BS then allocate
subcarriers to each DN according to its link gain and minimum rate requirement. The
BS tries to maximize the user diversity gain under the minimum rate constraints. In the
third stage, we proceed to allocate power by taking into account the channel estimation

error.

3.4.1 Relaying/Direct link selection rule

Since the optimal relay/BS power ratio I' depends on the available transmit power

Lr

and the final power allocation is still unknown, we assume a fair power distribution =

for all DNs. We then determine ifia relay is needed for user k if subcarrier n is available

by
m* =arg oé??zaéXMrm(k’n’ Pr/N) (3.9)

When m* = 0, DN k should use only the direct link if it was given subcarrier n. We
then set G+ (n, k) =1 and B,,,(n, k) = 0,for 0 < m < M, m # m*.

3.4.2 Subcarrier assignment

Many suboptimal subcarrier assignment algorithm has been proposed but most of
them seldom consider the user rate constraint in this step. They usually assign a subcar-
rier to the DN who has the best channel gain on this subcarrier [8]. Instead of choosing
the user £* having the largest weighted rate [9], wy x r(k,n) with wy, et W and Ry,
being the current rate for DN &, we choose (k*,n*) which gives the maximum weighted
rate over all users and unassigned subcarriers. The process repeats until either all the

rate requirements are met or all subcarriers are assigned. For the former case, we assign

each of the remaining subcarriers to the one having best rate on it. If the latter case
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occurs, we need a rate-balancing step after power allocation. The complete subcarrier

assignment algorithm is summarized in Table (3.1).

Given r(k,n) and dpmpy =0, for 1 <Ak < K, 1<n <N
Set U ={1,2,....N}, andr, =0 V k
while (|U] > 1)
if (maxlngK Wi > O)
(n*, k*)= arg max Wyr(k,n)

nel,1<k<K
else
(n*, k*)= arg max r(k,n)
nel,1<k<K
end

U= U\ {n*}, 5(n*,k*) = 1, Rk* = Rk* + T(k*,n*>

end

Table 3.1: Subcarrier assignment algorithm.

3.4.3 Power allocation

We now suggest a nearly ‘optimal power allocation scheme. We first assign equal
power Pr/N to subcarriers using relaying and allocate the remaining power by a mod-
ified water-filling (mwf) on subcarriers using norelay. Based on (3.7), the water-filling

solution can be obtained by the quadratic formula

b+ Vb2 — 4dac

k,n 3.10
p(k;n) . (3.10)
where
o3 i
4= 302 (|hSD(’f7n)|2 + 1)’
Ihsp(k,n)[? ’
c= — ( 2 _ 20% +
- Aln2 a,lhsp(kmn)|?
where (t)* =max(0,¢). When there is no estimation error (07 = 0), the optimal

power allocation is similar to the conventional water-filling solution, i.e. p(k,n) =

Jr
( 2 2022% n)l2> . By iteratively modifying \ to satisfy the total power constraint

An2 ~ aglhsp

(3.8), we obtain the optimal power allocation for subcarriers using only direct link.
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Figure 3.2: The probability density function of the user location distribution; ry = 150
m.

As mentioned before, a rate balancing step is needed if the user rate constraints are
not satisfied. We divide the DNs into two groups: Group I consists of DNs whose rate
requirements have been met and members of Group Il include all other DNs. We first
select the DN, say DN i, from“Group" IT whose rate allocation is the lowest and the
one, say DN j from Group I having the largest surplus rate (R; — R mnin). Among the
subcarriers which have been assigned to DN j, we reassign to DN ¢ the one which is
the best for it if the reassignment does not make DN j become a member of Group
IT. The rate requirements for almost all DNs in Group II can be met through such a
reassignment. In order not to make the process too complicated, we give up on DN ¢
when the above reassignment is not allowed. The rate-balancing process is sequentially

applied to all DNs in Group II in descending order of the allocated rate.

3.5 Numerical Results and Discussions

The simulation results shown in this section assume a single-cell network with multiple

DNs that are randomly distributed within a 120-degree section of the 600-meter radius
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Figure 3.3: The user location distribution; ry = 150 m.

circle centered at the BS. The RNs are placed on a circle with a 150-meter radius with
a equal angular spacing. As shown in Fig. 3.2 and 3.3, the probability density function
(pdf) of the DN locations is given by [20]

N [j (9)4} . (3.11)

where » > 0 is the radius and ro = 150 m. We also assume each subcarrier suffers
from independent Rayleigh fading in any direct or relay link with a path loss exponent
3.5. For the convenience of comparison, we normalize each link gain with respect to the
worst-case gain corresponding to the longest link distance.

We compare the performance of our subcarrier assignment (SA) algorithm (P2-
solver) with two subcarrier assignment schemes which we refer to as greedy SA and
weighted SA algorithms, respectively. These two algorithms were modified from those
presented in [8] and [9], respectively. As the originally schemes were designed with
perfect CSI assumption and have different RN selection criterion, we use our P1 and
P3 solutions but keep that for P2 intact for the sake of fair comparison.

In Figs. 3.4-3.5, we assume there are 8 DNs, 3 RNs in a 32-subcarrier OFDMA cell

15



with a total system power of Pr = 3.2 W (i.e. the average transmitted power for each
subcarrier is 0.1 W) and varying minimum rate requirements. The first figure shows that
the sum rate of our algorithm is closer to the greedy SA than the weighted SA does.
For a given subcarrier assignment scheme, we compare two power allocation methods—
equal power allocation and the proposed modified water-filling power allocation for the
direct link. As expected, our scheme of [4.34] performs better than the equal power
allocation approach. The second figure depicts the rate failure probability behavior, i.e.,
the probability that the algorithm fails to meet a user’s rate requirement. Obviously,
our solution has a much lower rate failure probability than those achievable by either

greedy SA or weighted SA scheme. In Fig. 3.6 and Fig. 3.7 we compare the sum rate
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Figure 3.4: Sum rate v.s. user rate constraint; 8 DNs, 3 RNs and 32 subcarriers with
Pr=3.2.

and required rate failure probability (i.e., the probability that an algorithm fails to meet
the rate requirement) performance as a function of the user number in a 32-subcarrier

OFDMA network having 3 RNs, Pr = 3.2 and a minimum user rate requirement of
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Figure 3.5: Rate failure probability: v.s.- user rate constraint;8 DNs, 3 RNs and 32
subcarriers with Pr = 3.2.

48 bits/2 OFDM symbols. It is clear that our algorithm outperforms the weighted SA
scheme. In Fig. 3.8, we examine the conditional average achievable rate ratio v defined
as v = E [Ri/Rimin| Rk < Rimin], f P(Ri < Rimin) # 0; otherwise v = 1. We observe
that our algorithm is far better than the greedy algorithm and when the user number
is large, outperform the weighted SA algorithm of [9]. For fair comparison, all three
algorithms employ the proposed mwf power loading scheme. In Fig. 3.9, we show the
average probability of doing the load balancing step. While the user number increases,
users are more likely not to satisfy their rate constraints, and thus the probability of
doing the load balancing step increases.

In Figs. 3.10-3.11, we consider another scenario in which there are 8 DNs, 3 RNs in a
128-subcarrier OFDMA cell with a total system power of Pr = 12.8 W. They also shows
that the sum rate of our algorithm not only has the lower probability that users fail to

meet their rate requirements but is closer to the greedy SA than the weighted SA does.
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Figure 3.6: Sum rate v.s. user number; 3 relay nodes and 32 subcarriers with Ppr = 3.2
and the minimum user rate requirement is 48 bits/2:OFDM symbols.

Moreover, the performance enhancement by the proposed modified water-filling power
allocation for the direct link. Then in Fig. 3.12 and Fig. 3.13 we compare the sum rate
and required rate failure probability performance as a function of the user number in
a 128-subcarrier OFDMA network having 3 RNs, Pr = 12.8 and a minimum user rate
requirement of 48 bits/2 OFDM symbols. Our algorithm also outperforms the weighted
SA scheme.
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Chapter 4

Downlink Resource/Relay
Allocation for MIMO OFDMA

Networks

In this chapter, we consider the scenario for a downlink multiple-input multiple-
output OFDMA system. We alsouse the capacity 'lower bound and propose resource
allocation schemes that assigns power, subcarriers and cooperative relays to each mobile

station. However, we propose not only suboptimal power-allocation but the optimal one.

Figure 4.1: MIMO system model
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4.1 System Model and Basic Assumptions

As shown in Fig. 4.1 and Fig.« 4.2, we consider the downlink of an N-subcarrier
OFDMA cooperative network which contains a BS, M. fixed relay nodes, and K MS’s
equipped with N, N, and N, antennas, respectively. We also consider the decode-and-
forward (DF) cooperative relay-scheme and assume a two-phase (time-slot) transmission
scheme with perfect timing synchronization among all network users. Perfect decoding
at the relays is assumed. Each subcarrier suffers from slow flat Rayleigh fading and
there is no change of the channel state during a two-phase period. A data stream from
a source user must be carried by the same subcarrier no matter it is transmitted by a
source node or a relay node. However, we do not employ the maximum-ratio-combining
detector for this MIMO system for simplification.

We also assume the mobile user estimate the channel information by MMSE estima-
tor and the feedback of the estimate is instantaneous and perfect to the BS, then the
same channel information about the channel gain with an estimation error is available
simultaneously to both the transmitter and the receiver. In this chapter, the BS also
acts as a central control device to allocate resources based on the imperfect CSI from

all users and the minimum rate requirement of each MS.
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4.2 Capacity Lower Bound for MIMO Channels

First, for a source-to-destination link, we denote the estimated gain matrix of MIMO
channels, estimated error matrix of MIMO channels, and noise matrix as H , H and W.
Than we assume the entries of I/ and W are independent, identically distributed (i.i.d.)

and zero-mean circularly symmetric complex Gaussian (ZMCSCG) with variance o7 and

2

n?

o=, respectively.

Moreover, given the singular value decomposition(SVD) of the estimated channel
matrix be H = UDV*, we can find that U and V are unitary matrixes and D is a diag-
onal matrix whose diagonal entries are the singular values of H. Thus, by multiplying
the transmitted signal vector by the vector V before transmitted and multiplying the
received signal by the vector U* at destination, the processed received signal vector Y
then can be expressed as

Y= USH + H)VX oUW (4.1)

where X is the transmitted signal veetor. And we replace H by UDV*, (4.1) becomes

YZ2\DX ¥ U HVX +UEW (4.2)
hyy - thS Y13 7+ ViNg
Assume H = : : V= : : ;
hNRl *** UNgpNg UNg1 *** UNgNg
Uy - UINg 1
U= i+ o X = |
UNg1 **° UNRNp ITNg
then ) )
NR -~ NR ~
Z uyihin - Z ulihiNS
R i=1 i=1
U'H = : : (4.3)
Nr - Ngr ~
Z UNRihil ce Z UNRihiNs
L i=1 i=1 i
[ Ns Ng - Ng Ngr - T
Z Z uyihgopn - Z Z Unhuvuvs
~ 1=1i=1 I=1i=1
U'HV = : : (4.4)
Ng Ng N Ns Ng -
Z Z UNRz'hilUll ce Z Z UNRihilUle
I=1i=1 1=1i=1 i
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Ns Ns Ngr - ]
Z Z z urihaviy,
R =1l=1:i=
U"HVX = : (4.5)
Ns Ng Ng
Z Z Z uNR’L hijvgxy,
| k=11=1i= i
Ngr
Since U* is an unitary matrix, which means Zutliugi equals to 1 if t; = t5 and
i=1

otherwise equals to zero, the entries outside the main diagonal in the covariance matrix
of U*HV X are zero. Moreover, for the tth diagonal entries in the covariance matrix of

U*HV X, we need to calculate

Ns Ns Ng Ns Ns Ng

(Z Z Z Uthhilllvhklxkl)(z Z Z uti2hi2lzvl2k2xk2)*] (46)

ki=1l1=141=1 ko=11l3=11i2=1
In (4.6), we can notice that

Ns Nrgr Ns Ng
1.Due to z, and xy, are independent, F {( Soo S s By, Uik e ) (S S Uiy gty Voky Ty ) }
h=1i1=1 ly=1i2=1
for all ky # ko are equal to zero.
~ ~ Ns Ng 3 Ns Ng -
2.Due to h;,;, and h;,;, are independent;, E [( > 3w b vk k) (D D utithQZQUkamkl)*]
hi=1i=1 la=112=1
for all I; # 5 or i1 # 15 are equal to zero.
Equation (4.6) than can be rewrited, as
Ns Ns Ng
(Z Z Z utilu;kil hilllhjlllvllklvl*lklxkl $21 )] (47)
k=11 =141=1

which equals

NR NS NS

Z utllu;kll Z E |:(h'blll ;klll):| Z(’Ullklvgklkl)E [xklle} (48)

i1=1 hi=1 k1=1

By (4.8), since V and U* are unitary matrix, the diagonal entries of the covariance matrix

- N ~
of U*HV X are all 3 |lzx|* 0?. Thus, we can find that U*HV X is still a zero-mean
k=1

N,
. : : 2
complex gaussian vector where each entry’s variance is Y |lz¢||” o7
k=1

Then a tight lower bound for the capacity of the above link Cpp (in bits/sec/Hz)

can be formulated as

iNi
CLp = Zlog2 tp—) (4.9)
Z pios + o2
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where NV, is the number of eigen-channels, p; is the power on the ith eigen-channel, and
A; is the square to ¢th singular value of MIMO channel. We can notice that the power
on each eigen-channel has the influence on all eigen-channels’ rates. For brevity, we will
refer to link capacity and its lower bound interchangeably in the subsequence discourse

unless there is danger of ambiguity.

4.2.1 Achievable Rates for RA and NRA Modes

For a decode and forward relaying scheme cooperative transmission, denote the
number of antennas on source, relay, and destination as Ny, N,, and N;. Under DF
scheme, given min {N;, N} = Ny and min{N,, Ny} = Ny, the achievable rate can be

formulated as

N1

8,1 k? ) m)\si ka )
rm(k,n, P) = min{Zlog2(1 o8 (3 02, 0 s (', 7, 1)
i=1

N 2 277
Zi:1 ps,i(k: T, TL)OémO'h + On
Nia

Z log, (1 +
i=1

p’r‘,i(k; m, n)ak‘,m)\r,i(k; m, n)

EZNﬁ pri(k,m,n)ay o2 + o2

)} (4.10)

where % Dsi = Ds, % Dri = Dr, Ps 4 Dro= P and-A;; and A,; are denoted the square to
the ithz:singular Valilzels of the source-relay-and relay-destination MIMO channels sorted
in descending order and a, and «, are the path losses of the source-relay and relay-
destination paths.

Moreover, for the NRA mode, we allow the source to be active for both phases, a

fair comparison on the achievable rate should be measured with respect to the total

consumed energy. The resulting link capacity over two OFDM symbols is

N pi(k,n)
2 oA i(k,n
rp(k,n, P) = QZlogz(l + 5 g ouhalky ) ) (4.11)
i=1 > WO%J,QL + o2
i=1

where p;(k,n) is the power on the ith eigen-channel, Ny = min {Ng, Ny} and oy is the

path loss of the source to destination (SD) link.

27



4.3 Problem Statement

We also use the subcarrier assignment and link selection indicator p p,m) mentioned
before. When p(xnm) = 1 and m > 0, it indicates subcarrier n is allocated to user k
who options for RA mode using relay node m while m = 0 it indicates the user options
for the NRA mode. Otherwise, user k£ does not have access to subcarrier n over the mth
link. We also suppose the available total transmission power is Pr, then the problem of

maximizing the total system rate under the users’ rate constraints is equivalent to

K K N M
maxZRk = max ZZZp(nkm)rm (k,n, P(k,m,n))

k=1 k=1 n=1 m=0
subject to

Ry > Ry iy NE

K M

Z Z Pk,m,m) <Ll Vn

k=1 m=0

Pty €40, 1} Vo k, m
N KM

YD D biwnpi P (kymin) < Pr (4.12)

n=1 k=1 m=0

P(k;msn) >0 Vn, k, m, i

where Ry, and Ry, i, are the achievable rate and the minimum rate requirement for user
k, and ro(k,n, P) = rp(k,n, P).

In next section, we propose a low-complexity suboptimal algorithm due to the above
formulation is also an NP-hard mixed integer programming problem which is hard to

find the optimal solution.

4.4 Resource Allocation Schemes in MIMO Chan-
nels

For the optimization problem in MIMO system, we also decompose resource al-

location schemes into a three subproblems as mentioned in Chap.3: P1-link selection
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subproblem for deciding {3, (n, k)}, P2-subcarrier assignment for deciding {0, )}, and

P3-—power allocation.

4.4.1 Relaying/Direct Link Selection Rule and Subcarrier As-
signment

Since in the relaying/direct link selection step, the final power allocation is still
unknown, we then assume a fair power distribution P = P—NT for all DNs. Under such
assumption, for a relay-assisted subcarrier n for user k£ relayed by relay m, we need to
find not only the optimal power ratio of relay to source such that the power is efficiently
used but the optimal power allocation on each eigen-channel, thus the problem can be

formulated as

max 7, (k,n,P)

subject to
N1
S, ka ) m)\si kv )
vk, 1, P) SZIOgQ(l-i- pI,Vt(l M, 1) s ( ;71 n)
i1 Yo Psilkym, n)an,05 + 02
Ni2
N kamvn (04 m)\ri k7m7n
P, P) < Y 0gl1 4ot Pt v 1)
i=1 Zz:t1 pr,i(k7m7 n)ak,mah + 02
Ntl Nt2

Pr
EX) k7m7n + T k:,m,n S_
;p,( ) izlp,( )<

ps,i(k>m7n)) 2 07 pr,i(kam>n)) 2 07 v i? k? m

By assuming Pj(k,m,n) = ZZNQ psi(k,m,n) and P,(k,m,n) = vaj pri(k,m,n), we

can decompose it into two sub-problems:
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Subproblem 1:

Subproblem 2:

For SR path:

For RD path:

max 7, (k,n, P)

subject to

N1
E psi<k7m7n)05m>\si(k;m7n>
m ka aP < 1 1 . :

=1

Ni2
E pri(kam7n)akm)\ri(kam;n)
m ka 7P S 1 1 ’ 2 .

Pr
P(k;mn)%—P(kmn)SW

psﬂ'(k?man)) > 0 prz( )) \4 i, ]{Z, m
all -y (kymin)amAs i (k,m,n)
1 Sl m7is,t
max Z gy (1 B, (k, m n)OémUh+U2 )
subject to
N
Zps,i(kam7n) < Ps(k:,m, TL) (413)
i=1

psi(ksmyn)) >0 Vi k, m

Nia
prz k m n)ak’m)\rz(k m, TL)
1
max Z 0gy(1 Py (k, m, n)Qpm0? + 02 )
subject to
Nz
ZpT,i(kvman) < Pr<k>man) (414)
=1

pri(k,m,n)) >0 Vi, k, m

For each subproblem 2, we can derive the optimal power allocated on subcarrier n’s SR

and RD eigen-channels from the water-filling solution

Py (k, m, n)or, + Ui)+ (4.15)

s,i ka ) = sn
Poi(k,m, n) <M ’ Qs i(k,m,n)
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am,kpr(k7 m, n)o-}Qz + O-TQL "
Oém,k/\r,i(ka m, n)

pr,i(ky m, Tl) = (Nr,n - (416)

where 5, and p,, are inner water-levels which mean the water-levels controlling the
power of eigen-channels.

We now assume the number of the eigen-channels of subcarrier n on SR and RD path
allocated positive power are ks(n) and r,(n), respectively, then from (4.15) and (4.16),
the inner water-level p,, and pu,, that satisfies the subcarrier power constraint (4.13)

and (4.14) can be expressed as

Ks(n)

1 O Ps(k,m,n)o? + o, 1
= P,(k _ 4.1
Ms,n K/S (TL) S( ) m) n) + O{m — )\571‘(]{:, m’ n) ( 7)
Kr(n)
1 A Pr(kym,n)o? + oy, 1
rn Pr k? ) : 4.18
Hr, Kr(n) (k,m,n) + Ok — Ari(k,m,n) ( )
Thus, the rate of subcarrier n on"SR/RD link ¢an be formulated as
Ni1
Ry(k,m,n) = er,i(k,m, n)
Ks(m)
AmPs z(ka m, n))‘s Z(ka m, n)
= 1 1 - ’
Z ogy(1 + A Ps(k,m,n)o? + o2 )
Ks(n)
am,us nAs,i(k,m,n)
= 1 4.19
Z og2 Py(k,m, n)ah—i—az) (4.19)
Nt2
R.(k,m,n) = er,i(k,m, n)
o ’ﬁfi 10 k,mpr,i(ka m, n))‘r,i(ka m, n) )
n e Pr(k,m,n)o? + o2

ak m T‘(k? m, n)ah + 0-721
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Moreover, the lagrange function of subproblem 1 is

L = ryu(k,n,P)
Ni1

psz (k,m,n)amAsi(k,m,n)
g | — k.n, P
o Anal 0gz(1 Py(k,m,n)a,o% + o2 ) = rm(k, n, P)))

Nt2

pm (k,m,n)ag mAri(k, m,n)
nr 1 —I'm ka 7P
* Z og,(1 P.(k,m,n)agmor + 02 ) = (b, P)

P
+ Ap(—

N P(k,m,n) — P.(k,m,n)) (4.21)

where A, s, A\, and Ap are lagrange multipliers. Based on (4.17) and (4.19), we differ-
entiate the lagrange function (4.21) by Ps(k,m,n) and let the resulting function equal
to 0, then the optimal solution of P;(k,m,n) in subprobleml can be obtained by the

quadratic formula

—b4A/b? — dac
2a

oG 7" Al
o2 1+Uh 7; Xe.i(kymn) |

(1)
b=1+207 Z ™

Py(k,m,n)= (4.22)

where

kmn)
Jr
s (1)
c—= _ An,sks(n) & ° ﬁ SZ 1
- ApIn2 L As,i(kn)
1=

Also, based on (4.18) and (4.20), we can derive P,.(k, m, n) by differentiating the lagrange
function (4.21) by P,(k,m,n)

—b+Vb? — 4dac

2a

P.(k,m,n) = (4.23)

where
2 kr(n)
_ Y%m% 2 1
a= o 1+ o0y E 1: Ar,i(k,m,n)> )
1=

Kr(n)
b=1+20} Z 3

i k m,n)’
+
kr(n
c= — Anrkr(n) o2 Z() 1
- ApIn2 L Ari(k,n)
meoi

Besides, the relationship between A, ; and A, , can be found by differentiating the la-
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grange function (4.21) by r,,(k,n):
)\n,s + )\n,r =1 (424)

The final step is to adjust all lagrange multipliers until the power constraint in subprob-
lem 1 is satisfied and Rs(k, m,n) = R,.(k,m,n) for having the best power efficiency. The

maximum r,,(k, n, &) is denoted by 17 (k,n, £F). Notice that the ratio of P,(k,m,n)

Pr

to Py(k,m,n) is the optimal ratio when given P = .

Moreover, considering about the direct link, the power allocation problem can be

formulated as

max rp(k,n,
subject to

> Ptk = (4.25)
pilk,n) >.0"Y.q, k

we can derive the optimal power allocated on each of its eigen-channel is

2 P(k,n)o? + o—g)+

(k . —
pl( ,TL) </‘LTL aQ_k)\s,i(k,n)

(4.26)

By tuning the water-level u, to satisfy the total power constraint, we can find the
maximum rp(k, n, P—NT) and denote it by r§(k,n, %)
We then determine the relay who can achieve the highest rate for user k£ on subcarrier

n, whcih can be formulated as

. . Pr
m* = arg max r; (k,n,—
0<m<M N

) (4.27)

When m* = 0, DN k should use only the direct link if it was given subcarrier n. We
then set G+ (n, k) = 1 and B,,(n, k) = 0,for 0 < m < M, m # m*.
However, for the subcarrier assignment in MIMO systems, we also use the subcarrier

assignment algorithm summarized in Table (3.1).
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4.4.2 Power Allocation

After the relaying/direct link selection and subcarrier assignment, we now suggest

a nearly optimal power allocation scheme and the optimal power allocation scheme.
» Nearly Optimal Power Allocation

Similar to the SISO case, we first assign equal power Pr/N to subcarriers using
relaying and then allocate the remaining power by a modified water-filling (mwf) on
subcarriers using no relays. Thus, for NRA subcarriers, our power allocation problem
can be formulated as

K

II]&XZ Z p(n,k,O)TO(kv n7p1<k7 07 n)7 e )pNt<k7 07 n))
k=1 nely

subject to

K N¢
Z Z P(k,n.0) ZPN@ 0,1) < Pyga (4.28)
i=1

k=1 neUy

pi(k;0,n) >0 VY, k, i
where Uy is the set of NRA subearriers and Pyg4 is the remaining power for NRA
subcarriers. However, by assuming vaztl pi(k;0,n) = P(k,n), we can decompose this
problem into two subproblems:

Subproblem 1:

K
max Z Z p(n,k,O)TO(ku n, P(kﬂ TL))
k=1 nely
subject to

K
YD PunoPk,n) < Pyga (4.29)

k=1 neUy

P(k,n) >0 Vn
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Subproblem 2: for each subcarrier n in U

K

max Z p(n,k,O)TO(ka napl(ka 07 TL), PN (ku 07 n))
k=1
subject to

K Ny
> ptemoy y_pi(k,0,n) = P(k,n) (4.30)
k=1 =1

pi(k,0,n) >0 Vi, k

For the subproblem 2 of each subcarrier n in Uy, we can derive the optimal power

allocation on each of its eigen-channel

% P(k,n)o} + 02\ "
( ’")0h+a”) (4.31)

(k = _ 2
w00 = (i = oS

where i, is the water level. Assume the number of the eigen-channel of subcarrier n
allocated positive power is k(n), then from(4.31), the water-level p, that satisfies the

subcarrier power constraint (4.30) can-be expressed ‘as

« r(n)
1 LP(k n)o? + oy 1
= Pk, 2 4.32
M /{(n) ( n) + % - )\572‘(]{:, TL) ( )
Thus, the rate of subcarrier n is
Ny
RD<k7 n, P<k7 TL)) = Z ri(ka TL)
i=1
K(n)
_ Z 21og, (1 + L0 D ik )
’ G P(k,n)oj + o2
H(n
n)\s 7 k:
- Z 2108, (4 SHndsilhin) (4.33)

L P(k,n)oj + o2
Based on (4.32) and (4.33), the optimal solution of subprobleml1 can be obtained by the

quadratic formula

—b+b? — 4ac

P(k,n) = .

(4.34)

where
0 o2 k(n)
a= 2’32? 1+‘ThZ,\ (k)
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K(n)

b=1+ 20} Z X (kn)
+
o 2k(n) 202 1
Cc= — </\ln2 - oz_k 1_231 )\Syi(k’,n)>

and (¢)* =max(0,¢). By iteratively modifying A to satisfy the total power constraint

(4.29), we obtain the optimal power allocation for subcarriers using only direct link. So,

the proposed power allocation for NRA subcarriers can be summarized as :

Given Pngra, Pnko0), P(k,n) =0 and p;(k,n) =0 for all k,n,i
K

Set Uy = {n| > Pnko = 1} ,k(n) = Ny for n € Uy
k=1

K

>. >, P(k,n) — Pyra

k=1nelUy
modify A and calculate P(k,n) by (4.34) for user k such that pg, 0 =1
for (n =1 to |Uy])
calculate p, by (4.32) and.p;(k,n) by (4.31)
Uy ={i | pi(n.k) > 0)
while (|U,| # k(n))
modify to the correct k(n)
end
end
end

while ( > €)

» Optimal Power Allocation

For the optimal power allocation, the optimization problem can be formulated as

K K N M

maXZRk = maXx ZZ Zp(n,k,m)rm<kanaP(k7m7n))
k=1 k=1 n=1 m=0

subject to

] =

K M
Z Zp(knm)P (k,m,n) < Pr (4.35)
k=

1 1 m=0

(k,m,n) >0 Vn, k, m

S
Il

The power allocated on the NRA subcarriers has been shown in nearly optimal power
allocation, so we first introduce the power allocation on the RA subcarriers.
For RA subcarriers, by assuming vati Dsi(k, m,n) = Py(k,m,n) and vaﬁ pri(k,m,n) =

P.(k,m,n), and simply r,,(k, n, Ps(k,m,n), P.(k,m,n)) by r,,(k,n), we can also decom-
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pose the optimization problem into two subproblems:

Subproblem 1:

K M

max Z Z Z p(n,k,m)rm(ka n)

k=1 neU; m=1

subject to
N1

m(k,n <Zlog2

Nt2

m(kyn <Z:log2

psZ (k,m,n)amAs i (k, m,n)

k
Py(k,m,n)a,o? + o2 ) V. k,m

p” (k,m,n)agmAri(k, m,n)

Vn, k
P.(k,m,n)ogmor + 02 ) Vo, kom

s(k,m,n) 4+ P.(k,m,n)) < Pra (4.36)

S5 il

k=1 neU; m=1

Py(k,m,n) >0, P.(k,m,n) >0 Y n,k,m
where U; is the set of NRA subcarriersand Pgja.is the total power of NRA subcarriers.
The first and second constraints«are due to therate of the cooperative transmission is
the minimum of the rate of SR.and of RD link.

Subproblem 2: for each RA subcarrier n in Uy

For SR path:
Nia
ps,iam)\s,i<k7 m, n)
max ’;;mk nm) Z logy(1+ = B pr )
subject to
N1
Zzp(knm Zpsz k m, n Ps(kvmun) (437)
k=1 m=1
ps,i(kama n)) Z 07 v Z? k? m
For RD path:
K M Nio
PriC m)\ri(ku m, n)
n,m ]‘ 1 7 : :
subject to
K M Nia
Z Z P(k,n,m) Zp'r’,i(ka m, TL) - Pr(k7 m, n) (438>
k=1 m=1 i=1

prilk,m,n) >0 Vi, k, m
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For each subproblem 2, we have derived the optimal power allocated on subcarrier n’s SR
and RD eigen-channels from the water-filling solution in (4.15) and (4.16). We now also
assume the number of the eigen-channels of subcarrier n on SR and RD path allocated
positive power are ks(n) and k,(n), respectively. Moreover, the lagrange function of
subproblem 1 can be expressed as

L= >3 pukmfrm(k,n)

k=1 nelU; m=1

Ju ps.i(k,m,n)amAs i (k,m,n)
)\ns k’, : 1 1 5,0\ vy 110, m\s,i\Fvy 1L, — k,
# Ausllm ) loga (1 P B )
Nia
pri(kum)n>akm>\ri(kumvn)
)\nr k7 3 1 1 : : : —I'm k7
# Ausll (3 toga(1 + gl BTy )
K M

+ Ap(Pra= Y>> plraan(Ps(k,m,n) + P (k,m,n))) (4.39)

k=1 nel; m=1
where A, ;(k,m,n), A, .(k, m,n)andApare lagrange multipliers.

Based on (4.17) and (4.19), we differentiate the lagrange function (4.39) by Ps(k, m,n)
and let the resulting function equal to zero, then the optimal solution of Ps(k, m,n) in
subproblem1 is the same as (4.22). By the same way, the optimal P.(k, m,n) is as ex-
pressed in (4.23). Moreover, by differentiating the lagrange function (4.39) by r,,(k,n),
the relationship between A, s(k,m,n) and A, ,.(k, m,n) is also the equation we showed
in (4.24). We then need to adjust all lagrange multipliers until all power constraints are
satisfied and Rg(k,m,n) = R.(k,m,n) for all k, m, n. Finally, the resulting proposed

optimal power allocation is summarized in Table 4.1.

4.5 Numerical Results and Discussions

The simulation results shown in this section assume a single-cell network with multiple
DNs that are uniformly distributed within a 120-degree section of the 600-meter radius
circle centered at the BS. The RNs are placed on a circle with a 150-meter radius with a

equal angular spacing. We also assume each subcarrier suffers from independent Rayleigh
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fading in any direct or relay link with a path loss exponent 3.5. Moreover, we set Pr

with the value letting the edge user has a SNR equals to -5dB on a single subcarrier

600~3-5xPp

oz + = —5. We also assume
U’ﬂ

while the equal power is allocate, which means 10log;,
the number of antennas on source node and relay node is 4 and on MS is 2.

As in chapter 3, we also compare the performance of our subcarrier assignment (SA)
algorithm (P2-solver) with the greedy SA and weighted SA algorithms. And for the
sake of fair comparison, we use our P1 and P3 solutions but keep that for P2 intact.

First, we use the sub-optimal power allocation(PA1) to assign power on each subcar-
riers. In Figs. 4.3-4.4, we assume there are 8 DNs, 4 RNs in a 32-subcarrier OFDMA
cell under various minimum rate requirements. Fig. 4.3 shows that the sum rate of
our algorithm is closer to the greedy SA than the weighted SA does. Within the same
subcarrier assignment scheme, we compare two power allocation methods—equal power
allocation and the proposed nearly optimal pewer allocation(PA1). It obvious that the
proposed algorithm performs better than the equal power allocation approach. While
in Fig. 4.4, we depicts the rate failure probability which means the probability that
the algorithm fails to meet a user’s'rate requirement.” It can be seem easily that our
solution has the lowest rate failure probability. In Fig. 4.5 and Fig. 4.6 we also compare
the sum rate and required rate failure probability while with various user number in a
32-subcarrier OFDMA network having 4 RNs. The minimum user rate requirement is
set to 30 bits/2 OFDM symbols. It is clear that our algorithm outperforms the weighted
SA scheme.

Moreover, for the following figures, the power allocation scenario used is the proposed
optimal power allocation(PA2). In Figs. 4.7-4.8, we still assume in the 8 DNs, 4 RNs in
a 32-subcarrier OFDMA cell under various minimum rate requirements. Fig. 4.7 shows
that our algorithms have the best performance in the sum rate while Fig. 4.8 implies
that the rate failure probability of our scheme is a little higher than weighted SA scheme.

It’s due to our subcarrier assignment scheme has higher probability to assign user with
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good channels at the beginning due to the overall selection while with bad channels at
the ending for satisfying the rate constraints, which leads to a wider range of channel
gains after subcarrier assignment. Thus, after the optimal power allocation, power on
bad channels will be low, the rate failure probability then increases. In Fig. 4.9 and
Fig. 4.10 we then show how user number infect the sum rate and required rate failure
probability in a 32-subcarrier OFDMA network having 4 RNs with minimum user rate
requirement 30 bits/2 OFDM symbols. We can notice that the result is the same as
mentioned in the case of varying the minimum rate requirements.

For the comparison between the two power allocations we proposed, we show the
sum rate of these two PAs and equal power allocation with our proposed SA considering
various rate constraints and user numbers in Fig. 4.11 and Fig. 4.12, respectively. It is

obviously that PA2 is the best power allocation scheme.
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4.6 Same Rank of SR and RD Link

In this special case, we assume that Ny=min(Ny, N, )=min(N,, Ny) which mean the
rank of SR and RD link are the same. Under DF scheme, we can re-transmit the total

data received by a relay if

il | PsiQsAsi A D i Qe Ay
Z logy (1 4 ——2=2 Z log,(1 + —2 ") (4.40)

2
PsQsO + 02 Proy-0; + o2

Ny N,
where > psi = Ps, Y. Pri = Pry Asi and A.; for i=1 to N; are denoted the square to
i=1 i=1
singular values of the source-relay and relay-destination MIMO channels sorted in de-
scending order and «a, and «,. are the path losses of the source-relay and relay-destination

paths.

4.6.1 An Nearly Optimal Power: Ratio

For the subcarrier assignment step-we propesed, -we now derive a nearly-optimal
power ratio I' = ;i such that the power allocated on the source node and relay node are
efficient. First, we assume the SINR s high, so we can neglect the first term in the log

function of both the right-hand and left-hand in (4:40). So we can rewrite (4.40) to

pS ZaS S Z pT’ 1ar T, )
E lo E lo 4.41
gl PsQs0p + 02 : gl Praoh + 02) ( )
Moreover, given a sum power p such that p; + p, = p, we assume that p,; = ﬁ]—i and

pri = & for all i. So, (4.41) can be rewrited as

1 s>\sz ol 1 pﬁrtar)\r,i 449
Z 082 psasah+02) Z ng(m) (4.42)

From (4.42), we can achieve

N 2 on
1 T+ o
LS l0gy(25) = logy( T o (4.43)
v 2 loea(5 R
i=1 h Dray
>\ .
Z (% )
Let ¢ = 2Nt o , (4.43) becomes
o+ %
c= (4.44)
O-h + Proaopy



Since we assume the power ratio I' = % and p = ps + pr, we replace ps by i+ and p,

by&

T in (4.44), then a quadratic equation of the power ratio I' cab be derived

02T 4+ (0,02 + 007D — ascorp — agco )T — ageo? =0 (4.45)

By the quadratic formula, the optimal power ration can be formulated as

b+ VP +dad
r— 0t ) 2 (4.46)
a

where a = a,02, b = (o, — asc)o? + (1 — ¢)asa,05p, and d = a,,co?. The add operator
of the quadratic formula is chosen due to a and d are both positive. Using the above
notations, we express the capacity (lower bound) of a basic MIMO cooperative network
with imperfect CSI as
al 14?10:SN %/\ '
R = min {izllogQ(l W Zlog2 W)} (4.47)
Than we define the achievable‘rate for user k relayed by relay m on subcarrier n is

N =t
Tm(k,n, P) = min {Z log,(1 + (AT PO 5

2, 2
i=1 T Ry, 2) 2 %0 +0n

N, I'(k,m,n,P)P

4 1 1 (AT (k,m,n, P)) Ny &k, mAs,i(k;m,n)
Z Og2< + I'(k,m,n,P)P )
= 1+ (k,m,n,P) Xk mU}L+U

amAs,i(k,m,n)

where a,, and oy, are the path losses of source to relay (SR), and relay to destination
(RD) links, respectively.

Thus, while given the power allocated on each subcarrier is the equal power solution
% we assuming in relaying/direct link selection scheme, now we can easily calculated
the rate of each cooperative path without the iteratively computing of the lagrange

multipliers. After the link selection step, the subcarrier assignment and power allocation

is the same as mentioned before.

4.6.2 Simulations

The simulation results shown in this subsection are under the same model as pre-
ceding section while we assume the number of antennas on source node, relay node, and

MS are all 4. For the purpose of comparison, we also compare the performance of our
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subcarrier assignment (SA) algorithm (P2-solver) with the greedy SA and weighted SA
algorithms using our P1 and P3(PA1 and PA2) solutions. First, we use the sub-optimal
power allocation(PA1) to calculate the power allocated on each subcarriers. We than
assume there are 8 DNs, 4 RNs in a 32-subcarrier OFDMA cell under various mini-
mum rate requirements in Fig. 4.13 and Fig. 4.14. Both of them also show that our
scenario is the best method considering not only the rate constraints and total system
capacity. In Fig. 4.15 and Fig. 4.16 we compare the sum rate and required rate failure
probability with various user number in a 32-subcarrier OFDMA network having 4 RNs
with the minimum user rate requirement 30 bits/2 OFDM symbols. It is clear that our
algorithm outperforms all the other schemes. Otherwise, we also show the simulation
results with the power allocation scenario changed to PA2. In Fig. 4.17 and Fig. 4.18,
we show the sum rate and the rate failure probability in the 8 DNs, 4 RNs, 32-subcarrier
OFDMA cell with various minimum rate requirements. In Fig. 4.19 and Fig. 4.20 we
then show how user number infect. the sum rate-and required rate failure probability in
a 32-subcarrier OFDMA network having 4 RNs with minimum user rate requirement 30
bits/2 OFDM symbols. The result, is the same as mentioned in the preceding section.
We than compare the two power allocations we proposed and equal power allocation
in Fig. 4.21 and Fig. 4.22, both with our proposed SA while considering various rate
constraints and user numbers respectively. It can be seem that PA2 is the best power al-
location scheme. In addition, in Fig. 4.23, we show the comparison between the optimal
power ratio, equal power ratio(power ration equals to 1) and the derived nearly optimal
power ratio by plotting their rate with various edge user SNR in a 1 DNs, 4 RNs and
1 subcarriers network. The derived nearly optimal power ratio and equal power ratio
are both coupled with equal power allocation and water-filling power allocation on each
subcarrier’s eigen-channels. We can notice that the derived power ratio is much closer to
the optimal power raio than the equal power ratio. And as the edge-user SNR becomes

larger, the rate of the derived power ratio and of the optimal power raio are also closer.
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Now we normalize all the lines in Fig. 4.23 with the rate of the optimal power raio, than
we show the rate ratio of the optimal power to each method in Fig. 4.24. It is much
clear that the rate loss of the nearly optimal power ratio due to some approximation in

our derivation is small, and with the larger edge-user SNR, it can be smaller.
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sum capacity(bits/2 OFDM symbols)

Figure 4.13: Sum rate v.s. user.rate constraint; 8 DNs, 4 RNs and 32 subcarriers .

Figure 4.14: Rate failure probability v.s. user rate constraint;8 DNs, 4 RNs and 32

subcarriers.
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Figure 4.15: Sum rate v.s. user number; 4 relay nodes and 32 subcarriers and the
minimum user rate requirement is 30 bits/2 OFDM symbols.
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Figure 4.17: Sum rate v.s. user.rate constraint; 8 DNs, 4 RNs and 32 subcarriers .

Figure 4.18: Rate failure probability v.s. user rate constraint;8 DNs, 4 RNs and 32

subcarriers.
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Figure 4.19: Sum rate v.s. user number; 4 relay nodes and 32 subcarriers and the
minimum user rate requirement is 30 bits/2 OFDM symbols.
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Figure 4.20: Rate failure probability v.s. user number; 4 relay nodes and 32 subcarriers
and the minimum user rate requirement is 30 bits/2 OFDM symbols.
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Figure 4.21: Sum rate v.s. user rate constraint; 8 DNs, 4 RNs and 32 subcarriers.
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Figure 4.22: Sum rate v.s. user number; 4 relay nodes and 32 subcarriers and the
minimum user rate requirement is 30 bits/2 OFDM symbols.
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Figure 4.23: Rate per subcarrier v.s: edge user SNR; 1 DNs, 4 RNs and 1 subcarriers.
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Given Pr, pnkm), for all k,n,m

K K M
Set Uy = {n| > Pnko = 1} and Uy = {n\ > 2 Pukm =1
k=1

k=1m=1

Set k(n) = Nt,i/fs(n) = Ny, kr(n) = Ny for all n

|

while (’27]:]:1 ZI{:(:I Z%:O P(k,n,m) ZzN:tl -PZ(]{?; m, TL) - PT’ > 6)

modify A and calculateP(k,n)
for (n € Uy)
calculate p,, by (4.32) and p;(k,n) by (4.31)
Up={i|pi(n k) >0}
while (|U,| # k(n))
modify to the correct x(n)
end
end
for (n € Uy)
while (|Rs(kym,n) =R, (kym,n)| > “¢)
modefy Ay, and calculate Ps(k;m,n)
calculate-ug , by (4.17) and p;;(k;m,n) by (4.15)
Usn = { t] ps.i(n, k) >0}
while (|Usn] # ks(n))
modify tothe correct sg(n)
end
Arn = 1 — Asp and calculateP,.(k, m, n)
calculate i, by (4.18) and p,.;(k,m,n) by (4.16)
Un=A{1]priln, k) >0}
while (|U,,| # kr(n))
modify to the correct k,.(n)
end
end
end
end

Table 4.1: Proposed optimal power allocation.
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Chapter 5

Conclusion

In this thesis, we present RA and relay selection algorithms with fairness (users’
minimum rate requirements) consideration for a relay-aided OFDMA downlink network
in the presence of CSI uncertainty for both SISO and MIMO scenarios. A tight CLB for a
link with imperfect CSI channel is used as the basic performance measure. We derive the
corresponding optimal source/relay power ratio for SISO networks and a near optimal
source/relay power ratio for MIMO networks when the source-relay and relay-destination
links are of the same rank. Based on these power ratios, we propose a practical low-
complexity suboptimal subcarrier assignment algorithm which maximizes the sum of
CLBs while satisfying the fairness requirement. = Given a subcarrier assignment, we
propose a near optimal power allocation for the SISO case. For the MIMO case, we
obtain the optimal and a near optimal power allocation schemes. We provide numerical
evidence to demonstrate that our algorithms suffer only minor sum rate performance
degradation against a greedy approach that does not take into account the fairness
constraints. It is also verified that our algorithms are capable of meeting all the fairness

requirements with high probabilities.
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