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Delay Constrained Scheduling over Fading Channels

Student : Shun-Hua Lin Advisor : Yu T. Su

Department of Communications Engineering

National Chiao Tung University

Abstract

For many wireless transmitters, since most devices are battery powered, increased
energy efficiency in data transmission provides significant benefits. Higher energy effi-
ciency may result in prolonging the lifetime of the battery. We seek to find an energy-
saving scheduler that sends a packet of R bits within a hard delay deadline K over fading
channels. The scheduling policies needs to determine the number of bits transmitted
in the current time slot with only the knowledge of current channel state information
and the channel statistics of the future channel while satisfying the quality of service
QOS constraints as the deadline expired in order to minimize the total energy consump-
tion. In this thesis, we will focus on the interaction between fading, hard deadlines, and
causal channel information by studying transmission of only a single packet, and thus
do not consider random arrivals since there are applications with deterministic packet
arrivals, i.e., VoIP or video streaming where packets arrive regularly and each must be
received within a short delay window. Although it is more reasonable to consider ran-
dom arrivals and outage probability that allows few packets missing, to emphasize the
relationship between fading, hard deadlines, and causal channel information, we only
consider a fundamental scheduling problem that one packet and no outage is allowed.

An optimal non-causal scheduling policy is derived by inverse water-filling (IWF)

method and an optimal causal scheduling policy is also derived for total time slots

1



K = 2. We also develop a dynamic programming formulation that leads to an optimal
transmission schedule, however, it is hard to express as a closed form when K > 2.
Thus, we propose two suboptimal scheduler which give simple structure for general
problems, and one utilizes central limit theorem (CLT) for approximation while the
other is inspired by the IWF method. The policies are composed of a linear combination
of channel-awareness term and delay-awareness term. The numerical results show that
the proposed policies are nearly optimal when R is large.

In addition, we extend our work to multiple user case. At the first phase, we only
have the channel pdfs of users. Since delay constraint specifies only that the rate is
achieved in K blocks, the order of which the users are scheduled within the K blocks is
not important in this phase, so the scheduling boils down to sorting out the number of
blocks being allocated to each user. After deciding the number of blocks allocated to each
user, the problem can be treated as independent single-user single-carrier problems with
competitions. With multiple users, the scheduling problem is composed of distributing
resources, channel assignment that the transmitter requires to decide which user occupies
the channel at any given time slot by order statistic method and bit allocation that how
many bits should be allocated in order to minimize the total energy consumption of all

users.
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Chapter 1

Introduction

It has been shown that future wireless communication systems are expected to pro-
vide even higher rate multimedia services with more varieties of QoS requirements while
the higher of the energy consumption in network is also required that the tradeoff be-
tween expended energy and throughput is of prime importance in increasing transmitter
efficiency. Thus, the conservation of energy hasrecently begun to receive attention where
energy conservation refers to efforts made to reduce energy consumption, and may result
in a financial cost saving to consumers if the energy savings offset any additional costs of
implementing an energy efficient technology.-For most devices in wireless communication
system are battery powered, for example, a battery- powered cellular phone might want
to have a call or download a file from the Internet using the minimum amount of energy
while satisfying its delay limitation imposed by quality of service (QOS) constraints, in
order to extend the battery lifetime.

Based on the assumption that channel state information (CSI) is available at the
transmitter for all time, the problem of finding the best transmission power and its
corresponding transmission rate at the transmitter for a time varying fading channel
was first addressed in [1] by using very long codewords to capture the ergodic properties
of the channel. However, having very long codewords causes excessive transmission
delay due to the large interleaver depth. With hard delay constraint, general energy-

rate relationships are studied in [2]-[6], but the scheduler has full information of channel



state for all time and packet arrival time.

In this thesis, we will focus on the interaction between fading, hard deadlines (which
means the data must be transmitted before its expiry.), and causal channel information
by studying transmission of only a single packet, and thus do not consider random
arrivals since there are applications with deterministic packet arrivals, i.e., VoIP or video
streaming where packets arrive regularly and each must be received within a short delay
window. [7]-[9] have considered this problem. [7] provides numerical methods for the
general case where data throughput is concave in expended energy and the closed form
of optimal policies for the special cases where throughput is a piecewise linear function
of expended energy in a low signal-to-noise ratio or high bandwidth environment. [8]
develops a finite horizon dynamic programming formulation, where the tradeoff between
the cost of power and the probability of meeting the quality of service (QoS) constraint
and the optimal policy is to save energy. by stopping data transmission and waiting for
upcoming channel condition improvements: -In [9]; a random arrival constraint is also
considered. This paper allocates power ‘based on the relative value of power weighted
against the demanded QOS. The benefit of using this dynamic approach is that it will
stop the transmission in poor conditions, as it is predicted that achieving the demanded
QOS is expensive in terms of power. On the other hand, with a strict constraint on
QOS will force the transmitter to transmit, and it will be an excessive cost in terms of
power.

Delay constraint can be described as the probability of the outage event, and related
works can be found in [10]-[14]. In [10], it exploits the causal CSI to optimize the power
allocation over the blocks for minimizing the outage probability using a dynamic pro-
gramming approach. Similar in [11] in two-user downlink channel for expected capacity
maximization with a short-term power constraint given the causal CSI. In [13] an algo-
rithm that adapts the power allocation over the blocks to minimize the average transmit

power while constraining an upper bound of the outage probability constraint was pro-



posed. [14] proposes a suboptimal solution which utilizes the Gaussian approximation
on the unknown channels by limit central theorem and simplifies the problem to convex
optimization.

We present energy-efficient scheduling policies that reduce the energy consumption of
networks while satisfying the hard delay constraint and QOS constraints. In chapter 2,
an optimal non-causal scheduling policy is derived by inverse water-filling (IWF) method
and an optimal causal scheduling policy is also derived for total time slots K = 2. We
also develop a dynamic programming formulation that leads to an optimal transmission
schedule, however, it is hard to express as a closed form when K > 2 as in [15]. Thus, we
propose two suboptimal scheduler which give simple structure for general problems, and
one utilizes central limit theorem (CLT) for approximation while the other is inspired
by the IWF method. The policies are composed of a linear combination of channel-
awareness term and delay-awareness term::The numerical results show that the proposed
policies are nearly optimal when R:is large. In chapter 3, we apply our algorithm to
the multi-carrier case. In chapter 4, we extend our work to multiple user case. At the
first phase, we only have the channel pdfs-of users. Since delay constraint specifies only
that the rate is achieved in K blocks, the order of which the users are scheduled within
the K blocks is not important in this phase, so the scheduling boils down to sorting out
the number of blocks being allocated to each user. After deciding the number of blocks
allocated to each user, the problem can be treated as independent single-user single-
carrier problems with competitions. With multiple users, the scheduling problem is
composed of distributing resources, channel assignment that the transmitter requires to
decide which user occupies the channel at any given time slot by order statistic method
and bit allocation that how many bits should be allocated in order to minimize the total

energy consumption of all users.



Chapter 2

Delay Constraint Scheduling for
Single User over Fading Channels

2.1 Background

Fostered by the remarkable growing of consumer demand for various multimedia
applications, increase the efficiency-of data transmission has been the significant issue
over the past few years. While the most devicesare battery powered, the efforts focus on
increasing the energy efficiency rather than the data throughput. For example, a battery-
powered cellular phone might want to have a call or download a file from the Internet
using the minimum amount of energy while satisfying its delay limitation imposed by
quality of service (QOS) constraints, in order to extend the battery lifetime.

For delay-sensitive communications, the data must be transmitted before its expiry.
Besides, the delay constraint can be considered in terms of whether a required rate is
reached within a finite number of time slots or can be described as the probability of the
outage event. Thus, for delay-sensitive applications, the target rate is usually given, and
the aim problem would be to minimize the transmission energy cost for a given deadline
constraint.

Since time-varying channel is the fundamental feature of the wireless communication

environment, the transmitter is preferred to transmit higher rate when the channel is in



good condition, and transmit less rate when the channel is in bad state. In our design
of scheduling strategies, we aim to transmit more data in good quality channel in order
to minimize the overall energy consumption while satisfying the user’s delay and other
quality of service constraints in a time-varying channel.

In this research, we will focus on the interaction between fading, hard deadlines, and
causal channel information by studying transmission of only a single packet, and thus
do not consider random arrivals since there are applications with deterministic packet
arrivals, i.e., VoIP or video streaming where packets arrive regularly and each must
be received within a short delay window. Although it is more reasonable to consider
random arrivals and outage probability that allows few packets missing, to emphasize
the relationship between fading, hard deadlines, and causal channel information, we only

consider one packet and no outage is allowed.

2.2 System Model

Consider a single-user and single-carrier problem that sends a packet of R bits within
K time slots (or blocks as well), which /K is referred to as delay deadline, through

a flat fading channel as illustrated in Fig. 2.1. We assume that the packet must be

Figure 2.1: single-user delay constraint scheduling.

transmitted by the deadline and no other packet is scheduled in K time slots. Although
in realistic traffic, other packets can arrive before the deadline of the previous packet
and it is possible to drop some packets, i.e. outage probability is allowed, we simplify

the problem and focus on the issue of meeting deadline.



We also assume a time-varying block-fading channel, which fades identically and
independently from one block to another, but the fade is considered static within a
time slot. The transmitter is assumed to have causal knowledge of the channel state
information (CSI), that is, the transmitter only knows the channel state in current time
slot and the statistics of the future channes, but the precise future channel states are
unknown.

We use g; to denote the channel gain in kth time slot, where k is in descending
order, i.e., k = K is the initial slot, k = K — 1 is the 2nd slot,..., and &k = 1 is
the final time slot that all remaining bits must be transmitted even if the channel
condition is quite poor, and k represents the number of remaining time slots. The
channel amplitude can be decomposed into the distance-dependent and the distance-
independent terms. For example, when we assume that the channel amplitude, /gx, is
rayleigh fading distributed, g, will be exponential distributed with probability density

function (pdf) as following:

Ik

1 ——y—y .

f(gk:) _ —Cod_h,e Cpd “f, Jk 2 0, (21)
0, gr < 0.

where mean E[gx] = Cod™ Vk in which d denotes the distance between the transmitter

and the receiver, v is the power loss exponent, and Cj is the distance-independent mean

channel power gain.

Based on Shannon-Hartley theorem, the channel capacity R = loga(1 + ¢g@Q), where

2B 1
T

g and () denote the channel power gain and energy, and after manipulations, ) =
Since the future CSI is unknown, the average future energy E[Q] = (27 — 1)E[§], and

the policy is meaningful only when E[%] is finite. This rules out Rayleigh fading where g
is exponentially distributed and thus E[i] is not finite. It means that the scheduler will
not accept the users whose channel conditions are not qualified. Therefore, the following

are the channel models which E[é] is proved finite:

e Truncated Rayleigh fading



The channel power gain g is truncated exponentially distributed. The truncated ex-
ponential distribution restrict the domain from the value which lie below a thresh-

old 7, thus, the channel state g is distributed as following;:

1 _ gki’ﬂ .
f(gk) - { godfwe Cod =7 | gk i Z» (2_2)
) k .

e Nakagami-m distribution
Given a shape parameter p and a second parameter controlling spread w, its prob-
ability density function (pdf) is:

Q,u”xm‘*l

. M2

i) = o exp(=Ea?) (2.3)
where I'(+) is the Gamma distribution.

Furthermore, we can prove that the channel power gain is chi- square distributed

with degrees of freedom k, which is the distribution of a sum of the squares of k

independent standard normal random variables.

Let the random variable Y be-defined by ¥ = 2%, the event {Y < y} occurs when

{X?* <y} or equivalently when {0 < X°< (/gy} for y nonnegative. Thus,

Fy(y) = { %X(\/?L zig (2.4)

and differentiating with respect to y, we will get the pdf of the channel power gain

fry) = —fX(\/gj)

pty* ! "y
T Towr
E_1 ¥
yre2
= E
F(§)22

where p = g and w = k.

2.3 Problem Formulation

We consider a single user sending a packet of R bits before the deadline expired.

The problem is to find the minimum required energy for a given target rate R in a

7



transmission of K-block flat-fading channels. Thus, we are going to determine the
energy, or equivalently the number of bits, to be served during each time slot & such
that the expected energy is minimized and the bits are served by the deadline K which

is illustrated in Fig. 2.2. The objective function can be expressed as:

Qc Q1 Q.
i A N
v 4 ’4,‘: g!]
— [K':QIK-I:::‘!K_Z.“ o
¥ N/ \

\ 4
.4 \ A7

Bk M Bk-1 M 8k2 i Bk3 || Bka lgz |V

1

K (K3 "

o \ Current time stamp me
Figure 2.2: single-user scheduling diagram.
min B, =min@Qs + ElQ,], Vk (2.5)
Tk
subject to
Qk Z 07 Q'I‘ Z 0
where

K deadline (time slots), k is in descending order and thus represents the number of
remaining time slots;

Q. the energy allocated in kth time slot, Qp = P T

@, the expected required energy for transmitting the remaining bits, as the time slots
are independent and identical distributed(i.i.d), the optimum can always be attained
with an equal-power policy, Q, = (kK — 1)TP,;

R the total target bits, Zszl ry = R;

Tk the rate achieved at the kth block:




then the energy allocated in kth time slot can be expressed as:

Q) = No(2™ —1) (2.7)
Ik

R), the remaining bits to be sent in the & block;

g channel power gain in time slot k;

When r; becomes smaller, the transmission energy in the kth time slot is reduced.
However, it will leave more bits which need to transmit in the future and the expected
energy for transmitting the remaining bits will increase. The optimal energy-efficient
scheduler is the set of scheduling functions {r{¥*(.,.)}& , that minimizes the total ex-

pected energy cost:

K
in E 2.8
T;m%l [ ;Qk(rmgk) ] (2.8)
subject to
K ~
Zrk:R and -0 <rp< R, Vk
k=1

Then, the optimal bit allocation can be formulated sequentially via dynamic program-

ming with the remaining bits Ry:

opt R . arg minogrkgfgk{Qk(Tky gk) + E[Zlg;ll QT(TS7 gs)|rk]}7 k:Ka72a

1

The optimal solution can be found by working backwards in recursive manner. We cal-
culate the optimal scheduling policy at k = 1 first, and determine the optimal action at
k = 2 based on the scheduling policy r used at £ = 1 and so forth. Since the channel
power gain g is known and future channel state g,_1,..., g1 are unknown, the current
energy cost () is not random but the future energy cost @), is random, so we take
the expected future energy cost for consideration. If the perfect information of channel
state ¢ is available to the transmitter for all time slots, then the optimal solution can be
obtained by inverse water-filling procedure, i.e., more power is allocated to the better

channel with higher signal-to-noise ratio (SNR), so as to minimize the total energy cost

9



of all blocks. The optimal scheduler with perfect CSI by inverse water-filling method is

shown below.

2.4 Optimal Scheduling with Perfect CSI by Inverse
Water-Filling Method

Here we derive an optimal scheduling policy that the channel state are known non-
casually, i.e., gk, 9K _1, ..., g1 are known at k£ = K by inverse water-filling. The conven-
tional water-filling maximizes the data rate subject to a power constraint, and this is
like a dual problem of minimizing the energy cost subject to a rate constraint; thus, it

is referred to as inverse water-filling (IWF):

K
2"k — 1
min 2.10
; . (2.10)
subject to

K
S =R (2.11)

k=1
. 2> 0 (2.12)

Since it is a convex problem, it can be easily solved by the standard Lagrangian method.

Define the Lagrangian as:

K K

Tk, Z2rk_1—)\ ZT’k— (213)

k=1

where )\ is a Lagrangian multiplier, and solve:
VA(rg, \) =0 (2.14)

We get
Ty = logQ(g—k) (2.15)

10



where gy, = %, and only when g > g, , i.e., 7z > 0 will the time slot be utilized.

Substitute (2.15) into (2.11), and we can get the optimal solution:

15 K-l
w R + 5 logy mf%, 9k > Gih

(2.16)
0, Ik < Gih-

Tk(Rk;gk> = {

where k' = Zle 1{g;>g;ny denotes the number of time slot which is utilized and channel
11 1 o

threshold nfWF = (Hlel gi{gk>gth})k/£1. The first additive term corresponds to allocate

the remaining bits equally to utilized time slots, and the second term corresponds to

decide whether to add/subtract the bits depending on channel state g. For K = 2, the

optimal non-causal scheduling policy is given by:

R 1 g
rsV (R, g2) = { 5T §1Og2(—2) ), (2.17)
g1

We notice that the optimal non-causal policy determines 72" by inverse water-filling
over channel g, and g;. When k=2, more bits. will be transmitted if g5 > g1, on the

other hand, less bits will be transmitted if go < g;.

2.5 Optimal Causal Scheduling for K=2

First, we consider the special case for K = 2 to illustrate the basic idea of the
proposed scheduling scheme. Because it is a delay-constraint based transmission, in
the final slot (k = 1), the scheduler is required to transmit all the remaining bits R,

regardless the channel state g;. At the first time slot £ = 2, g is known but g¢; is

of1 1
g1

unknown. Thus, the energy cost in the last time slot is given by Q,(Ry,¢1) =
for all g1, and the expected cost to serve Ry bits in the final slot is E,, (Q,(Ry, 91)] =
]E[g%](QRl — 1). The scheduler needs to determine the transmitted bits 75, based on

channel state g, and remaining bits R, while balancing the current energy cost and the

11



expected future cost. The objective function can be written as:

min s = min @ + E[Q,] (2.18)
— min (27— 1)+ B[S - 1)
Osre<R g2 g1
1 1
_ . ~ (or2 __ - R—ro
=  in m (2 1)+ + E[g1](2 1)

current energy cost  future energy cost

where taking into account the constraints on ro, the number of transmitted bits can not
be less than 0 or more than the total bits R.
Since the objective function is convex, we can get the global optimum solution by
setting the derivative to zero:
1 (Roge) = R+ 5 lom, 20 (219)

where n; = - = —1— is a constant that-depends only on the distribution of the channel
V1 E[1/g1]

b

. means that the value is truncated from below at a and

state g and the operation (.)
truncated from above at b.
Like the structure in (2.17), the first additive term in (2.19): $R corresponds to
allocate equal bits to time slot £ = 1 and k = 2, and the second additive term in (2.19):
%log2 % corresponds to a measure of the channel state in first time slot. If the channel
quality g- is bigger than the threshold 7;, then more bits are allocated than %R, and if
the channel quality g, is smaller than the threshold 7y, less bits are allocated to the time
slot. Compare the optimal non-causal solution (2.17) with the optimal causal solution
(2.19), We notice that the optimal non-causal policy determines 7" by inverse water-
filling over channel g, and g;, while the optimal causal policy determines 75" by inverse
water-filling over channel g, and Vil(:m) which seems the future channel state as Vil

Now we discuss further when the number of total time slots K > 2. From (2.9), the

optimization that the scheduler solves at time slot k is:

12



minge,, <p, ( 25t + B (Re = 1) ),

g 2.20
EI(R1791)7 ( )

Ey(Ry, g1) = {

where Eg’i’*l(}?k —ry) =E,; [Eg’itl(ék — 'k, )] denotes the expected cost to serve Ry — 1
bits in (k — 1) slots if the optimal allocation policy is used at each time slot. Assuming
E' (R, — ry,) is differentiable, using the same method as in K = 2 case, the optimal

solution can be obtained by solving (2.21):

In2 _
0, ATV NN
opt [ 15 2"k __ 1 (popt », In 2 2Bk In2
Tkpt(legk) = a‘rgrk{g_k = E(Eka)/(Rk — )}, @7 ) () < gk < &7y (0)’
Rka 9k > 2Rk In2

() (0)
(2.21)

When k = 2, the future expected energy cost EXY(R,) = E[gll] (21 —1) and its derivative
is in a simple form; thus, the optimal seheduling policy can be solved in closed form as in
(2.19). However, it is not that easy to find a closed form for K > 2. Since the derivative
(E,)(Ry, — 71.) is hard to be analytically inverted, the optimal scheduler can not be
written in closed form, so the optimal policy can be only expressed by (2.21); thus, it is

of interest to develop suboptimal schedulers.

2.6 Proposed Scheduling Policies

In this section, we will derive two scheduling equations to determine the number of
bits transmitted to each time slot such that the total transmit energy of the system is

minimized while the QoS and delay constraints are satisfied.
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2.6.1 Proposed Scheduling Policy by Central Limit Theorem

First, we would like to introduce the Central limit theorem (CLT) which is mainly
used in this algorithm. In probability theory, the Central limit theorem (CLT) asserts
that the mean of a sufficiently large number of independent random variables, each with
finite mean and variance, will be approximately normally distributed. The law of large
numbers states that the arithmetic mean of independent, identically distributed random
variables converges to the expected value.

Central limit theorem: Let X, Xs, ...X,, be a sequence of independent and identically

distributed random variables with expected value p and variance o2, which n is a random
sample of size. The central limit theorem asserts that for a sufficiently large n, the
distribution of S,, = %(X 1+ Xo + ... + X,,) will be approximately normal with mean

. 2
and variance "7:
Sp —np
o\v/n

Given the remaining blocks k, using CL'T we can derive the minimum energy sched-

— N0, 1) vas n — o (2.22)

uler of single user. First we have to find ‘the formulation of expected future energy cost
E[Q.], and we will start on the scheduler by the expression of the remaining bits Ry,

at time slot & — 1 which can be written as:

k-1

Rk—l = ZTm

m=1

k—1
GinGm
= ;10g2(1+ N, )

Q

k—1

ImQm
Z log,( N )
m=1 0

k—1 k—1 9,
= mZ:l 1085 gm + mZ:l log, (5)
Our goal is to minimize the summation of ,,s. First of all, we shall know how to

distribute @),, such that the bit sum is maximized with the condition that anjl Q. 18

a constant. By applying Lagrange multiplier, the equal power allocation is optimal. In

14



the equal power allocation strategy,

) k—1 k—1 0
R, = Z logs gm + Z logz(ﬁ)
m=1 m=1

k—1 Q
= mZ::llOgQ Im + (K —1) 10g2(m)

After some manipulations,

~ k—1
Qr Rk—l 1
| — ) = _ 1
= OgQ((k_ )NO) k—l k—]_ OgQ.gm
m=1

Q, R, ln2 1 &4
In(—<" ) = - 1 2.2
NG k—1 k—1mzlngm (2.23)

Since the channel gain {gx_1,...,g1} is a sequence of independent and identically dis-
tributed random variables, as sufficiently large k, the distribution of an;ll In g,,, can be

approximated by central limit theorem (CLT) as normal with

k-1
Hogry = E[Z Ing,] = (k=1[nCs—~2rm| (truncated exponential) (2.24)
m=1
k-1
k — )r?
as(k_l) = var[z Ing,] = % (truncated exponential) (2.25)
m=1

where yg) is the Euler-Mascheroni constant. According to (2.23), since the first term
of the right hand side is a constant, the right hand side of equation (2.23) is also normal
distributed.

Define X = (k_Qm and Y = R’“k‘_liﬂ — ﬁ Zi;:ll In g,,,, then equation (2.23) can be

written as In X =Y, where

Rp_11n2 1
1 2
UCLT’[Y] = m Ug(k—l) (227)

Since Y is normally distributed, X is log-normally distributed which can be expressed

as In N(E[Y],var[Y]), where
E[X] _ eE[YHvar[Y]/Q (2.28)
UCLT[X] _ (evar[Y] o 1)62E[Y]+var[Y} (2.29)
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By using equation (2.28), we can derive the formulation of expected future energy cost

as following:

E[QT] Rk711“27[1 Co— }+7r72
BIX] = —t=rd E—1 NCO=YEMIT T3(k—1) 2.30
M= amom T (2:50)

Rk—l In2

= E[Qr] = (k - 1)N0€T7UHCO*’YEM]+W27D

2 (R, —71)In2
= (k — 1)Nye™ mCotmmmt i+ 5

2 Ry 1n2 In 2
—InC = k -k
= (k—1)Nge MOOFEMIRGED T T o7 e (2.31)

Then, the number of bits allocated in time slot k over exponential distributed fading

channel can be attained by differentiating (2.7) and (2.31), and set the derivative to 0:

0(Q + E|Qr]) = %2” In2 — Nyln Qe_lnCOHEMJrlz(’;il)+Rxfj?2—rﬁlnf =0
dry, 9
1, =n* - k—1In& +vem 5
o o= (1 7 0 . 2.32
e = (g PSSl (2:32)

Compare our bit policy with the optimal scheduling policy (2.21) when K = 2.
As what we had mentioned before, the additive term %Rk in (2.32) denotes allocating
equal bits to time slot {k, ..., 1}, and the term k—;l In g—’; corresponds to the channel state
measure in kth time slot with a threshold value Cy which depends on the channel statistic
and is constant with respect to k. Furthermore, we have the addition correction term
which depends on channel statistic in our scheduling policy which prevents the scheduler
from allocating too few bits to each time slot. We observed that if the scheduler is too
passive on scheduling, there will be too many remaining bits left in the last time slot,
and this will cause a significant increase on energy cost.

When the deadline is far away (i.e., k is large), the first term in (2.32) is too small to
be negligible, and the bit allocation is almost dependent on the instantaneous channel
quality which means that only when the channel state is good will the scheduler allocate
the bits to the time slot. The scheduler can be more selective because many different

channels remain to be seen before the deadline is reached. On the other hand, when
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k approaches to 1 (the deadline is coming close), the weight on the channel-dependent
term decreases, and the scheduler concerns more on the delay-associated term.

For the purpose of comparing with other previous work, we are going to derive a
scheduling policy over the truncated exponential distributed fading channel. Now we
are ready to recast the bit allocation policy with n = 0.0000001. As sufficiently large k,
the distribution of an_:ll In g,, can be approximated by central limit theorem (CLT) as

normal with

Hooyy = B> Ingn] = (k—1)(-05772) (2.33)
or, = varl}_Ing,] = (k—1)(1.6449) (2.34)
Let X = (kff) v and YV = Rk w2 L Zm . In g, then equation (2.23) can be written
as In X =Y, where
R n2
E[Y]i= % +0.5772 (2.35)
1.6449
var[Y] = - 1) (2.36)

As the method we used before, the expected future energy cost over the truncated

exponential fading channel is rewritten as:

E[X] _ (kE[?ﬂ]v _ eRk 11n2+0 5772+21(,§4419> (237)
- 0
= E[Q,] = (k — 1)Npe FF +03T2e 8 S (2.38)

Then, the number of bits allocated in time slot k over truncated exponential distributed
fading channel can be attained by differentiating (2.7) and (2.38), and set the derivative

to O:

1.6449 —rpln2

a(@k+E[Qr]> _ N 27’k In2 — (N01n2>6 k 1 +05772+2(k De k-1
ory Ik

1.~ 0.82245.  k—1 Ing, + 0.5772

e = (glRet =l e
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For the expansion to the multiple user cases, it is needed to find the required time
slots before scheduling. Thus, we are attempt to find the optimal required time slot
k* which minimizes the future energy cost in (2.31) when k = K before the scheduling
which also fulfills the QOS constraints. For minimizing transmission energy with the
condition that the total bits R needed to be transmitted, we can first calculate the
number of required time slots k* by differentiating the expected energy cost E[Q,| with

respect to k:

E[Qr] — kNoeflnCOJr’YEMJr%JrR:‘Q
OE[Q,] —In Cotymu+ A B0 2 ™ Rln2
= n k 1 _— — = 0
Ok ‘ e )
2 RIn2
l——— = 2.4
- A (2.40)
The optimal required time slots can be derived as:

where if £* exceeds the number of total time slots /K, it would be bounded to K, and k*
should be rounded to the nearest integer. Actually, the floor or ceiling operations can
be used here, too. After integerizing k*, we will check the expected energy cost with
k* = [k*] and k* = |k*|, where [y] returns the smallest integer that is bigger than y;
similarly, |y| returns the greatest integer that is smaller than y. If the energy cost with
k = [k*] is smaller than the energy cost with k* = [k*|, then we will set k* = [k*] or
vice versa. We had compared the result k* with ks, the one obtained by exhausted
method that check the energy cost for every k, and it turns out that two solutions are
the same, k* = kpegt, shown in fig. 2.3.

However, the conclusion is inaccurate. Although it has good performance on schedul-
ing which will be shown in numerical results, by an intuitive judgement, the more time
slots we have, the more flexible constraint we get. Mathematically, the set of optimal k*
is one subset of K such that it shall not outperform than the scheduler with K-time-slot

constraint.
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Figure 2.3: The required time slots £* we derived is equal to the optimal solution kpes
found by exhausted search.

2.6.2 Proposed Scheduling Inspired by Inverse Water-Filling

In this section, a new proposed algorithm inspired by inverse water-filling is pre-
sented. The difficulty to find a general analytic solution to the optimization problem in
(2.8) is due to complications caused by the constraint 0 < r; < R (for each k) in the
dynamic optimization. Thus, if we relax the constraint while maintaining the other con-
straint, we can derive the optimal policy in closed form. The problem can be rewritten

as follows:

TR yeeesT1

K

min K[ ZQ@'(Tugi) } (2.42)
i=1

subject to

K
Z?"i =R
i=1
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By using Lagrange multiplier and differentiate the function with respect to r;,

. r;In2
Oy, Qi 27{2 i R) 1112; y—0 (2.43)

In(§%)

In2

In2

== (2.44)

Substituting the results back into the constraint,

Agz

R= Z Z lnln; (2.45)

m2+ Klnln2 — X Ing,
Sy - 12 n; 2z I (2.46)

InA\—Inln2+1Ing;
In2

A2 15 F Ing +1Ing,

In2
R Ing; — KzzllngZ
K In2
E_F%lngi—%zj[‘{:l,ﬁéilngj
K In2

ry =

Then, we can get the scheduling policy rx for'k = K by taking the expectation on

unknown channel gain {g1, ..., gx_1}:

R h—

Elrilonons = T+ g
R K -1 9K

_ oo AT e 9K

K+ K 2

where § = P9 By truncating the policy at 0 and Ry, the general optimal solution

for time slot k can be expressed as:

R, k-1
Tk:<_k+ 108329; >Rk

- ; (2.47)

Observing the equation (2.47), the structure is similar to the optimal solution in (2.17).
We can have an insight that our scheduler applies inverse water-filling at every time slot
k over the following k channels with channel gain gy and (k — 1) identical channel with

channel gain g which is illustrated in Fig 2.4.
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Figure 2.4: Channel gain interpretation for IWF-based algorithm scheme.

Therefore, the expected transmission power of future channels at time slot k is:

ElQ,] = (k= 1)(@Re/(k=1) _ 1) (2.48)

9

Now, differentiate E[Q,] with respect to k :

0E1Q,]  (2f/F—1) 2R/ERiIn2

ok 7 kg
PEQ,] _ WM 2
Ok? k3g
We can not tell the slope to be positive or negative by the first- order differential equation.
However, with the condition that limj_ . 8Ea[er] = 0, we can say the function F[Q,] is

decreasing as k increasing, which conforms to the fact that the more time slots we use,

the less energy to be consumed, see Fig 2.5.

Furthermore, considering the average number of bits transmitted in time slot k, we
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Figure 2.5: The expected energy versus the number of total time slots

can prove our scheduler is unbias that the decision is not aggressive nor conservative.

Rk k—1 gk
Egk [rk] = Egk[? + T IOgQ 5]
R, k-1 k-1
= -gf - 10g29-+--—zj—lﬂﬂogz(9kﬂ
R, k-1 E—1
=-f—77ﬂmm+7rmmm
_ R
Tk

2.7 Numerical Results

First, we will introduce some suboptimal scheduling policies that will be compared

with our algorithm in the following.

A. Suboptimal I in [15]
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This paper proposes two suboptimal schedulers that simply apply the inverse
water-filling at every time slot k. With the intuition of observations described
above, the suboptimal I applies this inverse water-filling at every time slot k over

the following k channels:

1 1
Gky — ey — (249)
1241 1241
—_———
k-1
where v = E[i] Then the bit allocation policy is given by:
. 1~ k-1 :
DRy, gi) = ( +Ri + ——— log, S5 )t (2.50)
k k (1)
M
(I _ 1

where 1, ' = = serves as the channel threshold, and is constant with respect to k.

v
By using a constant threshold, it shows that Suboptimal I is not selective enough
and transmits too many bits when the deadline is far away. To see this, consider

the average number of bits transmitted, in slot k:

1\< k—1 gk

Eq, [r (k> g0)] = B, L R + —— logs <75 | (2.51)
T
1= k—1 gk
T
Because nl(f ) — Vil = ﬁ, by Jensen’s inequality
Ik 1
E[ log, =75 | = Ellog, gk] + log, E[;] >0 (2.53)
M

Thus, Suboptimal I transmits more than % bits on average when scheduling begins,
which is in some sense overly aggressive. By contrast, the average number of bits
transmitted at time slot & in our algorithm (2.49) shows that our policy has a

better performance with no too aggressive or conservative on scheduling.

B. Suboptimal 2 in [15]
Suboptimal I has a constant threshold which is not selective enough, so it is of
interest to have a threshold which varied with k, and it is intuitive to use a larger

threshold when the deadline is far away (large k), as the scheduler can be more
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selective because many different channels remain to be seen before the deadline is

reached. From [15], the bit allocation policy of suboptimal II is given by:

1~ k—1 gk P
ri = ( 2Ry + logs =75 )0 (2.54)
k k 0t
where
1
! = (2.55)

G(Vk—1,Vk—2, -, V1)

and G(vg, ...,v1) = (Hf:1 v;)* represents the geometric mean operation, and v, =
(]E[(é)%])m, for m = 1,2,.... The future energy cost of suboptimal 2 in [15] was
defined as below:

E[Q)(Ry)] = k2 G (g, 1) — n (2.56)

Compare the two suboptimal policies of [15] with the non-causal optimal solution

Current
channel —>| log, (g, /) >
gain (gy)
I threshold 77 ! 0 (lower bound)
k

l allocated
bit number

Remaining time slot;
K, (including the Clipper
current time slot)

Upper bound

Remaining bits, RA —>

Figure 2.6: General framework of single-user schedulers.

(2.16) and the causal optimal solution derived by IWF (2.47), and we can see that
they all have the similar form only with the different channel threshold as in Fig.

2.6:

1~ k—l gk R
re= (Rt T loml() ) (2.57)
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where 7y is the channel threshold determined by the individual algorithms. This

framework shows how the delay constraint affects the scheduling strategy. At time

1
k

slot k, the scheduler transmits a fraction 1 of the remaining bits R, plus/minus
a quantity depends on the current channel condition. When the channel gain is
better than the channel threshold (g > nx), more bits will be transmitted, while
less bits will be served when the channel gain is worse than the channel threshold.
For large k, the first term is almost negligible, and the scheduler is nearly channel-
dependent that it can be aggressive when the channel is in a good condition. On

the other hand, for small k, we should take more concern on delay deadline, thus,

the decision will be more conservative.

C. Equal bit
The equal bit scheduler is one of the simplest causal scheduler. It serves equal bits

on each time slot regardless of the channel gain:
— = =Ry (2.58)

2.7.1 Numerical results

The simulated performance of the proposed scheduling algorithms are presented in
this section. First we evaluate the performance of the proposed scheduling algorithms
for the single-user single-carrier scheme over truncated Rayleigh distributed channel in
Fig 2.7, and the performance of the proposed scheduling algorithms for the single-user
single-carrier scheme over Nakagami distributed channel in Fig 2.8. In Fig. 2.7 and
Fig. 2.8 we compare the performance of the proposed algorithms with the suboptimal
scheduling policies and optimal non-causal solution. The expected energy for k = T
means the average future energy cost we estimated before scheduling, and we observes
that it has a significant decrease on total energy consumption via scheduling with the
information of the current channel gain.

The CLT-based algorithm and the IWF-based algorithm are superior to suboptimal 1
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Figure 2.7: Total energy consumption for-K=100 over truncated Rayleigh distributed
channel.

by a 4 dB margin due to the non-aggressive nature and a slightly superior to suboptimal
2. The difference between our algorithm and suboptimal 2 is not obvious, but our
algorithm is possible to be extended to the multiple user cases. Both our algorithms
perform nearly as well as the optimal solution when B is large. There are significant
differences between equal-bit and other schedulers, which is to be expected given the

time diversity available over the time slots.
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Figure 2.8: Total energy consumption for K=100 over Nakagami distributed channel.
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Chapter 3

Proposed Single-User Multi-Carrier
Scheduler

3.1 Scenario

In multi-carrier scenario, we assume that there are M carriers in one time slot. Similar
as single-carrier scenario, the scheduler has full CSI of the current M subcarriers and
the pdf of future channels only. The packet must be transmitted by the deadline and no
other packet is scheduled in K time slots. In this scenario, we try to find out the way

which is energy-efficient for allocating bits in each subcarruer.

3.2 Proposed Algorithm

If we applied the result of single-carrier case into multi-carrier scenario by assuming that
the channel gain of each subcarrier of the future time slot can be viewed as identical and
the value is g which is illustrated in Fig 3.1. We will obtain exactly the same answer.
Inverse water-filling is applied in the case that we have the channel gain of current M

subcarriers and (k — 1) M identical subcarriers with channel gain g:

gl,kza-"?g]V[,kaga“'ag (31)
S—
M(k—-1)
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Figure 3.1: Channel gain interpretation for single-user multi-carrier scheme.

Elngl In order to obtain the close form solution to minimize total expected

where g = e
energy, we relax the upper bound and the lower bound of r,,; such that the problem
can be written as follows:

M K Pk _
min 222 - (3.2)

T1,KT2, Ky M, K-+71,1,72,15--,TM,1
el ko1 Imok

subject to

S rmx=R (3.3)

m=1 k=1
By using Lagrange multiplier and differentiate the function with respect to 7, x,

(S A - R)) =0 (3.4)

Grmk me1 k=1 Imk m=1 k=1
)\gm,k
= T = logy(27) (3.5)
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Substituting the results back into the constraint,

] m,k _
Z OgQ( ln2 ) R
m=1 k=1
M K g
m,k
HH m2 2"
m=1k=1 A
In2 Hrj\rle Hf:l Imk L
D

Then, we can get the scheduling policy for subcarrier m at time slot k& by taking the

expectation on unknown channel gain {g1 k1, .., gprk—1, s G115 -, Gar1 }:

9m,k
mie = E[1 .
r ,k‘ [ Og2 ( H%:1 H_i(:l Gmok )ﬁ ]
2Ry
_ 10 gm,k
= 108 _=DMIIM_ g 1
(Pt sy
2Rk
1 ~ 9m.k
= —Ri+lo :
M P R TT g, i
1 = Gmk
= — Ry ¥log, —=
MFE 2 Jth

where gy, = (M H%Zl gm,k)ﬁ.

However, there exists one major difference between the result of multi-carrier scenario
and the result of single-carrier scenario. When the 7, is truncated, it implies the mth
channel of time slot k is unused. This channel shall be removed and we shall perform
the inverse water-filling algorithm again without having this channel. Thus the whole
procedure is concluded as in Fig 4.1. Note that we can just amendment the g;, and total

resource number to acquire 7, k.
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Figure 3.2: Flowchart of the whole procedure for single user case.
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Chapter 4

Delay Constraint Scheduling for
Multiple-user Single-carrier over
Fading Channels

4.1 System Model

In this chapter, we extend our algorithm to multiple-user cases. Consider a multiple-
user single-carrier problem that each user has its.own target data rate R,, and the packet
has to be transmitted within deadline K which we assume to be the same for every
user for simplification through flat fading channels that we had mentioned before. The
scheduler has perfect current channel information of each user and the channel statistic
of future channel gain, see Fig 4.1. The scheduling problem is composed of channel
assignment that the transmitter requires to decide which user occupies the channel at
any given time slot and bit allocation that how many bits should be allocated which we

discuss in chapter 2 in order to minimize the total energy consumption of all users.

4.2 Problem Formulation

The problem can be formulated as:

U
min W,Q, = min W 4.1
mis Z Q 3 (4.1)



Time domain

Figure 4.1: Channel gain interpretation for multi-user single-carrier scheme.

subject to

where

U  the total number of users;

(. the total energy allocated to user u;

k.,  the number of blocks allocated to user u;
R, the target data rate of user u;

W, the weighting of user u;

Here, we assume we don’t have any preference in minimizing energy of the particular
users and the weights of users are identical. The user should compete for the resources,
because only one user is permitted to gain access to the channel for each resource block.

To prevent the case there are users don’t own any single resource to transmit, we also
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enforce and guarantee that each user will obtain at least one resource, but the summation
of required time slots of each user can not exceed the delay deadline K. However, the
number of active users may be larger than the total available resources. The admission
control mechanism is needed to prevent the whole system being overwhelmed. To fucus
on the main issue, the design of the admission control is out of scope and we assume the
number of active users are far less than the number of total resources.

The whole procedure can be decomposed into two phases. At the first phase, the K
resources will be distributed among all users. After distributing the K resources to each
user, the scheduler decides which user occupies the channel at any given time (or block)
based on the current channel condition and then performs the bit allocation. At the
first phase, we only have the channel pdfs of users. Since delay constraint specifies only
that the rate is achieved in K blocks, the order of which the users are scheduled within
the K blocks is not important in this phase;so the scheduling boils down to sorting
out the number of blocks being allocated to each user. After deciding the number of
blocks allocated to each user, the problem can be treated as independent single-user

single-carrier problems with competitions:

4.3 Distribute Resources (Phase I)

Recall that the expected transmission energy is a concave function of its occupied

resource. }
PEQ,]  (2M/F)R2(In2)? .
ok k3G

Therefore, when determining the number of blocks allocated to each user based on the
channel statistics, we will encounter the NP-hard problem that we want to minimizing
the concave objective function with the affine constraint. To solving this troublesome,

we propose two algorithm. One is bisection algorithm and the other is greedy algorithm.
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4.3.1 Bisection Algorithm

Before introducing Karush-Kuhn-Tucker (KKT) condition, the constraint (4.3) is
relaxed from integers to positive values. Then differentiate the Lagrange function with

respect to k,, and we can get the number of required time slots for each user:

0 k(20 —1) L
D —— A k= K)} =0 (4.4)
Ok =1 Gu u=1
Ryln2 1 Ru 1Il2

It can be clearly seen that k, is a function of A\. If we have A, the equation (4.5)
called Lambert W function can be helpful to find the one to one connect between A
and k,. However, we don’t have any information about what A should be. Lambert W

xT

function is the inverse function of the function f(x) = ze®. Therefore, we can obtain

the formulation of k,:

= [T (exp A=V =GaN) )= -1

R,In2
[T e (=1 = guA)) +1

Before introducing bisection algorithm, we can conclude one important property that

ky, =

(4.6)

when the channel statistics of the users are identical, the optimal k, can be expressed

as:

(4.7)

It implies that the required subcarriers are proportional to the required data rates.
The bisection method in mathematics, is a root-finding method which repeatedly
bisects an interval then selects a subinterval in which a root must lie for further process-
ing. It is a very simple and robust method, and it converges. First of all, we assume
that the problem is feasible, and start with an interval [Ain; Amaz] known to contain

the optimal value A\*. Note that when A = A\paz, >, Ku(A) < K.On the other hand,
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when A = Apin, >, Ku(A) > K. We then solve the feasibility problem at its midpoint
Amiddie = (Amaz + Amin)/2, to determine whether the optimal value is in the lower or
upper half of the interval, and update the interval accordingly. This produces a new
interval, which also contains the optimal value, but has half the width of the initial

interval. This is repeated until the width of the interval is small enough.

Step 1: (initialization) Given > K, (Apaz) < K,
> Ku(Amin) > K, and tolerance € > 0
repeat

Step 2: )\middle = (Amax + )\mzn)/Q
Step 3: Compute >, Ky(Amiddie)
Step 4: If Zu Ku<>\middle) < K,
/\mtw = /\middle- else, )\min = /\middle

until ’ Zu Ku()\middle) 7 K| < E.

Table 4.1: Bisection method.

After bisection algorithm, the K,s may not be integers. Therefore we take floor
operation and make K,s be integers. However, the summation of K, may be less than
K. In that case, we will reassign the resources to help the most desired users by greedy

algorithm. The more detail can be found in the following subsection.

4.3.2 Greedy Algorithm

Since our objective is to find the minimum total energy consumption, we are inclined
to assign channel to the user who reduces the energy most by the computation of the

energy reduction metrics:

AQU - Qu,ku - Qu,ku—i-h Yu (48)

The one who has the maximum energy reduction while being assigned an additional re-

source will get one more resource, and keep repeating this procedure till all the resources
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have be distributed.

Step 1: (initialization) S0, k, < K
repeat

Step 2: Compute the power reduction metrics
AQU = Qu,kzu - Qu,ku-i—la YVu

Step 3: Find u* = argmax, AQ, and update
kys := ky +1

until YUk, = K.

Table 4.2: Greedy Algorithm.

4.4 Channel Assignment and Bit Allocation

After calculating the required timeslot of each user, we can start scheduling for each

user with the total time slot K = k,. We propose three approaches to schedule.
I. The order is predefined and it is independent on the current channel gain.

II. The user who have the largest channel gain can occupy this resource if k, > 0 and

k, is updated as k, — 1
III. The channel assignment is dependent on k,, K, and current channel gain.

In approach I, since the number of time slots which user can use for transmitting de-
creases, according to the scheduling policy (2.32), the scheduler may be too aggressive
to send too many bits in each time slot, and this will cause the scheduler finish trans-
mitting too soon and waste some resources. It will cause the overall transmission energy
increases dramatically. Moreover, the approach ignores the user-diversity and does not

efficiently use the information of the current channel gain. Thus, apply the scheduling
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policy in (2.32) directly is not a good idea that it will lose the chance to enhance the
overall performance by allocating the channel to the appropriate user who has good
channel gain in the current time slot.

In the second approach, the scheduler assigns the time slot to the user based on its
channel gain only. We know that the channel gain will be distance-dependent. The user
who is close to the receiver will have better channel statistics than other users do. It
implies the channel gain of the particular user will be the largest with higher likelihood.
We shall point out the issue that its channel gain is larger than others but we will force
the user to take the resource without considering this channel which is extremely bad
from its perspective. The user-diversity is almost wasted because the channel assignment
is highly correlated to the user distances.

To deal with the above issues, approach III does take channel gains, channel statis-
tics, user quotas and total remaining time slots.into consideration. Instead of comparing
the channel gain directly, we use the:order statistic to help us find out which user is most
suitable for the time slot. Before going to details, order statistic is briefly introduced.

Order Statistic: Without loss of generosity, there are n identical independent random

variables, X, X5,...,X,,, and the order statistics Y7, Y5,...,Y,, are also random vari-
ables, defined by sorting the values of Xi, X5,..., X,, in decreasing order as in fig 4.2.
The first order statistic (or largest order statistic) is always the maximum of the sample,
that is,

Y1 =max{ Xy,..., X, } (4.9)

Similarly, the nth order statistic (or smallest order statistic) is the minimum, that is,
Y, =min{ Xy,..., X, } (4.10)

Moreover, the cdf of Y, can be expressed as
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Figure 4.2: Probability distributions for 5 order statistic of exponential distribution.

Fy () = Pr{at least (n — k) of X, are less than or equal to z} (4.11)
= Pr{Y; >z}
= 1—Pr{Y, <z}

= 1- ) CrF(x)l—F(a)™

i=n—Fk

When the scheduler receives the current channel gains, g,(K) feedback from users,
it will calculate Fy, (g.(K)) for all users with n = K. The reason we choose the k, as
the order is that the user has been assigned with £, time slots which it can use. It is
more reasonable when the user decide whether takes the time slot by consuming its own
quotas. Note that when computing Fy, (g.(K)), Fu(r) is user-specific.

With the metrics of Fy, (g.(K)), the scheduler can decide which user can use this
channel by choosing the user with largest Fy, (g.(K)). We observe that the larger the
order, the larger the probability of the value of Fy, (g.(K)) as in Fig 4.3 which means

that when having small number of time slots, the channel gain needs to be higher for
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competition. Once the channel assignment is done, It becomes the single-user single

T=100, and order=10 50 75

original CDF
CDF (order=10)| A

0.3
CDF (order=50)
0.2f CDF (order=75)|
0.1 i
O Il Il
0 1 2 3 4 5

channel gain

Figure 4.3: CDF versus channel gain for different orders.

carrier scenario and rg,, is

TKU =

+ log,

R, k,—1 gu(K)
— 4.12

The whole procedure including step 1 and step 2 which is concluded as following:

Step 1: Distribute the K time slots to all users by bisection or greedy algorithm
and obtain k,s.
Step 2: while (K >=1)
1. Compute Fy, (g.(K)) based on the current channel gain, K, k,s and
user-specific channel statistics.
2. Find the most suitable user:
ux = argmax, Fy, (gu(K)).
3. Do bit allocation:
Ty« = % + k%ufl log,
4. Update parameters:
by =ky» —1, K = K — 1 and Ry = Ry — Tk,
end
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Table 4.3: Proposed scheduling Algorithm.

There is one variant that will do step 1 again (redistribute resource) after bit alloca-

tion.
Step 1: Distribute the K time slots to all users by bisection or greedy algorithm
and obtain k,s.
Step 2: while (K >=1)

1.

Compute Fy, (g.(K)) based on the current channel gain, K, k,s and

user-specific channel statistics.

2.

3.

4.

5.

Find the most suitable user:
wx = arg max, Fy, (g.(K)).
Do bit allocation:

TK, = % + kq;gufl log,
Update parameters:
by =ky —1, K = K —1and Ry = Ry — 7k,

Distribute again the K time slots to all users by bisection or greedy algorithm

Gu* (K)
Gu*

and obtain k,s.
end

Table 4.4: Proposed.scheduling Algorithm 2.

4.5 Numerical Results

The performance of the proposed algorithms over truncated Rayleigh distributed

channel for multi-user scheme is in fig 4.4 with parameter A = 1 and threshold n =

0.0000001, and Nakagami distributed channel for multi-user scheme is in fig 4.5 with

degree of freedom = 4. Throughout the simulations, we assume the deadline K = 100,

the number of user U = 4, and the bit allocation algorithm we use here is IWF-based

policy in chapter 2.6.2.

In fig 4.4 and 4.5, The proportional fairness algorithm has the worst performance

since it takes the balance between fairness and energy consumption in consideration.
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If the users have the same target data rate to transmit, it is similar as round robin
algorithm that it exchanges energy cost for fairness. We can observe that our algorithm
is superior to equal bit algorithm by a 6 dB margin. We also see that no matter what
algorithm we user in distribute resource phase, either greedy or KKT condition method
will result in same performance and it also has the same results whether we recalculate

the number of required time slot in the beginning of every time slot or not. In addition,
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Figure 4.4: Total energy consumption for K=100 over truncated Rayleigh distributed
channel for multi-user scheme.

for channel assignment phase our algorithm which assigns channel according to CDF
value by order statistic method performs better than the one just considers the channel

gain by a 5 dB margin.
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Figure 4.5: Total energy consumption for K=100 over Nakagami distributed channel for
multi-user scheme.
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Chapter 5

Conclusion

Energy-efficient scheduling over fading channels in wireless communication system is
critical in minimizing total energy consumption while satisfying the hard delay deadline
and QOS constraints in order to extend the battery lifetime. We assume that the
information of the current channel state'is perfect known and the future channel gain
is unknown that we have the channel statistic only while scheduling. In this thesis, we
have presented two scheduling policiesthat minimize the total consumed power while
meeting the delay requirements for single user case and both of them have the similar
structure with the optimal non-causal solution. Both the proposed schedulers are in
simple form and they give insight that the scheduler is channel-dependent when the
deadline is faraway (i.e. K is large) while delay-dependent when K is small. We also
proved that the proposed IWF based scheduler is unbias which means the decision is
not too aggressive or conservative. Observed from the proposed algorithms, the channel
gain of the future time slot can be viewed as identical and the value is g. The simulation
results shows that the performance is nearly as well as the optimal non-causal solution
when the required transmitted bits is large.

We also consider the scheduling problem for multiple carrier case with the knowledge
of channel state information of M subcarriers in the current time slot. The derived

scheduler is in closed form but has a difference from the single-user single-carrier scheme
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that after calculation if the number of the transmitted bit terms out to be negative, we
have to discard that channel and reschedule again.

Furthermore, we extend our algorithms to multi-user single-carrier case where the
scheduling procedure is composed of two phases: distribute the resources, channel as-
signment and bit allocation. First we compute the number of required time slots of each
user by bisection method, since delay constraint specifies only that the rate is achieved
in K blocks with some probability, the order of which the users are scheduled within
the K blocks is unimportant, so the scheduling boils down to sorting out the number
of blocks being allocated to each user. Thus, the multiple user problem is divided into
several independent single user subproblems. Second, we proposed a channel assignment
algorithm by order statistic. Taking channel gain, channel statistic, users’ quotas and
total remaining time slots into consideration, we can find out which user is most suitable
for that time slot, and then perform bit allocation.

Finally, our proposed algorithm: can be:generalized into correlated channel cases
easily. In these cases, we apply the conditional probability density function instead of
independent channel assumption and we expect this to be more practical and important

over wireless networks.
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