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ABSTRACT

The issue of power saving is becoming more and more popular in recent years. In IEEE
802.16e system, there are many mechanism designed for the purpose of power saving. For
regular traffic, IEEE 802.16e“provides many functions of connection sleeping procedure.
However, the unavoidable connection setup procedure, the bandwidth request mechanism,
seems come with no specific power saving mechanism. Most existing studies focus on the
issue of how to reduce the collision rate-of bandwidth request mechanism. While maintaining
backward compatibility, we try to make use of predefined functions in standard to produce a
quasi-acknowledgement which avoids the waste of unnecessary power consumption resulting
from insufficient bandwidth and hasten the collision detection procedure. At the same time,
we also extend an existing analytical model to estimate the performance of the proposed
algorithm. According to our simulation result, our proposed scheme reduces the waste of
unnecessary power consumption by about 60% at the cost of less than 1.5 times control

signaling per bandwidth request.
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Chapter 1
Introduction

1.1 The issue of power saving

The issue of power saving is becoming more and more popular in recent years. Because
of the evolution of network technologies and the rapid growth of wireless business, mobile
devices are setting up its importance. However, power efficiency is a problem that cannot be
ignored, since most mobile devices take batteries as the source of energy, and as we all know,
batteries can provide only limited energy. Making good use of every iota of energy becomes
an important issue, and there are many related studies focus on it. As we survey these studies,

we find a potential problem.

1.2 System model of IEEE 802.16¢

The knowledge of this section is‘from [1].
1.2.1 The power saving class

In IEEE 802.16e standard version 2009, there are three type of power saving class (PSC)
which are type I, Il and I11. The power saving class is assigned to a connection, not a SS. That
is a SS may have many connections and each connection may have its own power saving
class. The SS could turn off its transceiver only when all connections belong to the SS are in
sleep mode, and when one of these connections enters the active mode the SS shall turn on its
transceiver immediately.

The type |1 PSC is designed for non-real-time and best effort traffic. While in type | PSC,
the connection alternates between sleeping window and listening window, and the sleeping

window is doubled time by time until receives traffic or reaches the maximum value which is



a system parameter. While receive any traffic indicator at listen interval, the connection will
reset the sleeping window to initial value and enter the active mode to transmit traffic.

Like the type | PSC, the type Il PSC also alternates between sleeping window and active
window. The difference is that the sleeping window is always the same and the connection
sends traffic while active window. This type of PSC is designed for the real-time traffic which
has a fixed inter arrival time.

The type 111 PSC which is different from type | and type Il has only a sleep phase. When
the sleeping phase finished, the connection enters a normal operation mode, active mode. The
type Il PSC is used for the purpose of connection management operation, and with this
characteristic, it plays an important role in the proposed algorithm.

1.2.2 The bandwidth request mechanism

The knowledge of this section is from [2].

In IEEE 802.16e system, when a SS needs to-ask for uplink bandwidth, it sends a
message to the BS containing the .immediate requirements of the requesting connection.
Requests refer to the mechanism that SS use to_indicate to the BS that they need uplink
bandwidth allocation. To deserve to be mentioned, the request is made in a connection basis
and the grant of request is made in a SS basis. That is the SS should decides whether a
connection to transmit or not. Besides, SS may not send request at its pleasure. The system is
traditionally consist of a BS and many SSs under a structure of peer to multi peers and
centralized. BS will polls SS unicast, multicast or broadcast in some system, or SS may send
contention token in a predefined period in the other system. Furthermore, every bandwidth
request contains a timer, named T16, which setup while the bandwidth request transmitted and
counts down every frame. When the timer counts down to zero, the bandwidth request is
expired and shall be discarded from system. The setup value of T16 is a system parameter
which is controlled by BS, and may vary from frames to frames. The frame structure shows as

Figure 1. The downlink channel descriptor (DCD), uplink channel descriptor (UCD),



downlink map (DL-MAP) and uplink map (UL-MAP) are the preamble, and stand for the
channel condition parameter, system parameter and the detail of bandwidth allocation of both
downlink and uplink. The bound between downlink sub-frame and uplink sub-frame are
determined dynamically by the BS and are broadcast to the SSs through UL-MAP and
DL-MAP messages at the beginning of each frame. The uplink sub-frame contains
transmission opportunities scheduled for the purpose of sending bandwidth request (BW-REQ

in figure 1) messages in which bandwidth request messages can be transmitted.
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Fig. 1. Frame structure of IEEE 802.:16e TDMA/TDD network in PMP mode.
From [2].
The BS controls both the number of transmission opportunities for bandwidth request and
data packet transmission through the UL-MAP message. With the knowledge above, we
introduce the signaling procedure of a bandwidth request as below:
Scenario | (active by BS):
1. BS polls (unicast, multicast or broadcast) SSs.
2. The connection which is in the polled SS and has traffic to send randomly chooses a
predefined bandwidth request contention slot and transmits its bandwidth request.
3. While receiving the bandwidth request, the BS will add the bandwidth request into its

scheduling queue which is maintained by some policy such as FIFO. Furthermore, BS



will assigns bandwidth to higher priority connections in the queue until out of
bandwidth or the queue is empty at the beginning of every frame.

4. The SS which contains the requesting connection keeps its transceiver active to wait
the bandwidth grant of the request until the bandwidth request expired.

5. If the SS does not receive the bandwidth grant for the requesting connection when the
bandwidth request expired, the connection which does not reach the maximum times
of retransmission will enter the truncated binary exponential

backoff procedure to retransmit the request, and the connection which reach
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Fig. 2. The signaling procedure of bandwidth request (active by BS)
the maximum times of retransmission will be discarded and sends an error signal to
upper layer.
Scenario Il (active by SS):
1. The connection which has traffic to transmit sends a contention token which is much
smaller than bandwidth request in a randomly chosen contention slot which is also

much smaller than the bandwidth request contention slot.

2. If the BS receives the contention token, it will unicast polls the SS which contains the



requesting connection, and the follow is same to scenario | unicast case. If the token
lost which may due to collision or bad channel condition, the requesting will enter

backoff procedure to retransmit the token.
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Fig. 3. The signaling procedure of bandwidth request (active by SS)
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load into account. With the help of [3], we



consider the load balance problem in the proposed algorithm. [4] is also a study discuss about
power saving mechanism defined in standard. Although the algorithm in [4] has little help to
the proposed algorithm, the detailed description about signaling process of the power saving
sleep signal (figure 4.) really gives us an aid. As we mention before, there are many studies
discus about how to reduce the collision rate of bandwidth request mechanism. For instance,
[5] inspires us to the idea of using acknowledgment. In [5], the authors make use of a special
bit, called “traffic indicator”, to indicate subscriber station (SS) the condition of current traffic
load. And by doing so, SS can skip the congestion period and transmits bandwidth request
when traffic load decreases, resulting that the lower collision rate and also higher power
efficiency. [6] is the fundamental reference of our study. The author introduces the power
saving mechanism of IEEE 802.16e and the flexibility which we can control. Base on the
reference, we find the possible signaling for quasi-acknowledgment, the type Il sleep signal
which is three-byte-long. [7]/is astudy which discus-about resource reservation. In [7], the
author tries to make a prediction of future traffic load and reserve the amount of predicted
traffic load (Figure 5). With the algorithm in [7]; the base station (BS) may optimize the
throughput and reduce the delay of packet. By the inspiration of [7], we add an optional
resource reservation function into the proposed algorithm. The function provides a tuneable
parameter “expectation”, and the more correct expectation we make, the better trade off of
overhead signaling we have.
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Fig. 5. Architecture of the proactive resource reservation system. From [7].



The idea of ours is every similar to [8], but not the same. In [8], the authors try to extend
the fixed sleep length which is defined by standard to meet the optimal sleep length. By a
making up state “extend sleep state”, the authors of [8] make use of statistic and find the
optimal probability entering and leaving (Figure 6.) the “extend sleep state.” To say the
difference, the proposed algorithm is scheduling based and extends the sleep period by exact
number of frames which is calculated by program, and the proposed algorithm maintains
backward compatibility. [9] provides us a mathematical system model of 802.11 bandwidth
request mechanism. Although the model may not perfectly fit our system model (IEEE
802.16e), it gave us a hint of general idea of system framework. With the help of [9], we

derive analytical model part of the proposed algorithm.

tl = .”“}rxl - P.".'] .”{J '”l My " -2 '”Il'-l I|IJ‘I

Fig. 6. The state transition diagram between S (sleep state) and Sg (extend sleep state).

From [8].

1.4 Problem Definition

As we know, there are many kinds of source of energy waste in wireless system. In [10],
the authors mention us the main source should be collision, overhearing, control packet
overhead, idle listen in 802.11 system. However, in IEEE 802.16e system, the problem of
overhearing has been solved because of uplink map and downlink map and the problem of

control packet overhead has also been eliminated as possible. From the previous section, we



find that while bandwidth request fail, the system will consume additional power which is
unnecessary. And the sources of bandwidth request failure are collision and bandwidth
insufficient which stand for the two main sources of wireless system, the collision and idle
listen. It is straightforward that bandwidth request collision stands for the collision type of
power waste, but we may ask that why the lack of bandwidth stands for idle listen? In the
bandwidth request mechanism in IEEE 802.16e system, while there is lack of bandwidth and
BS still has bandwidth request in the scheduling queue, the BS will do nothing to the
bandwidth request in queue and only discard it while expired. Meanwhile, the SS still actives
its transceiver and is waiting a bandwidth grant which comes bulks of frames latter or even
never come. In these cases, the SS actually does the idle listen and wastes power.

Besides, the two sources of power waste occur with different network condition. By the
observation from simulation, we find that the idle listen will not occur while light load
condition. Simply, we can image-that while there is still bandwidth available, the bandwidth
request shall not stay in scheduling.queue, and the SS shall not do idle listen. Actually, the
main reason of power waste in most.condition, even in heavy load condition, is collision, and
that is why there are so many studies discus about reducing collision rate. Then, we may ask
when the condition of idle listen occurs? The answer which we obtain from simulation is
when the traffic load nearly fulfills the total bandwidth or exceeds the channel capacity the
idle listen may come into existence. Why we say that “may” come into existence? Because
from [9], the author tells us that while the traffic increasing, the collision rate of bandwidth
request is also increasing too. That is the increasing of bandwidth request may not bring the
condition of insufficient bandwidth because of lack of successful bandwidth request. However,
under the condition that the traffic load carried by a single bandwidth request large enough,
the situation of insufficient bandwidth still have chance to take place. Therefor we shall take
idle listen into account in the proposed algorithm.

To sum up in a word, the problem we deal with is to skip the consumption of unnecessary



power which is caused by collision in light traffic load condition and by collision and

insufficient bandwidth in heavy traffic load condition.

1.5 General idea of the proposed algorithm

With the assistance of many pioneers, we develop our algorithm while maintaining
backward compatibility. To sum up in a word, the proposed algorithm is try to schedule
successful bandwidth request for available resource, in most time intending for bandwidth,
and turn off the transceiver of SS while congestion. To satisfy the purpose, we make use of
TYPE |11 sleep signal for scheduling, and null response represents the condition of collision.
With a structure like this, the first problem is how we schedule incoming bandwidth request to
the proper frame, because of the inappropriate schedule may lead to bandwidth waste (there is
available bandwidth and also-bandwidth request, but the requesting connection is in sleep
mode) and high delay. Also the scheduling window -of schedule is an issue, because
scheduling will lose it precision while time elapses, and the hardware may not allow us to
extend the window as we wish. Besides,.as we.say before, the proposed algorithm maintains
backward compatibility. The system model of IEEE 802.16e is PMP. That is there are a single
BS and many SS in a cell. For the reason of economy, we design the proposed algorithm
which making changes concentrate on BS under the condition that all SS which are not

upgrade still work with no performance loss.

1.6 The composition of the rest

The rest of this thesis is organized as follow. Chapter 2 is the proposed algorithm. Chapter
3 is the analytical model of the proposed algorithm, and we derive the model from the model
in [9]. Chapter 4 is the simulation part, and we discuss the use of some parameter in special

condition. The final chapter, chapter 5, is conclusion and discuss.



Chapter 2
The Proposed Algorithm

2.1 ldea development

The problem we mention first chapter can be solved in many different direction. The
straightforward idea is to reduce the collision rate, and in fact, there are many studies focus on
this issue which is nearly complete. However, we think otherwise. The primal goal of
previous studies which focus on reducing the collision rate may not focus on power saving.
For them, the power saving is only a side effect. On the contrary, for us, the power saving is
the only thing we care about, and«we may trade something for the effect of saving power.
Hence, the direction of the proposed algorithm is not follows these pioneers and we go our
way.

The main idea of the proposed algorithm-is that try-to give right responses to unwanted
situation which means collision and idle. listen..As we say in chapter 1.4, the idea of making
use of acknowledgement comes into our mind. And we not only try to get the information
about condition of traffic load, but also try to info SS by having an acknowledgement of the
state of the bandwidth request.

2.1.1 The acknowledgement

While maintaining backward compatibility, we try to find suitable signal in standard which
contain three types of PSC. Obviously, the type | and Il PSC are design for the connection
which has been setup, and the purpose of them is to reduce the long term consumption of
power. The bandwidth request mechanism, however, is not a long term procedure. In fact, the
total life time of a bandwidth request is approximately equal to T16 length multiplied by the

maximum backoff stage, and is about hundreds of microsecond. In such case the type 111 PSC
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is more suitable for management, because the controllable duration of the sleep interval. With
the characteristic of sleep signal of type 11l PSC, we find the possibility of constructing a
scheduling procedure, because the effect of it is to make the connection enter sleep mode for a
while and go back to active mode after the period. Hence, we design the proposed algorithm
with three acknowledgements which are bandwidth grant, sleep signal of type 111 PSC (called
scheduling signal afterwards) and null response. They stand for successful bandwidth request
with successful bandwidth allocation, successful bandwidth and waiting for bandwidth grant
and collision in turn.
2.1.2 The scheduling window

After deciding the acknowledgement, the next question is that how we scheduling a
bandwidth request and how long is the scheduling window? To decide the scheduling window,
we have to know that the longer scheduling window.the more improvement of power saving
efficiency. Because we can let the requesting Connection stays in sleep mode longer, and
provide more flexibility in scheduling. "However, we cannot extend the scheduling at will,
because the limitation of hardware device and also; as we mentioned before, the life time of
bandwidth request. Hence, while maintaining backward compatibility, we decide the
scheduling window to be the maximum value of T16 timer which may differ from frame to
frame. In such setting, we can guarantee that all receiving bandwidth requests are in the scope
of the scheduling before they expired.
2.1.3 The scheduling principle

The first procedure of scheduling is obviously fulfilling the current frame with available
bandwidth request which is in the scheduling queue with the order predefined. By doing so,
we can maximum the throughput as we can. From the observation of bandwidth request
mechanism, we find that the best case of a bandwidth request is to active transceiver two
frames which are the frame sending bandwidth request and the frame receiving grant in the

view of power saving. With the knowledge of this, we should produce the “two frames” case

11



as possible as we can. That is to saving more bandwidth as possible as we can in the coming
frame. To say extremely, not to schedule any bandwidth request in the next frame will come to
the most number of “two frame” case. However, the bandwidth request must be scheduled in
one particular frame or it may do idle listen. If we schedule them to the frame next to next
frame, then they will reduce the number of “two frames” case in the frame next to next frame.
To make a good balance of every frame, a water filling scheduling mechanism may be the
best way to do. That is we find the frame which has lowest scheduled traffic load in the
scheduling window, and schedule the highest priority bandwidth request in the scheduling
queue to the frame. As we repeat this procedure, finally we will have the condition that all
frames in the scheduling window have nearly the same scheduling traffic load which is the
best case of “two frame” case in long term statistic.
2.1.4 The optional bandwidth reservation

As we reading [7], an idea which comes to our mind is that why don’t we reserve some
bandwidth in the coming frame to achieve more “two frame” case? That is if we know the
traffic load in some future frame, and we reserve the amount of bandwidth in the frame. By
doing so, the expecting coming bandwidth request will be the “two frame” case in the
bandwidth-reserved frame. However, expecting arrival traffic is not an easy task, and the
wrong reservation will lead to bandwidth waste which is the most intolerable mistake in
scheduling procedure. With these reasons, we leave the expectation part as an external
function and make the function of bandwidth reservation an optional function in the proposed
algorithm. If we have a precise expecting function, then we may use this function to improve
better performance, otherwise we just leave the expectation as zero traffic load to disable the

expecting function.
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2.2 The parameter of the proposed algorithm

Assume that there is a scheduling queue in BS which is standard defined, and we divide
the queue into the maximum value of T16, Mg, parts Q, where 0 <n < My, — 1. Each
part of Q, contains the scheduling queue of the connection which will be active in n frame
latter and sort by the order of receiving slot. And in the BS, there are three vectors R[n] which
means the reserved bandwidth in the frame which is n frame latter, E[n] which means the
expectation traffic load in the frame which is n frame latter and E,[n] which means the
expectation traffic load form the real-time traffic which is high priority and periodic. Assume
R[n] equal to the summation of the traffic load of Q,. And we have E[n] from external
function as we mentioned before. The E,[n] is an expectation based on current information,
and it may change while we have more information over time. For example, if we have a UGS
connection which is x bytes every p-frame coming f frame latter, then we may add x bytes
into E([f], E/[f+p]...E[f+p*K] where k is a positive integer and f+ p xk < My — 1, and if
we get the information that the UGS connection will be terminated after the last transmission
in t frame latter, then we shall subtract-x_bytes-from E.[t], E/[t+p]...E/[t+p*K] where k is a

positive integer and t+p*k < My — 1.

2.3 The procedure of the proposed algorithm

The proposed algorithm execute at the beginning of every frame by BS.

Phase I, make the most of current frame:

1. Adjust E([n] based on the information we have last frame

2. Add the bandwidth request received last frame into Qo with sorting policy.

3. Set R, standing for reaming bandwidth, equal to the uplink bandwidth of current frame.
4. R=R-E,[0].

5. While (Qqis not empty and R> 0)

13



6. Dequeue the highest priority connection from Qo

7. Assign bandwidth to the connection in current frame.
8. R=R- traffic of the connection
9. End while.

The first procedure of phase | is to reserve the bandwidth which is requested by real-time
traffic which always has higher priority than non-real-time. The second procedure is to add
the request we receive last frame into scheduling queue. The third and fourth procedures are
to calculate the total bandwidth for non-real-time traffic. And finally the fifth to eighth

procedures are to fill the bandwidth of current frame with the active connections which are in

Qo.

Phase |1, schedule active connection with water filling mechanism:

1. Adjust E[n] based on external function:

2. Set R equal to the bandwidth of uplink of current frame.

3. Set a frame set W which " ‘contains the frames in the scheduling
window= {f;|1 < i < My — land R[i] + E[i] + E.[i] < R,i € N}.

4. While (Qqis not empty and W= @)

5. Find the scheduling frame f;=arg max; ey {R — R[i] — E[i] — E,[i]}

6. Find the highest priority connection h whose T16 timer > i from Q.

7. If (h # null)

8. Dequeue h from Q.

9. Schedule bandwidth to h in the frame which is i frame latter by type 111 PSC
sleep signal.

10. Add hto Q;,

11. Set R[i]=R[i]+traffic of h.

14



12, If (R[i] + E[i] + E,[i]] = R)

13. Remove f; from W.
14. End if.

15. Else

16. Remove f; from W.

17. End if.

18. End while.

The first procedure of phase Il is to adjust the expectation of future traffic based on
current information by some external functions. This optional procedure can be omitted by
setting the expectation to zero as we mentioned before. The second and third procedures are
to construct a schedulable frame set W which consists of the frame which still has available
bandwidth in scheduling window. The fourth to eighteenth procedures are the water filling
mechanism. The fifth procedure is to find-the frame f; which has the most bandwidth in the
schedulable frame set W. and the sixth procedure-is to find the highest priority connection
which can be scheduled to the frame f, on ‘the constraint of its T16 timer in the active
connection queue. The seventh to eleventh procedures are the scheduling procedures work
with type Il PSC sleep signaling. The twelfth to fourteenth procedures remove the frame
which has no available bandwidth after scheduling from W. and finally the fiftieth to
seventeenth procedures remove the frame which still has available bandwidth but no active

connection can be scheduled to the frame on the constraint of the T16 timer of the connection.

Phase Ill, discard the active connection which cannot be scheduled:

1. 1f (Qopis not empty)
2. Dequeu every connection in Qo

3. Sleep these connections to the frame at which their bandwidth request expired by

15



type 111 PSC sleep signal.

4. End if.

The procedures of phase Il are deal with the connections which have no available
bandwidth before their T16 timer expiration. The handling procedures are simply sleeping
them until the expiration of their T16 timer and discarding these connections from scheduling

queue.

Phase IV, parameter shift:

1. FOI’ Vn, Where 0 S ] S MT16 - 2

2. R[{]=R[j+1].

3. RIMr16 — 117 Xtne connections in @iingg Eraf fic load
4. E[i]=E[j+1].

5. E: [j1=E [[+1].

6. End for.

This phase is simply shifting the vector R[j+1] to R[j], and set R[M;,, — 1] the traffic
load of scheduled connections in the frame My, latter for the use of next frame. The same

operation processes to E[n] and E, [n].

2.4 The state chart of connection

With the algorithm above, we now try to illustrate the state chart of connections and compare

it to standard as below.
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gackoff and
Crant Backoff finished retransmit

Backoff counter # 0

Fig. 7. The connection state chart of IEEE 802.16e bandwidth request mechanism

Comparing the difference between Fig. 7 and “Fig. 8, the first difference is the
information connection has. In Fig. 7, the connection does not know the condition of
bandwidth request which may have been collide. And it is clearly in Fig. 8. With the
additional information, the connection which is collided will enter sleep mode until T16
expired, and result in the line in right hand side in Fig. 8. The second difference is the
scheduling procedure which makes the connection enter sleep mode while no available
bandwidth. The heavy line box in Fig.8 means that the connection is in sleep mode and is the

contribution of the proposed algorithm.
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Fig. 8. The connection state chart of the proposed bandwidth request mechanism, the
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heavy box means the connection:in sleep mode.
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Chapter 3
Analytical model

3.1 Analytical model framework

There are many studies focus on the performance of bandwidth request mechanism, and
we take [9] which is one of the most cited references as the framework of our model. In [9],
the author derives the mathematical model of bandwidth request mechanism of 802.11 system
which is similar to IEEE 802.16e system. However, in [9], or even in most studies focus on
performance analysis of bandwidth request mechanism, the bandwidth allocation failure does
not be taken into account usually. The bandwidth.allocation failure which means that a
bandwidth request transmitted. successfully but ne available bandwidth is clearly a factor
which infects the collision rate of bandwidth request,-because the raising of bandwidth
allocation failure rate results in-the more retransmission,.and the more retransmission leads to
more collision. Because of the reason-above, we slightly extend the model with bandwidth
allocation failure rate g which is paired with p, the collision rate.

Assume c is the contention slot of a frame which is a system parameter, and b is the
maximum backoff stage which still is a system parameter. k(t) is the backoff stage of the

connection at time t where 0 < k(t) < b, and m(t) is the number of backoff counter of the

k_
connection at time t in frame basis where 0 < m;(t) < M, where M, = lc+zc 1J which

means the maximum backoff frame in backoff stage k. | which means the initial transmitting
slot is a random variable which is uniformly distributed between 1 and c. Bx which means the
number of backoff slot in backoff stage k is also a random variable which is uniformly
distributed between 0 and 2*-1. T, which means the total backoff period from the first

contention slot at time t equal to | adds to By. Finally, the ryx which means probability of
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backoff to the frame which is m frame latter in backoff stage k is equal to P(m*xc < T}, <

(m + 1) * ¢). As shown in Fig. 9, we have a bi-dimensional Markov chain {k(t),m(t)}.

3.2 The bi-dimension Markov chain

[p+(1-p)*alrm, 1

[p+(1-p)*alros [p+{1-p)alTm

(1-p)(1-q)
1,0 N o - 7

_ 1
[p+(1-p)*alro [p+(1-p)*alrm, >

fmo,u
(1-p)(1-q) mo @
00 o . @

[p+(1-p)*alrm,
[P+(1-p)*alrox [p#(15p) *alres [p+(1-p)*alrm,

*alro k1

[p+(1-p) q]rM G
[p+(1-p)*aley, ki1
p+(1 p)*alrmp [p+(1-p)*alru, b

E [pH(1-p)* alrop
1

Fig. 9. Markov chain of bandwidth request mechanism.

[p+(1-p)

And the transition probability formulas are shown below:

P{i+1,j]i,0} = [p+ (1 —p) * qlrji+1 ,where i € [0,b —1],j € [0, M;44]

P{i,j —1|i,j} = 1,where i€ [0,b],j € [1, M;]
P{0,j]i,0} = 1 = p)(1 — @)1 0,where i € [0,b
P{0,j|b, 0} = 1; 0, where j € [0, M,]

- 1]:] € [OIMO]

With transition probability formulas, we can represent state probability of every state with p

and g, and derive p as a function of g by the method in [9] which derive p actually. And then

we find the actually p and q by following procedure:
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1. Assume g=0, we have the actual value of p from [9].
2. With the mean of arrival, 4, in unit time, we can find the total transmitting user A’

including retransmitting from (1).

maximum backoff stage

2= z (A=p)*q+p)" (1)

n=0
3. With the total transmitting user, we can derive the overall successful bandwidth o request
from (2).
a=pxA (2)
4. Assume the rate of mean of traffic load carried by a bandwidth request divided by total
bandwidth in unit time is f. We have the valid traffic y from (3).
y=axp (3)
5. Ify < 1, then the throughput of the system will be less than one. We have the final value
of q which is equal to zero and p which is derived in step 1.

On the contrary, if y > 1,then we canfind the first-stage q from (4).

_r-1
q= ” %)

And repeat the procedure with new g recursively until p and g are precise enough.

After having p and g, we can derive some objective parameter we want, such as

throughput, delay, discarded rate etc.

21



Chapter 4
Simulation result

4.1 Environment

In this chapter, we present our simulation result based on a C simulator. The simulation
duration is 5000 frame which we make sure the scheduling process achieves steady state.
There are three instances which are standard, the proposed algorithm with traffic expectation
equal to traffic arrival mean and the proposed algorithm with traffic expectation equal to zero.
Traffic of connections is generated with a Poisson arrival process and go through a collision
test before enter to scheduler. The connection whichis collided will process a truncated binary
exponential backoff mechanism. And-we record power consumption per successful bandwidth
request, request dropped rate, throughput, signaling overhead per bandwidth request, delay,
and collision rate under the different traffic load.

We run the simulation in the“following scenario. The collision with padding scenario is
the most practical one. And we remove the collision waiting state from algorithm in the
collision without padding scenario. That is the connection collide will process the truncated
binary exponential backoff mechanism immediately rather than waiting until the T16 expired
which the padding means. By doing so, we may considerably reduce the delay time, but
weaken the resistance of burst traffic of connection. The collision free scenario is the collision
free version of the previous two. As we mentioned before, there are many studies focus on
reducing the collision rate of bandwidth request mechanism. This scenario assumes that
someday we may reach the degree of collision free, and show the performance under the
condition of collision free. Besides, the number of contention slots is also an issue, the more

contention slots the lower collision and also the higher throughput. However, the proposed
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algorithm work under the constraint that throughput is nearly 100%, because the scheduling
procedure will not be active while there is still bandwidth available. Hence, to simulate the
proposed algorithm, we purposely produce an environment where the number of contention
slots larger enough. Even so, we are not shirk from the problem, we simulate two more
scenarios under the lower number of contention slots to show the performance of the
proposed algorithm still good because of the effect of null response which is designed for
collision.
The parameters of our simulation are listed below:

Simulation frame time: 5000 frames

SS number: 1500 (may not concurrent transmit)

Traffic load per connection: 1/15 UL bandwidth of frame.

T16 value: 10 frames

Initial back-off window: 2 slots

Maximum back-off stage: 6 times

Contention slot in a frame: 64 slots
And the title explanations are listed below:

Power consumption: the total active frames of all SS divided by bandwidth successfully

transmitting traffic.

Throughput: total used bandwidth divided by total available bandwidth.

Overhead: the number of scheduling signal transmitted divided by bandwidth request

successfully transmitting traffic.

Delay: the time interval between bandwidth request generated and traffic transmitted.

Collision rate: collision rate of all generated bandwidth request.
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4.2 scenarios

Scenario I: collision with padding
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Fig. 10 simulatic active with padding
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Fig. 11 simulation result under collision test active without padding
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Scenario Ill: collision free
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Fig. 12 simulation result under collision test de-active

In Fig.10, 11 and 12, the result of power consumption can be divided into two parts. The
first part is while the traffic load is lower than 1,-and in this part, the main difference between
the standard and the proposed algorithm is the effect of collision which is no difference in Fig.
12. The second part is while the traffic load is not lower than 1, and in this part the main
reason which causes the difference between standard and the proposed algorithm is the idle
listen which dominated the power consumption in Fig 10, 11 and 12. Overhead shows us
when the scheduling signal of the proposed algorithm works, and as we predicted, the
scheduling procedure takes place while throughput is about 1 in Fig.10 and 11. And the
overhead will be more and more with traffic load increasing in Fig.12, because the more
successful bandwidth requests the more the more bandwidth allocation failure. The delay is
affected by two factors, one is the expectation and the second is the padding. The first reason

results in the difference of the proposed algorithm with expectation equal to mean arrival rate,
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and the second one results in the difference between the proposed algorithm and standard.

Scenario V and VI: collision with padding and the number of contention slot is 48, 32
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Fig. 13 simulation result under 48 contention slots

power consumption collision rate
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Fig. 14 simulation result under 32 contention slots
Fig. 13 and 14 are the condition where the contention slot is insufficient. We can see the

overhead is nearly zero which means that there is few scheduling signal. The main factor
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affecting the power consumption in Fig. 13 and 14 is the null response of collision, and the

collision causes the waste of power while counting down the T16 timer which is avoided by

null response in the proposed algorithm.

The final part of simulation is the comparison between the analytical model and

simulation. The table below shows that the values extracted from simulator fit the results of

procedure of find p and g. and we can find that the results are similar.

Traffic load |0.17 | 033 |05 |067 |083 |1 117 |133 |15 |167
q(simulation) | 0 0 0.001 | 0.006 |0.011 | 0.021 | 0.157 | 0.262 | 0.351 | 0.416
q(analytical) | 0 0 0 0 0 0 0.145 | 0.248 | 0.333 | 0.401
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Chapter 5
Conclusion

From the simulation last chapter, we can image the efficiency of the proposed algorithm
and the overhead it paid. We develop the proposed algorithm for the purpose of saving power
and create a tradeoff between power and overhead.

As the result of simulation, the proposed algorithm work well with little overhead in the
most practical simulation, and work with higher overhead while the condition of collision free.
However, a simple simulation provides nothing but a rough estimation of the proposed
algorithm. The implement may not work as well-as we expect.

There are many solution of the problem we deal with, such as more moderate polling
mechanism. The proposed algorithm is only a straightforward achievement. There are still
much to go, such as the issue of packing and the fair priority of bandwidth request. The first
issue means that how we make a.decision that which eonnection is better to scheduling while
there are two connections that one fits the'remain bandwidth but the other has higher priority.
The second issue is discus about how do we decide which bandwidth request first for fairness.
The rule of the proposed algorithm is to sort bandwidth requests with the order of the time
they transmitted, but there are many factors which may affect the sorting procedure, and we
have not considered yet. Also, the analytical model is still incomplete, and we may try to

derive it completely. With more survey, we may fix the proposed algorithm properly one day.
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