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Large Vocabulary Continuous Mandarin Speech

Recognition Using Weighted Finite-State Transducer

Student : Yu-Chao Hsu Advisor : Dr. Sin-Horng Chen

Institute of Communication Engineering
National Chiao Tung University

Abstract

This thesis presents an ASR system based on Weighted Finite-State Transducer(WFST).
In the first we will introduce some algorithms-that usedto construct WFST graph, and how
we express different models using WEST format.-Then, we described a hierarchical language
model training by NER labels to deal with the problem of chinese person name, which often
detected as OOV words. We incorporating the hierachical langugage model into one-stage and
two-stage ASR system. In the one-stage ASR system, an on-the-fly replace algoritm was
implemented to reduce the memory’s allocation, so we can use a complex hierachical model
to calculate the probability of chinese person name. We evaluate our approach on the
TCC-300 corpus, which consists of long paragraphic utterances, obtained a 0.38% absolute
improvement in word error rate in one-stage ASR system; and at most 2.91% when using

two-stage ASR system.
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1) #rB~ i3z 2R % % 2 (non-terminal label) < WFST

2) L& 2% A root WFST 1} e i ¥

@ B e WEST i A#-root WEST #7§ & § 3% 258 B9 chfl 5 5~ 5 4 & 4 %5 4
FIWFST > pteb > A8 F o Bics A iEg ™ ko

F FER R0 — B ji state s 3 state d > F F non-terminal output label n ed& 4 - it
* WFSTF kPt 2 o 775 PF > oif &4 € #-states & 1 F «Hinitial state » 3 17 3
LT R SVES B ERE RN DT SRS S AR SR
7 4 % F enfinal state i 3 stated -

d 3N ABE T B 0 ¢ BE e &L B PR s Y e o Language Model
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IR GRS E e mipAR T R S E e 4R L - B non-terminal label > @ 2% gk

PG REFT AR &P A WFST B R v oot iz e %gﬁfjfa;;gﬂﬁ iR AR B

" T 3 i~ 1% n-gram root LM WFST - variant word WFST 2 2 {= = Replace /# & />
S EE L - Azen WFST 2% o p variant word en¥tR 4 d 2 3 + % 2% n-gram P& en
non-terminal label ¥2 # 4 =) ¥t & 3 5 word label -

% 2.3:variant word ¥4 & % (3% 4 & 4%)

#in WFST | Word #in WEST | Word #in WFST | Word

1693 * 3 *%(SW) | 80100 4 3 xit | 80300 R
25507 ta & & < (SW) | 80101 te & # < | 80301 A
25506 Z A RA(SW) | 80102 Z * B2 | 80302 & AR 2

</z=</g=/1.386

#phi<eps=/16.94

B 2.6: n-gram Root LM WFST

o gubl:subl @

B 2.7: Variant Word WFST

13



®] 2.8: Replaced Variant Word WFST in Root LM WFST

C) % =
PR FREDTHFFT N2 RNEIRAEDTXFF > BERVEF

(multi-pronunciation) cR* 4% » @ AL B APL P TS A F KRBT RiGE AT Y

S EF‘]S'SPIJ:%??L Poogra B ave AP @ R g 0 Fli 2 Al g R AL
et F & APPGE T AR IR AT Rl F 6 H - AP o

blde T T ) & - BAGRE 007 1 & S “gongl gei3” s gongl ji3” o

m P EF 8 a0 3 R0 [BIgS AU ] A5 g AR RS BRFPR
% A8D1B5B9_gonglgei3 £ A8D1B5B9_gongljid o 2" F 2 HA > ng * HY - &
B2 e F AR AT WA A SO WRST 4 w iz B 73 0 22 variant word &2 >

;= ¥ 2E = o) Al ghmulti-pronunciation WFST» £ % B~ g 5 2 & # ¥ n-gram root LM

Yeggrenid 2325 R V- 2 o BBz
£ 1752 B > % & s 108495 i
FHAMF FRFEFB L APVRNATOE SRR S HA S PPL R

7% % 5 TCC-300 erip| 283542 o

% 2.4: Baseline PPL
TCC - Testing Order ppl ppll
3 365.862 487.08

14




# 25 PR R ARF EHEHEDPPL
TCC - Testing Order ppl ppll
3 364.588 485.23
224 |IDFE@3 2

TF-IDF (term frequency—inverse document frequency) & - #& * *t T #& % (IR -
Information Retrieval) g * 4v il o v 8- 4

EA

L > .
__.f‘vu’é‘" = ok

RN - BRH - B2
- BEREC S -

RnE RAZR o B4R A A0F 5T O Wik
"rF e P F iz oo A bl g

+ ﬁLMT}i ‘;’i”}f‘?*ﬁ‘?#ﬁ— = > ‘37}: 2% —‘J-_;‘g:" Wiki "
T BFAE - BT NSk IR IA B

A% AT EER 0" Wiki "iee B F
LERIEE R (gt

P ArER G - BT A RRTERNR S o A7
RARE R ? bldedF " abook RIS - BRF AL B
?‘]é Ilall“\/)‘ r\ibL n book lli ; :l m‘

T o
FRIZ R F G AR T ARG a e BT
Yot B oA RU g R R
PR PRI E > WU T A E N E D& B word ¥ IDF &
| P
idf, = log —————
Kd :d >3
He D&od 2 2hg b ,;,,\:,L| 2TEREY e B odE e oA DT AEIT
g 0 AR Rl e R i E P o
ig‘f‘ = ;\?:ﬁ%%al » FL lFB »ﬁ}\ 1{b‘m\:" T _— & ﬁ; ELm\:" w0 » TL NS EF_;J% E'J)% iz
MMEEB2EY aiPod

WLy TR AR IR 0 Fpt A dPeE IDF A B
%’%‘E} IDF = ;& %2048 2t

VS :".m ) ﬁ%%;‘l‘ '1(5“’”1%%“'?}—?’ , _\F,

st > ]

o 7 ﬁ %;é__i—g’




PR AR amide e A Fwak Uk g o # % IDF Ee A { B ol 3700 @
3 (i Tt 2 R % IDF_diff.xlsx) »

4 26 @2 IDF 4 (394 &4%)

Word IR #k ~ 2#c IDF Word R d <~ ¥ IDF
kpFk o 204 1 3.913707914 |+ ¥ R. 149 66 2.094163978
g o181 1 3.913707914 |EEafF 149 66 2.094163978
%% 225 2 3.612677918 |=xHK 148 66 2.094163978
3<% 445 5 3.21473791 |8 £k 146 66 2.094163978
o E 412 5 321473791  |®kiz4 145 66 2.094163978
SH 193 5 3.21473791 | ® R 144 66 2.094163978
WL 169 7 3.068609874 v &+ 268 67 2.087633111
T4np 193 10 2:913707914 = | ¥ 45 . 257 67 2.087633111
iz =~ 157 10 2913707914 & = 245 67 2.087633111
R TEGRIE n  RHE A lASm  DaES A EF R IR G AR e
TP AR A e R oA RS TR - AR A fede s il o

B4 7 IDFER S N i 8 28 e sud * hzpiE o
MU A B AR PRE L 2 IDFE 2 E PR L fa B d PPL - 2t B it & %
TCC-300 sp|zE35 4L o

% 2.7: Baseline PPL

TCC - Testing Order ppl ppll

3 365.862 487.08

# 2.8: ¢ * IDF ;Z$iE 8 2 PPL

TCC - Testing Order ppl ppll

3 364.372 484.683

% IDF % 2 pgies > i @ W PPL T o A PRl L E TR E RN
16




= OOV words i7" § &7 » A AFTF ¢ 0 & iRl TREF G ol 0wl

** Hierarchical Language Model &3 & #-— &5 4 2. o

225 #F7 A ez

EAFE Y RE T pWEE RiLdin-gram 3 W3 F 5 A KAk - Bied

Eﬂ,ﬁﬁ S *“AMJ ,F*—‘n - B ‘;‘J

EW =ww,.wy, 5 - B NGPRGERE o JRd W IR OB 0 & K Rt IR 5

PW)=P(w,) -P(w,|w)..P(w |w_ ,.w_).PW|w,_ ,..W,) (2.1) »

W)= Count(w, , ..., W,) 2.2) >

Count(w, ;. wWs )

P(w, |w,

i-n+1?°7"
§ ¥ n-gram 3F 3 B LS - deRAGE R Y R R R s ek 2

B d o D n a4 rE AR GEA Bl £ 0 50 R R AL A

R84

P12 15 4T i 1 (back-off smoothing) KA BEHCA el 30 5 o 308w, .w,, F 75 pF

A E §)BEAEE R AR T R ORI 1w B F R SRR o TR

'?7 # a(WI n+lWi—n+2 ) P(W |W| n+2 i- n+3"'Wi—1) ° :’é‘# /)‘14 P(W |W| n+2Wi—n+3"'Wi—l) L”ﬁ?%u‘
B - L BB BB ST
P(W |W| n+1""’Wi—l)
|
| a(W' LR )P(W |W| n+2""’Wi71) COUI"It(WI n+1!'--lWi) =0
| Count(w,_ n+1,...,Wi) (2.3) -
=4d,- , 1< Count(w, .., w,) <k
| Count(w,_ ., ..., W,
| Count(w, ..., W,)
| , Count(w,_, ., W,) >k
| Count(w,_ ... W; ;)

et Ea(w, . ..w, ) 7 58T R (normalization) ed® » # % &k 2 50 ¢

17



dDPw =wlw, ,e,w ) =1 (2.4) >

weV

¥ eho @ Count() Tl E %] P T an i NIE R AP F L R G E LI G HE

@ & _rid, (Discount Coefficient Factor) k& {7 T jf it o § - 398 2 & =t ] %

K e B o AP R-R AR B eh on-gram 8 5 %k d, & 0 d, & Jx Good-Turning

discounting 3+ & # 41> 1 ¢ #- discounting ;}rﬂf K E L T A KPR LG J R an-gram

e .
AR WAl IR E L T KR

1) sk &jesx(Sinorama) @ p F & - HARIEHT F 0 W R PFORE KR4 1976 & )
2000 & 2_ ¥

2) NTCIR : 3 - B Fath i ksl gpla s > AN 5d &fi b EPAR2 §
o

3) ¢ AT L B (Sinica) v - BEd P AR O N F e S MEARE NET A
WA & B aen R e

4.) Chinese Gigaword : ¢ Linguistic Data Consortium (LDC)& & # {7 > N 3 ¢ 5~ #"

LAb PR AT EAE AR -

B 3 FTHRELEF2 A9 EILE 7 FFPHks 386,939,797 B 0 £ HH 2 E
PeiE 0 IDF EEF ehd 8 F 30 B3E T BRI AT TS0 L 244 B F o

EFR SRS RHE O FIRNES S YRR ARt i e 2
e TN A AT P # % MFCC %d#c(Mel-Frequency Ceptral Coefficients » 1+
EE G SR TR EDIR o v s e 7 12 A MFCC 4ot 1M & 13 4 0 X P
H Delta §= Delta-Delta term * M it 282t A L - B 77X 39 B4l 2§ %
DR S ¢ 2 H 3 & (mono-syllable) 3] - £ 411 B3 & & 5 &0 % 8 1k i (state)

SPEF NS T 2 HA(HMM) 4 7 2 > £ # % HTK ¢ 2 MMI 85 20 508 5] - 29 5Up

18



Bk 2o A

% 2.9: MFCC %-#icdd B3k T4

Frame size 32ms

Frame shift 10ms

Filter bank number 24

Sampling frequency 16kHz

Pre-emphasis Filter First order with coefficient 0.97

227 FUREBIES
AP R AR UK ERE NP w e i G kR B e g B
(Acoustic Model ) ~ 3## (Lexicon) 17 23535 43| (Language Model ) #i5:FF 2
AR B = 304 AC L (Compose ). - (BE R ErEE ik 0 BfS R AR~

P R SR (7 R (e 1

inimi inimi Input speech

Language Compose, Determinimize, Minimize ¢ 0

Model ‘15

’ Front-end Processing
Lexicon and Feature Extracition
\
i Y

Acoustic

Model > Ceopt(L-G)

Compose, Determinimize, Minimize

Output word sequence
W* = (W1!W25 o ',WN)

Bl 2.9: 3F 4 7% 8 S HER]
BAFEY @ LR S Idiap Research Institute #7 B % 2. Weighted Finite State
Transducer Decoder — Juicer[15] - &2 WFST B3 % 4p & /7 & /2 P|4 * Google Research

and NYU's Courant Institute % & z_ OpenFst library[16]:& i7 -

1) #5483
19



BE Y O BRI ERIELERF RS- BA LR AT Y P AR
* B arE RN 5 ¥ & 504 (hidden Markov model)#s i 2. > s ah ¥ 12 4% § < (L. Rabiner)
SHF I o Juicer FRLEAEF R DL R F TR AL B BN o £ G - B
HMM 4 ez 425% > Flot a 8LIT BF 501K sehy POk s > 2P 2 8- HMM #03] #
* WFST 41 » @ £ % i7% {5 < 4p B (context-dependent) s WFST B]3; o o >t A A F 5%

PR B RSY A S SRR TRy - kAT o

Phonel:Phonel

Bl 2.10: %5 #-3] 5 WFST
2) %% @
o BEHA R BB AL AR DA L KRR FIHET T R &I

BB~ @ PHMM A7 AT e r et 8 E i e gy e

AT o BipiLd *@Lﬁﬁﬁﬁi’%%%ﬁ#%?ﬁ%@%@ﬁ%ﬂ’aﬁgﬁé
Bl K P io € MaZip ik R RS R 0 T B RO E L L EE SRR S
RisdF IR

d3P 2355 F IRk R ARF o APOEFRA T 2 B T T
R ek b be b - I R4 3 5 (auxiliary symbol) kR iriz i 7 e oae > @ 7 AR

/,

& functional 4%+ (functional : # % input string ¥t & | *& — &5 output string) * 12 & {7 fx 2_

MIF B E o

20



B 2.11: % § @& WFST

3) #3 #a

AT YR on-gram F S BRI kK S BR o AP BRI T Y 5 Uk
W P kAT o N2 bi-gram Al A Gl o sk AL Y 3 R 4 H 43§ 0 history o
JERY ¥ BEERT] LT T *xmﬂi%]%% : fj‘u%ﬁd ZHEBIAIRE a> B F T -
Biswrens e A d Rkl o d I H B R EATTF P as ik ’T}U © 18 Hc¥ uni-gram &9

n-gram 4 #c o 12 T 3% - B bi-gram 2 BRI - WFST B9 enge 6

Wi iWy|P(wy| <s>
sil:<s>|0 a

WoiWo|P(W,| <s>

sil:</s>|0

Wa:Wa|P(wWg| wi)

sil:</s>|0

B 2.12: FaF 7 AR

21



-3

Gl SFER L O FERF - B RTUNPL A ) A P B g R 7 R B

4
Jie
s
SR
L
-‘30\:.\.‘
wl

% openset Fhe#i(Neu) ~ &5 £3(Nb)... & » ¥ g DI 0 o] & @02 2Ty @

P

ok o et - R E A ok g (O0V, out- of-vocabularary))ruﬁ EARFERE A R o

e

b openset ¥ ihE F PR R R A EFARA] > 4ol LEAF EF(DM) ¢ 4L

(PN)# % :(MD)... % -

«-

AFPATEH? 2L LRARGFEHH P A LTRE TN BT e el

FHEZ AN LY ARG OOV RJLiE 7 My o fpt A 00V 4 LAR G - Bagw

2o A A L2 (S el B n-gram BRI R 2. o F LR R Y chd Ly e

7

5
>—L
m

B kiR o F b BN G A A R E S B 0 Bt

IR A e BE= 1‘3“—'“']?%“"+‘4i°

3.1 A 43T HA I

ll

3.1.1 Named Entity Recognition

NER#z& N N-gram

e + ko T R , -
3 HER PRIL e EZFEEFEL Y 00 prpo g training

B 3.1 v 3 FH R AST A
AE - Rehy FAIEINAEY o A CRF T3 B (FET R BF B9 IDF &
KT sy > R ERRE ST R 7 & L7 W (Named Entity, = #¢ 25 F 2 I &
2er & IR SRR R SR B S NS DES: Lk R RS RIS RO
SR 0 B L kdoREFIE R 2. NER %1 B 0 ¥ CRF %738 enid % 27 Named Entity

Recogntion » - £ ¥ ¥ 3] PER &3z #c& 7,320,020 i -

izl PER 3 ’“,fv‘ék%?P’%”ﬁ—aé%?i?*@&f«(&r:fﬁé&%ﬁ%%‘
SE A E)H R AL R L (et R TR A S BTN )

22



3.1.2 OOV ¥ % 4 &g grd5fa

2 EE P MR o s 4 LgRg fF- B class § o

St
1%

-

tE& A
EHGET B E F 4 B o FR A PPER ¢ IV & 00V il LA B

G
TS

5 NER #73 BB~18 4 fiRge s » FAiRie A LG el ¢ o RIRERHE D
OOV _PER » ¥ it— #F class £ {724 » & #-pb 4 Zojc Az k ¥ oh 2054 2457 o
< Hlel> [ s B & BUkA_PER # ]

o CHUK BT b hiRs Y AP HE AT (6

< Ge2> [... % 3F PAsCPER B & A 5% L]

e

“YE BT R AL ¢ oo Bt A 43 OOV PER £ATE Y Y A 5
[... %~ % PER3 I\ & 7 % ..
UIDF $E 2 30s 5 B AP p s W 44181381 4 £ 3t

R 2,345,468 = o x> FIEOA LIS G2 PR A L BARA LLLE 7 AR P

AN
ETIRN

PR T L R T S [ R

3) FH&H
B FESY R g RN LA g @ R ble T B T A @R Al

LFE FIRLETR Tk e RF R S g o RI% T BT A &

o B A R A S AT

i
<l
\ a{
)
NS
3
T

BRSBTS TG F A BE ARG R B B R
23



BT oo e A

BASLPE 0 Rl S £ 128 0 4 R EDFT LT £ RR R 64
BT 104483 A o £ F AL HERIFT 379 BF A

NER &3¢ ~ 4 Z g F-measure e2t4e™ » Pl e * chf_TCC-300 p|iE:Z 4L -

% 3.1:NER ¥ = 4 Z4L2c2 F-measure i3t

/L.\F

Precision Recall

F-measure
94.64% 89.52% 92.01%
3.1.3 % L3 A duk >
#-00V 4 LA A~ BaTw > S 4EY n-gram W3] SR8 a2 i g o RISE &

Len ¥ NV 3582 5 R 4o en-gram root LM £2 PNLM i& 5 i §-7)] o tri-gram &0 5 g

& 4o 5 bi-gram ¥ uni-gram g 38 2.

PW*)=P(w,)*P(w, |W1)*H P(Wiw, . w;_,)

(3.1) >
i=3
A el AR R BT
P(PN |w, W, ,)-P(c;c,,C,|PN )W PN, len=2~4
P(w, [w,_,w,_,)= A\ _ 1 &« ' ' (3.2) -
P(w, |w, ,,w,_,) ohterwise

1) *F3r4% % (Inter-word probability) =3 &

AP H-00V A L@ @ anp B * n-gram $04) kIE F o HEArF 9 00V A

LALG - A RLF 0 MR E B OOV X LA F

SFNZF e FEoE LR
RE BR8P R B o
% 32:00V ¥ 2 & LinE RA G
Word Counts Percentage
IR XS 6,677,902
IV_PER 4,706,169 70.47%
OOV_PER_len3 1,663,575 24.91%

24



OOV_PER_len2 195,542 2.93%

OOV_PER_len4 112,616 1.69%

2.) P %% 5 (Intra-word probability) snig i -
datd 2 X 2FRL T (T3 thesd ) APRRZFEB e LT g
Beno @ LR PRI ngramf e 2 o 2 FEA LA b HRn i
P(c,,c,,c,| PN)=P(c |LastName)*P(c, | FirstName)*P(c,|c,) (3.3) »

r2on-gram 2" A L e WEST B35 pF » 24 i 2 22 ~ back-off state 12 #F 4. & decoding

AT S ApaE La g S AR R o

Character, |
#Eirst Name

Charactery | /\

#First Name 'w Charactery | Charactery

Characters | Character

Character, | G

Character; |
#Last Name

Bl 3.2: = F ¥ PN-model 2. "WFST

b % L
32 H as THA2EE
IR IES A 0 & -t PN model @‘ﬁwl’vﬂ\mroot LM 2. @ > gt @ * 3 5
PR AR B (N x 2 R 2. - PNLM H_45%F OOV enh g w) @l e, & #-R 4> LM

ﬁsa] 155 OOV_PER e 45 B~ % 2 PNLM #3] -

b A

OOV_PER/ ‘/2\ by @

7
P(4 = |<s>) P(OOV_PER|4 = )'U P(& 2 [OOV_PER)

Bl 3.3: Root LM 2z FST

25



WA /PR [<P>)

- F /P [<P>)

B 3.4: PNLM 2. WFST
R 2.2 AR (T n-gram 3E 2 HA] 2 s # 1 hierarchical language model ® eek 2R
Z (inter-word probability) » ¥ ¢tzE = 31 PNLM #-3] P &k % 2 H p 3848 & (intra-word
probability) » £ i replace ;% & ;2 € #£ = n-gram word graph *+ - 4 Bl- ¥ 5 I Inter-word
s Bkt l d § OOV _PER A SR 52 @8 > PN g 28 - ifig
» PN model graph en7 #& # #74%-K7 (B] =) °
¥y ¢b 253 7] word insertion penalty &/ & & PN model % 8 =4c > » 7 & A5

A =

intra-word model =~ J:". F oAk SR G

£ 4/
P(OOV_PER|% =) P(Z % |OOV_PER) @

) 3.5: Replaced PNLM in Root LM FST

321 PRFEERZ BE R
L7 FF 2 B~ B 2 - root LM graph B B 14 chlicR o 2 st OOV sk 4 2
it 5 - B class k' tri-gram LM > £ 7 @85 o ® & 5 10N i 0 @ §

OOV _PER non-terminal label 2_ # # sh#ic & & 7 1015 if o
26



d AR R B~ N B 2 % PN model £ ~ Root Language Model # >3 PN model
WA R W IR B hgraph L A @ F e TRREFPL R DER 0 s BB
IR G PRI ET A o AFHREAPY T Z 27 kPN model 3% 3t kR

BB

5 e B

“‘3%

1) = #2 Tri-gram = 32" 5% PN model :

PR E R TS B B~ o0 graph(107M0) > » T ERL AR T e FE LR B
< el &% 27 - (Root LM graph sharc )i 5 10M7 i)

b
)

2) #pKg oz T 5 BRES > & F 304 2 bi-gram "R 2

TR AR B LR o B i bi-gram AR A LRI 0 KT AR
B 700 B - # 4% 8 30,000 if > P~ =2 @45 #cy 1,345,016,885 ~ ik ik #ic 88,811,484 -
PRFEET USRS F IR Pk 2l (graph 76+ 0 H3k3F ~ decoder pEF 4 e R
7 Rl o
3) #ar LA LA BN %02 uni-gram 2z

Bofo P8 KM =0 E P rsuni-gram $504) ok BT A LHCR] vz F A LS B

I3

T L 104+ 37T F A+ 37N F B RAEBHKES B - PR 2 EHEE 5
14,898,762 i ~ ;¥ ik #c 76,731,662 i °

BiElRA 5 24G T ehRR o BB BT 0P R 200 WRST i B 2 0 Pt B B

RALRFFEF O > R EE R 2R GES E - B hito AER A LaprR

BpE s A AT e dh o § o

1) EFaspndi- 9P A Lol

2) EFAFEENA Ll REE G e

|

N E AT @ F LR AR A aRRSF . FARR LA LT
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AR P IR RLI I aaohit kP E oA d T REF Al TRV A

Lyg s OOV A ZRIZ 3+~ hit e

21 00V * Zip b 2 Bcdfde™
1) FE89r* chTesting data = 226 &2
2) MI|A L F & 129 90 0 XL 369 = A %
3) 369 =¥ > > OOV_PER et % 22+ 161 =
4) 161 =¥ > =3 ¥ 24 22 109=x(£ 64 ) - F 4 2165 ) w34 &3
(L) Hep3B=x5 WA & FIt AP EEFERIag? 2 4 25 1280 -
% PN model i # 00V # = 4 %% 128 % = d gl » #R8 5 a2 44 73.36%

] 7407%(F 5 % 5 1) -

#. 33100V PER ~ FRE S 5 5

tri-gram root LM with uni-gram PN model Tri-gram LM (without PN)

Word Acc 73.47% 73.36%

Syl. Acc 87.00% 86.07%

B RFELE % ¢ Bt OOV_PER i 2§ 4 PN model #5412 4 % » ¥ 113 5.1

iz ~ PN model s+ % % "F’S”ﬁ FRp s (title) £ 45> ¥ b 5 A% PN model f&w enfiz) 3¢ o

rTFEE X A 4v » PN model 4v » PN model
NCKU_f070307_0

wEL mE L ?EE

3R IR B % B <p>3R & 3 </p>
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o 51 AT o 5
o )
2% 35 miAEyERAA L2
NCKU_f070308_0
W W i
¢ Y ¢ R
FR IR 2 & I
X R R

3 363 Wop A4 ® 3 1830 2 6

NCTU_ 0104070

47 47 7
R S SNCEL
1 p- & (OOV_PER) i <p>2 P 4c</p>
£ a8 4
=
4

L A2 F-measure A~ Bk iR A LA dmia o BdpdeT

# 3.7: OOV_PER - F# £.3% 3¢ 2. F-measure

All find  Golden hits IV hits  Wrong hits Precision Recall F-measure

34 28 0 6 82.35% 21.88%  34.57%

Golden hits & & #AB~3| e % % > I Fr e hits Bk 0 IV hits 2 #1231 a0 & B> inside
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— p

vocabulary =7 hits o A gt % ¢ & 1 Precision #cie % . Recall #E € » & 7 % A
OOV_PER '# #_missing detection » ¢t £ %% %k p ** PN model # # * &3 uni-gram model i&
AR B A Bk A &2 4 PN model -

d 3R U] > Ei2 Y B4 PN model 0 F R g3 2 B S
B iVFE miem o e £ m 23 ~ decoder 2 ¢ o B B PR XER B tri-gram language
model graph crgF s > d 3+ 5 B state 7 & @ & B word (RF 3 0 & ¢ & tri-gram & &
E B PNmodel &% %% » F R[4 3 { - B word shE 3 > 235 intra-word 4 #c
#7% ¢ sub-net £7 inter-word 4 BT B B > gt Fp 0 E B okt E intra-word 4 #ceh PN
model k45 7 4B F R T o 50 aw @ * - Bt g7 PN model > T @ 12 2-stage

iz kB TEBF G SRS
33 A FRFEFRL LR

K% @ it n-gram language model &% (£ 5 & trisgram LM # 5 3 g @w 4 & word

h

3

HF I &2 Bograph PN model B & = A2 o aua it A1 i@ * aatri-gram LM E ) o
% & B B PN model £ 3 34578 &5 i &3 * bi-gram LM enfi-imn™ > &7 E# - B
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# 3.8: One-pass recognition results

Models Word Accuracy
Tri-gram LM 73.36%
Tri-gram LM with uni-gram PN model 73.47%
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Bi-gram LM 71.76%
Bi-gram LM with bi-gram PN model (Lattice generation) 71.82%
Rescoring with tri-gram LM (A) 72.32%
Rescoring with tri-gram LM (B) 76.27%
% 3.9 4 LcdlHRse 2 hit#k

Models All find Golden hits 1V hits
Tri-gram LM with uni-gram PN model 34 28 0
Bi-gram LM with bi-gram PN model 67 43 3

- Rescoring with tri-gram LM (A) 72 42 6

- Rescoring with tri-gram LM (B) 62 40 2

# 3.10: F-measure

Models Precision Recall F-measure
Tri-gram LM with uni-gram PN model 82:35% 21.88% 34.57%
Bi-gram LM with bi-gram PN model 64.18% 33.60% 44.11%

- Rescoring with tri-gram LM (A) 58.33% 32.81% 42.00%

- Rescoring with tri-gram LM (B) 64.51% 31.25% 42.10%
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4. 4.5: Recognition results

Models Word Accuracy
Tri-gram LM 73.36%
Tri-gram LM with uni-gram PN model 73.47%
Bi-gram LM 71.76%

Bi-gram LM with bi-gram PN model (Lattice generation) 71.82%
- Rescoring with tri-gram LM (A) 72.32%
- Rescoring with tri-gram LM (B) 76.27%

Tri-gram LM with bi-gram PN model (on-the-fly replace) 73.74%

% 4.6: Tri-gram LM with bi-gram PN model (on-the-fly replace)z. F-measure

All find  Golden hits IV hits  Wrong hits  Precision Recall F-measure
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76 48 7 21 63.16%

37.50%  47.06%

#  4.7: F-measure scores +“ fix

Models F-measure
Tri-gram LM with uni-gram PN model 34.57%
Bi-gram LM with bi-gram PN model (Lattice generation) 44.11%

- Rescoring with tri-gram LM (A) 42.00%

- Rescoring with tri-gram LM (B) 42.10%
Tri-gram LM with bi-gram PN model (on-the-fly replace) 47.06%
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