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QoS-Aware Resource Allocation In
WIMAX 802.16e System

Student: Yun-Liang Su Advisor: Prof. Tsern-Huei Lee

Institute of Communications Engineering
National Chiao Tung University

ABSTRACT

Wireless communication has become increasingly important in the nowadays
society, and people have more dependence on-mabile communication than before. In
wireless channels, the channel-state changes over time and frequency for users so that
the orthogonal frequency division multiple access (OFDMA) technology is coming up
and being used in current wireless broadband access standards, for example, 802.16e
WIMAX. In the case of time and bandwidth.arelimited, how to allocate the limited
resource in the best way has become an important issue. In this thesis, we provide an
algorithm designed under the 802.16e standard, the ultimate goal is to try to satisfy all
users’ Quality of Service (QoS) requirements, raising the efficiency of using time and

bandwidth to achieve optimal utilization of resources.

Keywords: Wireless communication, orthogonal frequency division multiple access
(OFDMA), Quality of Service (QoS)
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Chapter 1.

Introduction

In recent years, the highly developed wireless communication techniques bring much
convenience to our daily life. It not only provides the mobility to personal computers so that
eliminate the restriction of cable line, but also can apply in many embedded devices such as
PDA, digital camera, cell phone and etc. Meanwhile, the multimedia applications with
real-time and high volume traffic such as VoIP, video streaming, grow continually. Therefore,
broadband wireless access technology which provides multimedia services has become the

highly anticipated industries in our society.

Since wireless channels have the characters of Time=varying and Frequency-selective, it
means that the channel state ‘changes over time and- frequency for users. The resource
allocation technology having time-division- and frequency-division multiple access is
necessary so that the OFDMA (Orthogonal Frequency Division Multiple Access) technology
is coming up and being used in current wireless broadband access standards, for example,

802.16e (WiMAX) [1].

OFDMA is the extension of OFDM (Orthogonal Frequency division multiplexing).
OFDM is design for single signal. If the single OFDM signal can be formed by multiple
signals to achieve the purpose of multiple access, this technology is named OFDMA. It is

achieved by assigning subsets of subcarriers to individual users as shown in the figure 1.
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Figure 1.The example of OFDMA signal

The communication process, based on the WiMAX standard, consists of a base station
(BS) and a number of mobile stations (MSs), where the participants exchange data within
specific time periods. Time is organized into fixed frame periods, while the frame is divided
into downlink and uplink sub-frames. In the frequency band, sub-carriers are grouped into
logical sub-channels. A slot,“the basic resource -allocation unit, is the combination of a
sub-channel and one, two or three symbols depending on sub-carrier permutation type. Here
we only consider Partial Usage of Sub-Channelization (PUSC) mode where the sub-channel is
composed by distributed sub-carriers and-a slot is combined by one sub-channel and two
continuous symbols. All sub-channels are equally adequate for all transmitters because each
sub-channel is composed of sub-carriers scattered over the entire frequency band in PUSC
mode. At the beginning of every frame the maps are broadcasted to inform the users which
part of time and frequency they can use for the current frame. Such an in-band signaling
creates a trade-off, since transmitting more user data requires more signaling data, which
however reduces the space available for users’ data. This kind of signaling data is called
“Information Element” (IE), which records all the related information of user data in current
frame. Paper [2] proposed a method to reduce the needed bits in IE so that increasing the

available capacity for user data.



In the downlink sub-frame, a request, the requirement for slots of a service flow, is
necessary to be allocated as rectangular shapes, called “burst”, therefore mapping all the
requests into the sub-frame is becoming a two-dimensional bin packing problem, where the
bin is an abstraction of downlink sub-frame. In the uplink part, there is no rectangle-shaped
restriction; it means the bursts in uplink sub-frame are not necessary to be rectangles. The

following figure is an example of OFDMA frame.
OFDMA symbol number t

E o &+l ) EB+3 | B+5 | BT (B0 1) BH15 ) B1S 17 ) £+201 £+23 1 k426 k+20) k=30 532
. Ranging subchannel i
UL burst #1

DL burst #3
I
UL burst #2

DL burst #1
(carrying the UL MAF)

DL burst #4
|

UL burst #3

Preamble

DL burst #5

DL-MAP
Preamble
DL-MAP

subchannel logical number

DL burst #2 DL burst #6 UL burst 24

UL burst #5

1
=

e e n
DL sy L UL »RTG

-
A

Figure 2.The'example-of OFDMA frame

A complete algorithm for resource allocation must take both the QoS requirements and
frame efficiency into account. In the first half, design an algorithm for scheduler to select the
packets to be transmitted first so that satisfying the QoS requirements for every service flow,
then based on the reported channel states, the scheduler transform the selected packets into
requests and put them in the downlink or uplink mapping queue. In the second half, design an
efficient algorithm for data mapper by solving the bin packing problem to achieve the higher
efficiency. After mapping the requests into the frame, turn back the unmapped requests to

scheduler and report the channel states then do next round from the beginning.



In work [3] and [4], the authors proposed two heuristic mapping schemes, aiming to keep
the mapping operational complexity low but caused lower efficiency. The scheme presented
in [5] introduced full-research mapping tries, until the optimized one can found. A simple
mapping algorithm proposed in [6], its computational complexity is low but caused lower
efficiency because it allows one request to be mapped in multiple rectangles; more signaling
data is needed and less available capacity to user data. The authors in [7] proposed an
algorithm better than that in [6], even it also allows the multiple rectangles. It first mapped the
part of the request which can fill the whole columns, then if there were enough space,
allocated them to the remaining part of the request. All the works mentioned above are not
taking the QoS requirements into consideration; they served the requests based on the order of
their size. If the capacity is not enough in the current time, the data mapper in works [34 56 7]
prefer the bigger request than smaller one, ignoring their QoS requirements. In the work [8],
the author brought up the “profit™concept, the information scheduler gave to the data mapper,
making the decision which request should be served first. Since the authors in [8] just
considered two types of requests --=.real-time and.non-real time, we have the opportunity to

improve this part based on the WiMAX standard [1], which provides five QoS types for users.

Sometimes the traffic load is not that much in downlink or uplink part, sharing the
unused space to another part is a kind of way to increase the overall efficiency. The common
drawback of recent efforts lies in the consideration of the fixed downlink and uplink
sub-frames, which result in degrading the allocation scheme’s performance, since the capacity
of the available bandwidth space remains fixed, independent of the MS’s requests amount. A
prediction mechanism is introduced by [9], which is able to adjust the capacity of the
downlink. The authors’ prediction module is implemented via a hidden Markov Chain (HMC)
model. In other words, the author used all the past information to be the prediction principle

instead of incoming traffic. In the case of knowing the incoming traffic by BS, the ratio



between the downlink and uplink sub-frames must be decided by the downlink and uplink

queue status in order to satisfy the QoS requirements and increase overall frame utilization.

All we mentioned above inspire us to design a complete algorithm for resource allocation,
not only for the satisfaction of QoS requirements but also achieving the higher utilization of
the frame. A split approach has been proposed in the thesis, where the scheduler gives the
priority and profit value to every request in the first step, then in the second step sorts all the
requests based on the two parameters and puts them into downlink/uplink mapping queue.
After that, in the third step BS makes the decision of the ratio between the downlink and
uplink sub-frame by the queue status. In the last step, data mapper solves the bin packing
problem, after which data can be actually transmitted. To solve the bin packing problem, we
improve the work in [9] to get.the higher efficiency under the same traffic load. We use the
priority and profit for every incoming request and the sorting algorithm decides the order to
be served so that ensuring the MSs’ QoS demand can be satisfied and the prediction algorithm

can achieve higher utilization of frames.

The rest of this thesis is organized as follows. We introduce our system model and
review some related works in Chapter 2. In Chapter 3 we describe the definition of our
problem in detail, for which we propose an algorithm there. Then simulation results and

comparisons are given in Chapter 4, which are followed by the conclusions in Chapter 5.



Chapter 2.

System Model & Related Works

2.1 System Model

We consider an OFDMA system based on WiMAX standard [1] consisted of a Base
Station (BS) and a group of Mobile Stations (MSs). The time-division duplex (TDD) is
considered, and each frame is divided into a downlink sub-frame and an uplink sub-frame as
shown in figure 2. A sub-channel is composed by a group of sub-carriers in frequency band
and fixed-duration OFDMA symbols in time axis. The basic unit for resource allocation in a
frame is slot, which is a combination of one sub-channel and several OFDMA symbols,
depend on the operation mode‘in the frame. Here we consider the PUSC mode, which is under
the distributed sub-carrier permutation. It means the set of sub-carriers, which group into a
sub-channel, are scattered over-the entire frequency band so that all sub-channels are equally
adequate for all transmitters. Under/PUSC mode, a slot, which is a combination of one

sub-channel and two OFDMA symbols, is becoming our basic resource unit.
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Figure 3.The whole process of resource allocation



Figure 3 shows our system model, including a scheduler and a data mapper. The
scheduler first defines the priority and profit value for all incoming packets based on their
QoS demands and instantaneous channel quality. Then scheduler transforms the packets into
requests according to their instantaneous SNR value and puts them into the downlink queue or
unlink queue in a specific order, makes the decision of the ratio between downlink sub-frame
and uplink sub-frame depending on the queue status. After that, data mapper uses available
space in downlink sun-frame and the algorithm by solving the bin packing problem to map
the requests in the downlink request queue. There is no rectangle-shape restriction in uplink
part so that the requests just need to be mapped slot by slot. After the mapping scheme, data

mapper sends back the unmapped requests to scheduler and waits for next mapping round.

In WIMAX standard, there‘are five QoS levels for data traffic, including the Unsolicited
Grant Service (UGS), Real-Time Variable Service (RT-VR), Extended Real-Time Variable
Service (ERT-VR), Non-Real-Time Variable Service (NRT-VR) and Best Effort service (BE).
In a brief introduction of QoS requirements for these five levels: UGS has the highest priority,
it doesn’t need to contend for bandwidth; RT-VR and ERT-VR require guaranteed data rate
and delay and ERT-VR needs to consider one more criterion--- delay variance; NRT-VR
require a guaranteed data rate but is insensitive to delays; BE service is for applications with

no rate and delay requirements.

The environment we simulated includes a BS and a group of MSs uniformly distributed
in a circle with radius equals five hundred meters. Each MS with a fixed type of connection
and each type of five QoS levels is one-fifth of all connections. The traffic model is an on-off
model with Rayleigh fading channel. The modulation and coding rate used are: QPSK-1/2,
QPSK-3/4, 16QAM-1/2, 16QAM-3/4, 64QAM-2/3 and 64QAM-3/4. We tested the

performance of our proposed scheme with five milliseconds frame equals forty-eight OFDMA



symbols. Thirty sub-channels in the frequency band, each sub-channel includes twenty-four
data sub-carriers. Under PUSC mode, a slot is a combination of one sub-channel and two
continuous OFDMA symbols so that total available slots are twenty-four multiplied by thirty
equal seven hundred and twenty slots. We assume that the BS knows all the information both
the downlink and uplink traffic so that the scheduler can make the right decision with

sufficient information.

2.2 Related Work
The problem of resource allocation in IEEE 802.16e OFDMA has been studied in the
recent past. In this chapter, we describe some related approaches in detail and outline the

drawback which we improve in our waork.

The scheme presented in [5] introduced full-search_mapping tries, until the optimized
one can found. A binary-tree full search-operation is applied to exhaustively calculate the total
possibilities. It is clear that such-an.effort demands crucial operational time to be executed;

hence the authors limit the number of accommodated MSs to eight per frame.

In [6] a simple mapping scheme “Sample data region allocation algorithm (SDRA)” has
been introduced for the downlink sub-frame mapping issue. They assume the burst can be
split into smaller bursts arbitrarily. The allocation proceeds backwards in column-wise order
and the DL-MAP grows in column-wise order starting from the beginning of the downlink
sub-frame. The advantage of this algorithm is simple and that they have considered about the
growing DL-MAP but it caused lower efficiency because more bursts are equivalent to need
more signaling data (one rectangular burst need to be record by one IE based on the WiMAX

standard[1]).



The authors in [7] proposed a better algorithm “Mapping with Appropriate Truncation
and Sort (MATS)” than that in [6] even they all assumed the burst can be split arbitrarily.
There are request queue (RQ) and fragmentation queue (FQ) in MATS. The requests in RQ
are mapped into the downlink sub-frame column by column and truncate the part which can’t
fill the whole column, then put them into the FQ. After serving all the requests in the RQ, if
there are available capacity, serve the requests in FQ based on the descending order. Even
though MATS has better performance than [6], it is still not good enough because it allows

splitting bursts, causes too much signaling data.

In [3, 4] two simple heuristic mapping schemes have been proposed, aiming to keep the
mapping operational complexity low.-According.to eOCSA [4], the accommodation strategy
lies in the fact that each MS’s request is scheduled .into the downlink sub-frame as an
individual downlink burst, resulting in a reduced DL-MAP overhead. In the first step, the
algorithm includes an initial sorting in a descending order of the incoming bursts and a
mapping procedure, which suggests. mapping strategy from bottom to top and from left to
right. During the second step, known as vertical mapping, and given that H and W denote the
downlink sub-frame height and width, W; denotes the burst allocation width, H; denotes the
burst allocation height, and A; denotes the number of requests slots of the iy, incoming request,
the requests are mapped as: W, =[ A/H|,H, =[ A /W, .

The remaining unallocated space is handled in the third step, in which the horizontal mapping
takes place, and where the eOCSA tries to assign the unallocated space to the next largest
request that can be accommodated in. We will compare our proposed algorithm with eOCSA

in Chapter 6 and show the simulation results.

The scheme called “Adaptive Horizon Burst Mapping (AHBM)” in [9] presented a better

mapping efficiency than eOCSA by choosing the better shape of rectangle for every request.



There are two steps in this algorithm. The first one is known as “Horizon Mapping”, including
an initial sorting in a descending order of the incoming bursts and the right-to-left mapping
procedure. Given that H and W are the height and width of the bin, W _rest is the pointer
indicating the available width of the bin, A; denotes the number of requests slots of the i
incoming request, W; and H; denote the width and height of request Ai, then the requests are

mapped as:

argmin (W, *[ A /W, - A),

W, €[1,W _rest]

H; :rA /Wi—|’
W _rest =W _ rest -W,

Repeat the scheme until the W_rest is not big enough for every request in the queue. The
second step is handling the remaining bursts by bottom-to-top mapping. Find the space above
the requests which were mapped-in step one and choose the most appropriate one to place the
requests one by one in a deseending order. The simulation results in [9] showed that it is
better than eOCSA, but there-still some parts of this algorithm can be improved. We’ll show
the detail in Chapter 5. The authors also introduced a prediction module, using the past
experience to predict the traffic load in the future and deciding the ratio between downlink
and uplink sub-frames. We think that the partition basis should be decided according to the

queue status rather than the past data and our idea will show in Chapter 5.

The work in [8] brought up a concept, “profit”, to be the information that scheduler gives
to data mapper. It can be the basis of the mapping order to guarantee the QoS requirements for
every MS. But the authors in [8] didn’t describe how to define the profit value in detail and
just set two QoS levels; there are five QoS levels in WiMAX standard. It gives us a chance to

improve this part and the detail will show in Chapter 5.
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Table 1.The notations used in this thesis

Notations Meaning
N number of mobile stations
W&H the width and height in downlink PUSC zone

Pucs , PERT-VR , PRT-VR » PNRT-VR

and Pse

the basic priority value of five QoS types

PuGs , PERT-VR s PRT-VR , PNRT-vR @Nd

the basic profit value of five QoS types

PBE

G,DandV guaranteed data rate, delay bound and delay
variance

Rit the request i in frame t

Ri(t) the achievable rate of request i in frame t

R, the highest bit rate

Pit,Pit the priority and profit value of request i in
frame t

00 , 00 the priority function and profit function

7(Ri+) strictly increasing as a function of delay of R;;

D¢ total slots needed in DL sub-frame

Us total slots needed in UL sub-frame

E mean difference between the unallocated slots
and the total slots of send back requests in
previous DL sub-frame

Ur(t) the sum of unscheduled requests in downlink
queue in frame t

Ua(t) the sum of unallocated slots in frame t

11




Chapter 3.

Proposed Algorithm

In this section we first define the problem of resource allocation under the 802.16e
standard in section 3.1. We assume that BS knows all the traffic information from the MSs,
including the downlink part and uplink part, so that the BS can make the right decision to
increase the resource utilization. The whole problem is very difficult and complex and it is too
hard to solve the problem if we don’t divide this problem into several parts and handle them
individually. For the reason mentioned above, we split this problem into four parts, the
statement and definition will show as following, including our reasons of how to find the
solutions for every part. The notations-are shown in-table 1.

Then we describe our whole set of algorithm, it is divided into four parts to deal with the
problems we mentioned before.”At first; we transform all the packets into requests, the needed
number of slots in current frame, based on-their instantaneous channel quality, then use this
two functions, ¢() and 6(), to find the priority and profit for every request, the detail will show
in section 3.2. Next, put all the requests into downlink or uplink mapping queue and sort them
according their priority, profit and size, the content will be shown in section 3.3. In next
section 3.4, we will introduce two partition algorithms to decide the ratio between the
downlink and uplink sub-frames to get higher frame utilization. There is some difference
between the two methods; therefore they have their own advantages, disadvantages and
different performance. The mapping scheme in section 3.5 called enhanced adaptive horizon
burst mapping (éAHBM) is improved from AHBM [9]. Finally, update all the parameters for
the next round. The flow chart in Fig. 4 shows our algorithm roughly, and we will describe

every part in detail.

12



3.1 Problem definition
3.1.1 The definition of priority and profit
The question in part one is how to protect the QoS requirements for every MS.
There are five types of traffic in WiMAX standard, we have introduced them in Chapter
3, and each of them has its own QoS requirements such as delay-bound, guaranteed rate

and delay variance. The definition of delay variance is Z(X_ﬂ)Z/N where X is the

total delay of bursts, x is the average delay and N is the total number of bursts.
Therefore, we need to give parameters with different values for different types of traffic
load. Here we use the “priority” to be the parameter to make sure that the QoS demand

of every type of traffic load could be satisfied in the following scheduling process.

Under the condition of achieving the. QoS requirements for every packet, we need to
have a parameter showing how much benefit we get after transmitting the packets per
slot. That’s why we definea “profit” here, as-a function of QoS type and channel quality.
The reason we take the channel quality into consideration is that we just need to spend
less resource by using higher modulation coding scheme to serve the MS’s packets if its

channel quality is better.

3.1.2 Sorting the incoming packets

As the reference papers we stated before, almost every scheme mapped the request
based on the order of size rather than based on the priority or others, and it caused better
efficiency but dissatisfaction of QoS requirements. According to the reason, we think
that we should change the order based on the parameters we mentioned in 4.1 to achieve

our goal, satisfies the QoS requirements of requests as many as possible.

13



3.1.3 Prediction for the ratio between downlink and uplink sub-frames

The traffic loads are different in downlink and uplink, allocating more resource to
the side which demands more is a direct approach. In work [9], the prediction module is
based on a Hidden Markov Chain, using the past information to make the next decision
in the future. We don’t think that it is reasonable because WiMAX is a centralize network,
BS is responsible for every MS’s QoS requirements by allocating the resource effectively,
we can assume that the BS knows the queue status both in downlink and uplink queue,
then segment the whole frame with specific ratio into two parts, downlink sub-frame and

uplink sub-frame, and the ratio is decided by the algorithm shown in Chapter 5.3.

3.1.4 The downlink burst mapping problem
The precise statement of the problem is as follows:

1) Given a fixed rectangular-bin of width W and H.

2) Given aset of N requests {R1, Rz.<., Ry}

3) Determine a rectangular shape for the ith request with width W; and height H;
suchthat Rj = W;* H;.

4) Width W; =W for all i. Similarly, height H; =H for all i. W;, H;, W and H are all
integers.

5) Since the mapped region is more than the desired allocation R;, the extra resource is

wasted and so, W; * H; - Rishould be minimized.

6) The constraint is that all the rectangles can’t overlap with others.

14
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3.2 The priority function ¢() and profit function é()
3.2.1 The priority function ¢()
Assume we have the basic priority value of five QoS types --- Pucs , PerT-vR :
Pr-vr , PnrRTovr @nd Pge , and given values to these three parameters, G (guaranteed data
rate) , D (delay bound) and V (delay variance) , to be our  reference when setting the
priority. The priority function is Pi; = ¢(Ri;) where R;; is the selected request in

current frame t.

Procedure Pi; = o(Ri:)
1. Set the initial priority value P;; of request i depend on its QoS type
2. If (Ritis a UGS request)

3. Return P;;

B

Else if (Ri; is a BE request)
5. Return P;; * (Ri(t) /Rn)

6. Else (Ritisa ERT-VR request or RT-VR request or NRT-VR request)

7. Count the corresponding values G, Di; and V; then compare them
with G, D and V.

8. If it satisfies all the conditions

9. Return P * (Ri(t)/Rn ) * z(Riy)

10. Else

11. Return Piy * 7(Riy)

12. End

13. End

where 7(R;+) is strictly increasing as a function of delay of R;;

16



3.3

3.2.2 The profit function 6()

The meaning of profit here is how much benefit we get per slot after mapping a
request into the frame. Assume we have the basic profit value of five QoS types --- pucs ,
PERT-VR» PRT-VR » PNrT-vR @nd pge. The profit function is pi: = 8¢ R;;) where R;; is the

selected request in current frame t.

Procedure pi: = ( Riy)
1. Set the initial profit value p;; depending on its QoS type

2. Return pi; * (Ri(t)/Ry)

The sorting procedure

For protecting the QoS requirements of MSs, serving order is a quite important issue.

Our goal is to serve the requests of UGS type first, then serve the requests of other types with

higher priority. The procedure of sorting is-as following.

Procedure Sorting

1.

Partition all the requests into two set, S1 = {requests of UGS type} and S2 = {requests of
all other types}.
Sort the requests in the S1 based on the product of their profit and size
Sort the requests in the S2 based on their priority
If there are some requests with the same priority
Sort them based on the product of their profit and size
End

Return S = {S1, S2}
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3.4 The partition algorithm

In order to achieve high utilization of the frame, we have to allocate more resource to the
part which needs more; the “part” we describe here is to indicate the downlink sub-frame or
uplink sub-frame. How to partition the whole frame into two parts is an important problem.

We introduce two methods including their pros and cons as following.

3.4.1 The partition algorithm 1

The first approach is that mix all the requests both in downlink and uplink queue in
a set then sort them as we mentioned in 5.2, take out the requests one by one and allocate
the corresponding number of slots to downlink part or uplink part according to the

requests come from. The detail is.as following.

Procedure Partition algorithm 1
1. Sort all the requests both in DL and UL queues based on the sorting algorithm and

put them into set S

2. The initial values of E, Ds and Uy are zero

3. Do (Select the first request R in S)

4. If (the first request is in downlink queue)
5. Dt = Ds + Rjy;

6. Else

7. Ur=Us+ Riy;

8. End

9. Remove R;;

10. While ( (Ds+E)/H |+[Ur/H |+[ R/H|<W)

11. Setthe | Ur/ H | symbols to UL sub-frame and the remains to DL part.
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3.4.2 The partition algorithm 1
The second approach is that put the downlink queue into set S1, uplink queue into
set S2, then count the simple integer relations of the length of S1 and S2, then take out

the requests from S1 and S2 based on the calculated results. The detail is as following.

Procedure Partition algorithm 2

1. Put the requests in downlink queue into set S1 and the requests in uplink queue into
set S2

2. The initial values of E, Ds and Uy are zero

3. Count simple integer relations (d:u) of the burst number in S1 and that in S2

4. If (d>u)

5. R=[d/u]

6. Do

7. Select the first R requests in-S1 then assign the corresponding
space to Dy

8. Select the first one request in S2 then assign the corresponding
space to Ut

9. Remove the first R requests in S1 and first one request in S2

10. While ([ (Dr+E)/H |+[Ut/H |+[Ti/H]<W)

11. Else

12. R=[u/d]|

13. Do

14, Select the first R requests in S2 then assign the corresponding
space to Ut
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15. Select the first one request in S1 then assign the corresponding

space to D¢
16. Remove the first R requests in S2 and first one request in S1
17. While ([(Dr+E)/H |[+[Ur/H]+[T2/H|<W)

18. End

19. Setthe [Ur/H | symbols to UL sub-frame and the remains to DL part.

T, is the total slot number of the first R requests in S1 and the first one request in S2 and

T, is the total slot number of the first R requests in S2 and the first one request in S1

3.4.3 The pros and cons of the two algorithms

The first algorithm has.the better performance than the second because it takes all
the requests into consideration so- that it can allocate the resource to the most urgent
requests. But in some special situation, it may allocate all the space to one side, or prefer
one side more time than the other side. The problem above does not exist in the second
algorithm. Its proportional allocation can take care of two queues in the same time but

cause poor performance. We will show some simulation results in Chapter 6.
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3.5 The mapping algorithm

In this section, we introduce a mapping scheme which is improved from AHBM [9].
There are two phases in AHBM, we add two more phases to be a new algorithm. We call it
enhanced AHBM (eAHBM) and use it to be the mapping scheme in the last part of our
algorithm. We will compare the performance with eOCSA [4] and show the results in the

Chapter 6.

Procedure mapping algorithm

/IFirst Phase (Horizon definition)

1. Do
2. Select the first request R;; from the queue
3. Find the appropriate width, denoted W;, which. minimizes the remaining

wasted slots in the bin: wargmin (W *[ A/W, |- A)

W, e[1LW _ rest]
4. Set its height, denoted as H;: " H, = [Ri,t /V\/i—|
5. Map the 2D-rectangular at the base of the bin next to the previous
requests, beginning from the below right corner.
6. The empty rectangular space above the request, denoted as Horizon(i), has
the following dimensions: Horizon(i)’s height = H - H;,

Horizon(i)’s width = W;
7. Calculate the remaining available bin width W _rest =W _ rest—-W,

8. Remove R;;

9. While (H*W _rest < (the first request in the queue) || The queue is empty)
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//Second Phase (Remaining requests mapping)
1. Select the first unmapped request R;from the queue
2. Find the appropriate Horizon(j)’s width, measuring the least remaining waste space (HW(j)

stands for Horizon(j)’s width): argmin(HW (j)*[ R, /HW(j)|MOD R,,)
j

3. Map Rj;into Horizon(j), having width equal to Horizon(j) and height as follows: height of
Rix= H;=[ R, /HW(j)]

4. Remove Rj;
5. Update Horizon(j)’s dimensions
6. Continue the second phase until all requests getting mapped or there is not available

Horizon to be attached

/[Third Phase (Rearrange all‘Horizons)

1. Rearrange all Horizons in-a descending order based-on their height so that they form a
step-like empty space.

2. Find a maximum rectangle from the empty space, denoted as MaxR, and MaxR’s height

and width are Hy and Wy, .
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//[Fourth Phase (Remaining requests mapping in the found rectangle)
1. Select the first unmapped request Ri; which is smaller than the product of Hy and Wy

from the queue.

2. Calculate the two values: a=(HM*(Ri’t/HMW—Ri’t)

b= (VVM *(Ri,t /WM ]_Ri,t)

3. If (a>h)

4. Map R;; into the rectangle, having width equal to Wy

and height equal to (RM W, _'

5. Update the available rectangle’s dimensions

7. Remove R;;

6. Else

7. Map R into the rectangle, having height equal to Hy

and width equal to [ R/ Hy, |

8. Update the available rectangle’s dimensions
9. Remove R
10. End

11. Continue the fourth phase until all requests getting mapped or the available space is not

enough for any unmapped request
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Chapter 4.

Simulation Results

In this section, we evaluate the performance of the proposed scheme with a set of
simulation experiments. We consider a single-cell IEEE 802.16e network with a BS and a
group of MSs dropped in the cell uniformly. All the MSs move with a walk speed, and the
detected SNRs would be the basis of using corresponding MCS. We partition this section into
three parts, the first part is showing the performance of two different prediction algorithm and
fixed frame-ratio with the same mapping scheme, the second part is showing the performance
of different mapping schemes with the same prediction algorithm and sorting algorithm and

the third part is showing the performance of schemes with and without sorting algorithm. The

values of parameters we used-are reported.in Table 2.

Table 2.All the parameters-used-in the simulation experiments

Simulation time

Operation mode

Frame duration

Num. of sub-channels
Traffic model

Num. of MSs

Guaranteed throughput (%)
Delay variance

Delay bound (frames)

MCS

Pucs. Perr-va » Prr-ve» Pnrrve and Pgg

Pucs+ PeRT-vR » PRT-vR» PnaT-vr @Nd Ppg

()

10 sec.

PUSC

5 ms (48 symbols equal to 24 slots )
30

On-OFF model

5, 10, 15, 20, 25, 30, 35, 40

75%

15

10, 20, 30, 40, 50

QPSK-1/2,QPSK-3/4, 16QAM-1/2,
16QAM-3/4,640AM-2/3, 640AM-3/4

1,0.9,0.8,0.7,0.5
10,8, 6,4, 2
exp(delay/30)
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The Figure 5 shows the total profit we get when using different prediction algorithm and
the corresponding values is shown below the figure. We can clearly observe that the algorithm
1 is better than the algorithm 2, and the two prediction algorithms are better than the fixed one.
The reason is that we allocate more resource to the side which needs more so that we can
transmit more requests than the fixed frame-ratio. And the first algorithm is a little bit better
than the second because we allocate the resources to the requests with high priority and profit
in the first algorithm, it may cause the problem of allocating all the resources to one side.

There is no that problem in the algorithm 2, but causes a little bit worse efficiency.

35[][] T T T T T T
—4— Partition algorithm 1
---&k-- Partition algarithm 2
3000 Fixed-ratio ,-:’fﬁ
o 2500
=
=
g
+ 2000
5
a
=
= 1500

1000

EEIEI ' ' '

|
25

g 10 15 20 30 35 40
Mumber of MSs
p43.8955 920.2833| 1.2330e+03 1.5903e+03| 1.9479e403| 2.3118e+03| 2.7078e+03| 3.06142+03
pd2. 1276 9187103 1.2143e+03| 1.573%+03| 1.9347e+03) 2.3003e+03| 2.6899e+03| 3.033%:+03
£16.2399)  §91.6458| 1.20212+03) 1.5693e+03| 1.9314e403| 2.2831e+03| 2.6287e+03| 2.9238=+03

Figure 5.The total profits with two prediction algorithms and fixed frame-ratio
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In Figure 6, we show the average delay of two real-time services in three ways. It’s
clearly that the ert-VR service has less delay than the rt-VR service no matter which kind of
method we use because the ert-VR service has the higher basic priority and profit values than
the rt-VR service, the scheduler prefer to serve the ert-VR service first. For one specific
service, no matter which kind of the two, the average delay in algorithm 1 is the least, it

indicates that the frame utilization in the prediction algorithm 1 is the best.

6 . . . . . .
---®--- ent-VR in Partition algorithm 1 h
951 | .--&--- VR in Partition algorithm 1
gl —O— et-VR in Partition algorithm 2 i
—=— it-VR in Partition algorithm 2
45| | —F et-VR in Fixed ratio P
—&— t-VR in Fixed ratio P

.

Average delay

g 10 15 20 25 30 35 40
Mumber of MS3s

1.1008 1.2242 1.6108 2.0329 2.3536 2.6530 3.0812 34314
11103 1.2824 1.6643 2.1165 24458 29012 3.8975 47226
1.0904 1.2585 1.7019 22813 2.6891 2.8650 3.0085 34202
11315 12926 17320 2.3837 2.9165 3.3626 40285 47923
2.5699 2.3553 2.7491 28238 2.8769 29091 31787 3.8762
2.8330 29056 29982 31210 34115 3.9572 46382 5.6032

Figure 6.The average delays with two prediction algorithms and fixed frame-ratio

26



The numbers of dropped requests in the three methods is shown in figure 7. Because of
the higher priority and profit, the scheduler prefer to serve the ert-VR service first, it causes
that the rt-VR requests are easier to be dropped than the ert-VR requests. For one specific
service, the performance is the best in the algorithm 1; it shows that the frame utilization in

algorithm 1 is the best in the three once again.

EU T T T T T T
---%--- ert-VR in Partition algorithm 1 5
---&r-- it-\R in Partition algorithm 1

50 - | —2— ett-VR in Partition algorithm 2 .

.
=

(]
=

Mumber of dropped requests
(%}
=

10

—— t-W'R in Partition algorithm 2

—+— ent-WR in Fixed ratio
—&— VR in Fixed ratio

& — el |
U?_ ‘Fﬂ 15 20 25 30 35 40
Mumber of MSs
0 0 0.0200 0.0600 0.2400 Q.8300 2.5700 4.7900
Q U] 0 0.0400 0.3900 1.1800 4.9000 12.0200
0 0 0.0400 0.1000 04400 1.3000 3.1100 ©.5800
0 0 0.0200 0.1500 0.8900 2.3700 6.7100 15.3300
0.5300 14400 1.6400 2.9700 5.0500 7.B300 12.0600 23.2900
0.3500 1.1000 2.1500 40800 10.0100 16,8500 27.2800 57.5200

Figure 7.The numbers of dropped requests in three methods
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The next two figures show the other two QoS requirements performance in the three
methods and the results met our expectations. It shows the variance of ert-VR service when
the number of MSs is forty in figure 8 and the guaranteed rate of three kinds of QoS services
in figure 9. The algorithm 1 has better performance than the other two including not only
lower variance of ert-VR service but also higher guaranteed rate of nrt-VR service. It supports
our point of view: the prediction algorithm 1 is better than the algorithm 2, and the fixed

frame-ratio has the worst performance in every part.

Variance

2t ---& -- Variance in Partition algorithm 1 |
—O— Variance in Partition algorithm 2
—+— Variance in Fixed ratio ’

200 400 o600 800 1000 1200 1400 1600 1800 2000
Number of frames

Figure 8.The variance of ert-VR service when the number of MSs is 40
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ert-VR in Partition algorithm 1
— — ent-VR in Partition algorithm 2
ent-VR in Fixed ratio

nt-VR in Partition algorithm 1
— — nt-VR in Partition algorithm 2
n-VR in Fixed ratio

nrt-"'R in Partition algorithm 1
— — nt-¥R in Partition algorithm 2
nrt-VR in Fixed ratio

Figure 9.The guaranteed rate of three types of QoS services when the number of MSs is 40

29



The second part we show the performance with different mapping schemes including
“eOCSA”, “AHBM” and our proposed “eAHBM”. In figure 10, we can clearly observe that
the eOCSA has the worst performance and its total profit start to decrease when the number of
MSs is 35 because of its inefficient mapping scheme, the data mapper can’t serve the requests
with higher profit but with higher priority when traffic load is heavy. Meanwhile, our
proposed mapping scheme “eAHBM?” is a little bit better than AHBM when the traffic load

become heavier.

3500 T . . . . .
—+— Proposed
-2k - AHEM

eOCSA %,3'5

3000 -

25800

2000

total profit

1500

1000

1 1
5 10 15 20 25 30 35 40
Mumber of M55

B45.6929) 9236279 1.2564e+03) 1.582%:403| 1.9454e403| 2.3291e4+03| 2.63852+03) 3.0454e403
456641 92341800 1.2560e+03) 1.5824e403| 1.9450e4+03| 2.3014e4+03| 2.5874e+03) 3.0071e4+03
0459358  924.3996) 1.2581e+03) 1.5844e4+03| 1.9464e+03| 2.2191e+03] 2.2511e+03) 2.0974e+03

Figure 10.The total profits with three different mapping schemes
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The results which are shown in figure 11, 12, 13 and 14 supports our view: eOCSA has
the worst performance in every part and our proposed mapping algorithm is a little bit better
than AHBM. In figure 11, the average delays of requests in eOCSA are much higher than the
other two schemes, so does the number of dropped requests and the variance which are shown
in figure 12 and 13. And in the figure 14, the guaranteed rate of the three services in eOCSA is
much lower than the values we set before the simulation, indicates that the eOCSA is not a

good mapping scheme for protecting QoS requirements.

20 : : : . . .
---#=--- ert-VR in Proposed algorithm

18 1| ---%--- t-VR in Proposed algorithm i
—— ent-VR in AHBM

16| —— rt-VR in AHBM i
—+—ert-VR in eOCSA

11 —a— . vrin eocsA )

-
ra
T
|

Average delay
=
|

B o .

E L .

At =27 :f‘g

7= =
_-'—'"___::gi' SEEEEE .
2 B R p—— .
U 1 1 1 1 1 1
g 10 15 20 25 30 35 40
Mumber of MS3s

1.0282 1.2059 1.5290 21007 23605 27736 3.0255 3.5047
1.0830 12772 1.7158 20433 25470 3.2051 37840 4 5164
1.0278 1.2095 15332 21199 23728 2.7930 3.2015 37987
1.0830 1.2775 17249 2.0549 2.5515 3.2295 40302 4.93449
1.0284 11547 13705 1.8216 2.7958 7.56519 11.7279 181217
1.0573 1.19495 14968 1.8021 3.2969 5.2119 129860 196978

Figure 11.The average delays with three different mapping schemes
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Mumber of dropped requests
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---%--- eit-VR in Proposed algorithm
---%--- t-VR in Proposed algorithm
—&— ert-WR in AHBM

—— t-WVR in AHBM

—+— ent-WVR in eOCSA

—=— t-WVR in eQCSA

i i 4
ﬂ? 10 15 20 25 30 35 40
Mumber of MSs
0 0 0 0 0.2667 0.8333 1.7333 82000
0 0 0 0.0667 0.3667 1.5667 4 2667 17.9667
0 0 0 0.0333 03333 1.0667 1.9000 00333
0 0 0 0.0667 04333 1.8333 45333 18.7667
0 0 0 0.0333 41000 1661667 5433000 1.6978e+03
0 0 0 0.0667 60000 1907333 BE804333| 2.055%9e+03
Figure 12.The numbers of dropped requests in three mapping schemes
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1 1 1 1 1
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Figure 13.The variance of ert-VR service when the number of MSs is 40
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Figure 14.The guaranteed rate of three types of QoS services when the number of MSs is 40
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In the third part, we show the performance with and without sorting algorithm to indicate
that deciding the serving order is an important part in our proposed scheme. The figure 15
shows the result we expected, it has bad performance if we serve the biggest request first.
When traffic load become heavier, the biggest request, which may be due to the bad channel
conditions caused lower profit, is to be served first so that the total profits start to decrease
when the number of MSs is more than twenty-five. In figure 16 and 17, we can see that the
data mapper without our sorting algorithm can’t protect the requests with higher priority, it
has almost no difference of the two QoS indices, average delay and number of dropped

requests, between the ert-VR service and rt-VR service.

35[][] T T T T T T
—#— Proposed sorting algorithm
---2+-- Sorting based on size L
3000 T
e
s
2500 - - .
" -
5 -
& 2000 s i
: B
A N
1500 A2 . .
$/-// Y G
1000 f”f T
e
P___x-"
EUU?/ | | | | | |
5 10 15 20 25 30 35 40
Mumber of MSs

656.1692 024 2182| 1.23092+03| 1.5711e+03| 1.9771e+03| 2.3455e+03| 2.6717e+03| 3.0615e+03
656.1461 0254325)1.23232403| 1.5711e403| 1.858%2403| 1.6202e+03| 1.2810e+03| 1.088424+03

Figure 15.The total profits with and without sorting algorithm
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---%--- ert-VR with sorting algorithm
---gr-- t-VR with sorting algorithm
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=
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=
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,,,,,,,,, 3
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U | | | | | |
g 10 15 20 25 30 35 40
Mumber of MSs
1.0829 1.2545 1le122 2.0429 2.3438 28038 3.0733 34604
11897 12773 16824 18818 25533 31316 413592 46392
1.0691 12276 15191 2.3333 9.6236 159024 235738 2531371
11075 1.1995 15306 2.3481 Q.7484 193810 233914 24 9666

The figure 18 and 19 shows the results as we think. It is worth to be mentioned that the
guaranteed rate of nrt-VR is higher than the other two services because the nrt-VR service is
insensitive to delays so that the requests could stay in the queue for a long time and wait to be
served, but the ert-VR service and rt-VR service have the opposite position. They have delay

bound restriction and the data mapper doesn’t take this restriction into consideration to server

Figure 16.The average'delays with and without sorting algorithm

them first so that they are easily to be dropped, caused lower guaranteed rate.
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Figure 17.The numbers of dropped requests with-and without sorting algorithm
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Figure 18.The variance of ert-VR service when the number of MSs is 40
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Figure 19.The guaranteed rate of three types of QoS services when the number of MSs is 40
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Chapter 5.

Conclusion

In this thesis, we present a resource allocation algorithm for taking care of both QoS
requirements for every request and frame utilization. There are four parts in our algorithm, the
first part is to define the priority and profit for every request so that we can decide the serving
order based on these two values; then sort all the requests according to the two indices
mentioned in part one is in our second part; the third part is to make the decision of the ratio
between downlink and uplink sub-frames_depend on the queue status, then an improved

mapping scheme is in our fourth part.

The simulation results confirm that the prediction algorithm is working for raising the
frame utilization because the traffic load in downlink part and uplink change over time so that
allocating more resource to the side ‘with-more traffic data is quite a reasonable way. The
simulation results also show that our algorithm has better performance for protecting the QoS
requirements, for example, higher profit, less number of dropped requests, lower average

delay and etc.

38



References

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

IEEE Std 802.16-2009, IEEE Standard for Local and metropolitan area networks — Part
16: Air Interface for Broadband Wireless Access Systems

S. T. Sheu, M. H. Tsai, T. Y. Tsai, and Y. H. Tsai, “Condensed Downlink MAP
Structures for IEEE 802.16e Wireless Metropolitan Area Networks (MANSs)” in Proc.
IEEE VTC’10, ppl-5, May 2010

C. So-In, R. Jain and A. A. Tamimi, “OCSA: An algorithm for burst mapping in IEEE
802.16e mobile WiMAX networks1,2, ” in Proc. IEEE APCC’09, pp.52-58, Oct. 2009.
C. So-In, R. Jain and A. A. Tamimi, “eOCSA: An algorithm for burst mapping with
strict QoS requirements in IEEE 802.16e Mobile WiIMAX networks, ” in Proc. |IEEE
2nd IFIP’09, pp.1-5, Dec. 2009

C. Desset, E. B. de Lima Filho, and G. Lenoir, “WiMAX Downlink OFDMA Burst
Placement for Optimized Receiver Duty-Cycling” in Proc. IEEE ICC’07, pp.5149-5154,
Jun. 2007.

A. Erta, C. Cicconetti, and L. Lenzini, “A Downlink Data Region Allocation Algorithm
for IEEE 802.16e OFDMA” in Proc: I[EEE /CICS 07, pp.1-5, Dec. 2007.

X. Jin, J. H. Zhou, J. L. Hu, J. L. Shi, Y. Sun, and E. Dutkiewicz, “An Efficient
Downlink Data Mapping Algorithm for IEEE 802.16e OFDMA Systems” in Proc. IEEE
GLOBECOM’08, pp.1-5;.Dec. 2008.

C. Cicconetti, L. Lenzini, A. Lodi, S. Martello, E. Mingozzi and M. Monaci,
“Efficient Two-dimensional Data Allocation in IEEE 802.16 OFDMA, ” in Proc. IEEE
INFOCOM’10, pp.1-9, Mar. 2010

P. G. Sarigiannidis, G. I. Papadimitriou, P. Nicopolitidis, M. S. Obaidat, and A. S.
Pomportsis, “A Novel Adaptive Mapping Scheme for IEEE 802.16 Mobile Downlink
Framing” in Proc. IEEE GLOBECOM 10, pp.1-5, Dec. 2010

P. G. Sarigiannidis, M. D. Louta, and P. Chatzimisions, “A Novel Fair Mapping
Scheme for IEEE 802.16 Downlink Sub-Frame” in Proc. IEEE ICUMT "10, pp.763-768,
Oct. 2010

Y. Ben-Shimol, I. Kitroser, and Y. Dinitz, “Two-Dimensional Mapping for Wireless
OFDMA System” in Proc. IEEE Transactions on ‘06, pp.388-396, Sep. 2006

S. Kuei-Ping, C. Hung-Chang, C. Chi-Tao, and H. Tsung-Han, “Channel-Aware
Subchannel Renumbering and Downlink Burst Allocation for IEEE 802.16 OFDMA
Systems” in Proc. IEEE WCNC 10, pp.1-6, Apr. 2010

R. Cohen, and L. Katzir, “Computational Analysis and Efficient Algorithms for Micro
and Macro OFDMA Scheduling” in Proc. IEEE INFOCOM 08, pp.511-519, Apr. 2008

39



100

- I
" e 1 W

= 4l 48 » + WiIMAX802.16e & <z % ¢ CR A e




