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In this paper we study the regularity properties of solutions of a single conser- 
vation law. We prove that if the flux function f( .) is smooth and totally nonlinear 
in the sense that f”( .) vanishes at isolated points only, and if the initial data us( .) 
are bounded and measurable, then f’(u( ‘, 1)) is in the class of functions of locally 
bounded variation for ah f 10. 0 1986 Academic Press, IIIC. 

1. TNTR~DUCTI~N 

In this paper we will study the regularity properties of solutions of a 
single conservation law 

u, +f(u), = 0, t>o, --ccl<<<<, 

44 0) = I,, 
(1.1) 

-co<x<<. 

We assume that f( *) is smooth and totally nonlinear in the sense that 
f”( .) vanishes at isolated points only. The initial data uO( .) are bounded 
and measurable. 

It is well known that, in general, the initial value problem for (1.1) does 
not have global smooth solutions even if the initial data uO(.) are smooth. 
Hence we look for weak solutions: a weak solution of (1.1) is a bounded 
and measurable function u such that for any C” function g: R x R -+ R 
with compact support 

s (1.2) 
RxR+ 

where R+={tgR:t>O}. 
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In general, (1.1) does not have a unique weak solution. In order to single 
out a unique physical solution of (1.1 ), one requires that u: R x R + + R 
satisfies an additional condition called entropy condition. One of the for- 
mulations is as follows: Let u be piecewise smooth. Then across a discon- 
tinuity line x = x(t), the solution u satisfies the Rankine-Hugoniot condition 
(R-H) and the entropy condition (E) [14] 

x’(t)=a(u-, u,), U-W 

a(u-, u+)<a(u-, u) for all u’s between u ~ and u + , (El 

where u, =u(x(t)+O, t), u- =u(x(t)-0, t), and a(u,,u,) is the shock 
speed defined by 

(1.3) 

In the case f( . ) is strictly convex (or concave), Lax [ 121 discovers an 
explicit solution for (1.1). Using an explicit representation of solutions 
similar to Lax’s, Oleinik [ 131 studies the structure of solutions of (1.1) and 
shows that solutions are continuous except on the union of an at most 
countable set of Lipschitz continuous curves (shocks). Dafermos [S], using 
a different approach, can also establish the above results. In the case f( . ) is 
uniformly strictly convex (f”(. ) > E > 0), Lax [ 121 establishes that u( ., t) is 
in the class of functions of locally bounded variation in the sense of Tonelli 
and Cesari (space BV) for bounded and measurable initial data uO(. ). 

When we remove the convexity condition on f( . ), we still have existence 
and uniqueness theorems (Kruzkov [ll]). But we know little about the 
structure of solutions for (1.1). Furthermore, the solutions for (1.1) are 
much more complicated for nonconvex f(. ). See, for example, Ballou [ 11, 
Cheng [2, 31, Conlon [7], and Greenberg and Tong [9]. The result of 
Lax [12] mentioned above naturally leads one to conjecture that it still 
holds even f”(. ) changes sign. If this conjecture were true, then mem- 
bership in the space BV would provide maximal information on the struc- 
ture of solutions of (1.1). Unfortunately, Cheng [4] gives two examples to 
show that the space BV is not enough for hyperbolic conservation laws. In 
these two examples, although u( ., t) does not belong to the space BV, 
f’(u( ., t)) does belong to the space BV. Thus it is hopefully true that 
f’(u(., t)) belongs to the space BV for all t > 0 for nonconvex f( .). 

Recently, Cheng [6] proved that f’(u( ., t)) belongs to BV for all t > 0 in 
a special case where f”(. ) vanishes at a single point only and changes sign 
there. In this paper we shall give a complete proof of the above results for a 
function f with exactly two zero points of f”(u). But we already can see 
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that our proof can be generalized to cover the case for general totally non- 
linear f: 

We organize this paper as follows. In Section 2 we give the definition of 
generalized solutions of (1.1) and write down the existence and uniqueness 
theorems of Kruzkov [ 111. In Section 3, we collect some well-known 
results for convex f which we need. In Section 4, we give the results for the 
case where f”( .) vanishes at a single point only and changes sign there. 
This is not only for the sake of completeness of this paper but also for the 
need and better understanding of Section 5. In Section 5 we give detailed 
information for the case where f”(. ) vanishes at exactly two points and 
changes sign there. Finally, we give some remarks in Section 6 to discuss 
the case of totally nonlinearf: 

2. GENERALIZED SOLUTIONS 

Following Kruzkov [ 111, we let 

&={(x,t): -m<X<co,O,<t~T}. 

We assume that f(u) is a smooth function in - cc < u < CC and uO( .) is a 
bounded and measurable function in - co <x < co. 

DEFINITION 2.1. A bounded measurable function u(x, t) is called a 
generalized solution of problem (1.1) in the band 17, if: 

(1) for any constant k and any smooth function g(x, t) > 0 which has 
compact support strictly contained inside the interior of nT, the following 
inequality holds: 

/.I ( 14x, t) - kl g, + s&d+, 1) - kKf(4x, t)) -f(k)1 g,.} dx dt 2 0; 
UT 

(2.1) 

(2) there exists a set EC [0, T] of measure zero such that for 
t E [0, T] -E the function u(x, t) is defined almost everywhere in 
- co<x<co, and for any N 

lim 
s 

N lu(x, t)-uo(x)l dx=O. 
t-0 -N rE[O,T]--E 

(2.2) 

We have 

THEOREM 2.2 (Kruzkov). Let the functiuns u(x, t) and u(x, t) be 
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generalized solutions of problem (1.1) with initial functions uO(x) and q,(x), 
respectively, where Iu(x, t)l <M and 111(x, t)l < M almost everywhere in ITT. 
Then for almost all t E [0, T,] 

5 
b- ” lu(x, t) - u(x, t)l dx <jb luo(x) - uo(x)l dx, (2.3) 
a+ VI a 

where - co<a<b<oo, V=max{If’(u)l: (u) GM}, and T,=min(T, 
(b - a)/2V}. 

Hence we have the uniqueness of generalized solutions of (1.1). 

THEOREM 2.3 (Kruzkov). The generalized solution of problem ( 1.1) in the 
band ITT is unique. 

We need also the following ordering principle. 

THEOREM 2.4 (Kruzkov). Let the functions u(x, t) and u(x, t) be the 
generalized solutions of (1.1) with initial functions uO(x) and u,,(x), respec- 
tively. Let u,(x)< vO(x) almost everywhere in (- 00, co). Then u(x, t) 6 
u(x, t) almost euerywhere in II,. 

For the existence part of (l.l), we have 

THEOREM 2.5 (Kruzkov). Let luO(x)l <M and u&(x, t) be the solution of 
the following problem: 

U,+f(U)x=%x? t>o, -a3<xx<, 
lim s b 

u(x, t) dx = uo(x) dx for all - 00 <a < b < 00. 
I-o+ a 

Then U&(X, t) converges as E -+O+ almost everywhere in IIT to a function 
u(x, t) which is a generalized solution of (1.1) and ju(x, t)l d M. 

THEOREM 2.6 (Kruzkov). A generalized solution of (1.1) exists. 

3. THE CASEf"(U)>O 

3.1. Construction of Solutions 

Following Lax [ 121, we assume that f satisfies: 

(i) f(u) is a smooth function on - 00 <u < co; 

(ii) f”(u) > 0 for all u and f”(u) = 0 at isolated points only; 
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(iii) f(u) + cc as 1~1 -+ co; 

(iv) f(u)/lul --t co as 1241 + co. 

We define the conjugate function g(s) by the relation 

g(s)=max{us-f(u)). 
u 

(3.1) 

It is easy to see that g also satisfies (i)-(iv). Let I+,(’ ) be a measurable 
function and - co -C a 6 uO(x) 6 b < CC for almost all x E ( - co, CC ). Let 

(3.2) 

G(x, t) = min F(x, t; y). (3.3) 
-ZD<.“<CE 

We have 

THEOREM 3.1 (Lax). (1) For given t > 0, with the exception of a coun- 
table set of values of x, the function F(x, t; y) assumes its minimum at a 
single point which we denote by yO(x, t). 

(2) For all those (x, t) which y,(x, t) is defined, let 

u(x, ,,=b(x- ‘:(” ‘)), 

where b( ’ ) is the inverse function off ‘(. ), that is, b( f ‘(u)) = u. Then u(x, t) 
is a generalized solution of (1.1) with a d u(x, t) < b almost everywhere. 

(3) G(x, t) is a Lipschitz continuous function in {(x, t): - 00 < x < co, 
Odt<oo) and 

i?G(x, t)/dx = u(x, t) (3.4) 

dG(x, t)/& = -f(u(x, t)). (3.5) 

For our purposes we need another method of construction of u(x, t). Let f 
satisfy: f”(u) 2 0 for u E [a, b] and f”(u) = 0 at isolated points only. Let 
uO(*) be a measurable function with -CC <a < u(x) < b < co almost 
everywhere and let G(x, t) be 

G(x, t)= min a<u<b t(uf ‘(u) -f(u)) + j;-“‘“” udrl) h}. (3.6) 
. . 
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From the above results of Lax. we have 

THEOREM 3.2. (1) The G(x, t) in (3.6) is a Lipschitz continuous 
function. 

(2) For given t > 0, with the exception of a countable set of values of 
x, aG(x, tyax and aG(x, tyat exist. 

(3) Let u(x, t) s BG(x, t)/ax when the latter exists. Then u(x, t) is a 
generalized solution of ( 1.1). 

(4) aqx, tyat = -~(u(x, t)). 

ProoJ Let T(U) b e a smooth extension off to ( - co, co) and 7 satisfies 
the assumptions (i)-(iv) indicated in the beginning of this subsection. Let g 
be the conjugate function of 7 Then from Theorem 3.1, we have 

Thus the G(x, t) in (3.6) is the same G(x, t) in (3.3). This completes the 
proof. Q.E.D. 

Remark. If f “(u) < 0, then we use min in (3.1) and max in (3.3). 

3.2. Properties of Solutions 

From the results of Hopf [lo], Lax [12], Oleinik [13], and Dafermos 
[8] we have 

THEOREM 3.3. The generalized solution u(x, t) of Theorem 3.2 has the 
following properties: 

(1) u(x, t) is continuous on {(x, t): - 03 <x < co, 0 < t < cc,} except 
on r, which is the union of an at most countable set of Lipschitz continuous 
curves. 

(2) u(x 5 0, t) exists for all t > 0 and for all x and 

f’(u(x-0, t))>f’(u(x+O, t)). 
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(3) For a fixedpoint (x,, to), t,>O, 

for all (x, t) E L ‘, where 

L” = {(x, t): x=x0 -f’(u(x, & 0, t))(to - t), 0 < t < to>. 

(4) If uO( .) is piecewise monotone, then u( ., t) is also piecewise 
monotone. 

3.3. Estimates of Total Variation off ‘(u( ., T)) on [a, b] 

The following results are well known (see, for example, Dafermos [8]). 

THEOREM 3.4. If u(x, t) is a generalized solution of ( 1.1 ), then for 
-co<x<y<aandt>O, 

,f'(u(y+O, t))-f’(u(x+O, t)) 1 
6-. (3.7) 

Y-X t 

In particular, the increasing (and consequently also the total) variation of 
f’(u(., t)) is locally bounded on (- 00, 00). 

We give another estimate of the total variation of f’(u( ., t)). Although 
the following estimate is not sharper than (3.7), the method used to obtain 
this result can be generalized to the nonconvex case. 

THEOREM 3.5. If u(x, t) is a generalized solution of ( 1.1 ), then there exist 
constants C, and Cz depending only on f and the bound A4 of u(x, t), such 
that for all - co < a < b < co and T> 0, 

v+(f’(u(., T)); [a, b])< cl’;-Q’+ c,, (3.8) 

where V’(f’(u(., T)); [a, b]) is the increasing variation of f’(u(‘, T)) on 
[a, bl. 

Proof: Let a,< c < d< b and f’(u( ., T)) be increasing in the interval 
(c, d). From (c, T) and (d, T) we draw two backward characteristics L, and 
L,, respectively, where 

L,={(x,t):x=c-f’(u(c+O, T))(T-t),O<t<T}, 

L,= {(x, t): x= d- f’(u(d- 0, T))(T- t), 0 ,< t < T}. 
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From Theorem 3.3, 

c,=c-f’(u(c+O, T)) Tdd-f’(u(d-0, T)) Tzd,. (3.9) 

Now let A cc,d, be the area of the region bounded by lines L,, Ld, t = 0 and 
t = T. Then 

A [c,cq = ,r {Cd-f’W-0, TINT- t)l s 

- Cc-f’(u(c+O, T))(T- t)]} dt 

= ,,’ {(do - co) + [f’(u(d- 0, T)) -f’(u(c + 0, T))] t} dt s 

=(do-c,) T+$T*[f’(u(d-0, T))-f’(u(c+O, T))]. (3.10) 

From (3.9) and (3.10) we have 

[f’(u(d-0, T))-f’(u(c+O, T))]+% (3.11) 

Sincef’(u( ., T)) decreases across shocks, we have 

I’+ tf’(4., T)); [a, bl) = c IIf’(u(d- 0, 7’)) -f’(u(c + 0, T))l> 
(4) 

where the sum is over all disjoint open intervals (c, d) c [a, b] such that 
f’(u(., T)) is increasing on (c, d). This sum is at most a countable sum. 
Using (3.11) we have 

(3.12) 

Now let V=max{IS’(u)l: 1~1 GM), we have 

1 A cc,q < T(b - a) + I/T*. 
(c,d) 

Thus we have 

(3.13) 

V’+(f’(u(., T)); [a, bl)+ {TV-a)+ VT*} 

=w-4+C 
T 2 (3.14) 

where C, = 2 and C, = 2V. This completes the proof of Theorem 3.5. 
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4. THE CASE f”(u) VANISHES AT A SINGLE POINT ONLY 
AND CHANGES SIGN THERE 

4.1. Construction of Solution for Piecewise Monotone Initial Data 

Without loss of generality we assume that 

0) f(O) = 0, 
(ii) f”(u)<0 for u<O,f”(O)=O, andf”(u)>O for u>O, 

(iii) f(u)~:f’(O) u + Kuk for 1~1 small, where K is a positive constant 
and k > 3 is an odd integer. 

Now assume that uO(. ) is piecewise monotone and bounded by M. We 
can construct a generalized solution of (1.1). Details of the construction 
method can be found in Cheng [S]. For our purposes and for the sake of 
completeness, we shall outline the construction method in the following. 

Let q <O be given. We define ye* >O to be the unique number which 
satisfies 

f’(rl*) = cf(?*) -f(rl)ll(v* -VI. (4.1) 

Similarly, let q>O be given. We define yl* <O to be the unique number 
which satisfies 

f’(rl*) = Cf(?*) -f(?)l/(S* - rl). (4.2) 

DEFINITION 4.1. Let x( *): (a, b) -+ R be a shock of the generalized 
solution of (l.l), that is, u(x(t) + 0, t) # u(x(t) -0, t) for all t E (a, b) and 
x( . ) is Lipschitz continuous in (a, b). We call this shock 

(i) a type-1 shock if 

f’(u(x(t) - 0, t)) > x’(t) >f’(u(x(t) + 0, t)) 

for almost all t E (a, b). 

(ii) a type-II shock if 

f’(u(x(t) - 0, t)) > x’(t) =f’(u(x(t) + 0, t)) 

for almost all t E (a, b). 

For the convenience of the reader, we give some examples of these 
shocks. Consider first the case 

u(x, t) = u, for x<at, 
t>O 

= u, for x>at, 
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where Q = (f(u,)-f(u,))/(u,-u,) and u,<O, u,< u,<u:. It is easy to see 
that u is a generalized solution and 

f’(ur) < fJ <f’(u,). 

Hence x = et is a type-1 shock. 
Now consider the initial data uO(x). u,,(x) is negative and monotonically 

decreasing in (-co, 0] and uO(x) = u, >O for x > 0. We assume that 
u,(O - 0) = u[ and u, = (u,)*. We shall briefly describe how to construct the 
generalized solution for this initial data. First of all, since uO(x) is 
monotonically decreasing in ( - co, 01, is negative, and f”(u) < 0 for u < 0, 
we havef’(u,(x)) is monotonically increasing in ( - co, 01. For given y < 0, 
we draw every possible line from (y, 0) with speed u between f’(u,( y - 0)) 
and f’(u,,( y + 0)). Along the line with speed u we assign u = h r( u), where h I 
is the inverse function off’ in ( - co, 01. It is easy to see that these lines can 
be extended to t = co without intersections and cover a region {(x, t): 
x <f’(u,) t, 0 < t < co > s D. It is also easy to see that the u defined above is 
a locally Lipschitz continuous function on D. Now consider another 
function u* defined on D, 

u*(x, t) = (u(x, t))* for all (x, t) E D. 

Consider the ordinary differential equation 

dx(t) f(u(x(t)? t)) --f(u*(x(t)? t)) -= 
dt 44th t) - U*(x(t), t) 

=f’(u*(x(t), t)) 

x(0) = 0. 

It is easy to see that there is a unique solution x = x(t) such that 
(x(t), t) E D for all 0 < t < co. Furthermore x’(t) is Lipschitz continuous 
with x”(t) < 0. Now at every point of (x(t), t), we draw a line L, with speed 
f’(u*(x(t), t)) in the positive time direction. These lines L, will cover a fan- 
like region H without intersection with each other, where 

H={(x,t):x(t)<x<f’(u,)t,O<t<~}. 

Now let ii(x, t) be defined by 

U(x’, t’) = u(x’, t’) if x’ < x( t’), 

= u*(x(t), t) if (x’, t’)EL,cH, 

= 24, if f’(u,) t’ < x’. 

It is easy to see that U(x, t) is a generalized solution of (1.1) and x = x(t) is 
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a type-II shock. For detailed construction we refer to Ballou [l] and 
Cheng [S]. 

We first consider the case that the initial data uO( .) are piecewise 
monotone and uO(x) < 0 for x < 0 and uO(x) > 0 for x > 0. We define 

us(x) = min(max){u,(x), 0} for i= l(2), (4.3) 

Fi(Xy t; U)= t(Uf’(U)--f(U))+ jfeI’(‘)‘Ub(y)d~, i= 1, 2, (4.4) 

and 

G,(x, t) = ~no” F,tx, t; u), (4.5) 

G,(x, t) = I$; F2(x, t; u). (4.6) 

Now Gi(x, t), i = 1, 2, are Lipschitz continuous functions. Hence the 
equation 

Gltx, t) = G,tx, t) (4.7) 

determines a Lipschitz continuous curve x = y(t). It is easy to see that 

2 (Y(t), t) Y’(t) +T (Y(t), t) 
=z (Y(t), 1) r’(t) + $ (y(t), t). (4.8) 

We let G(x, t) = G,(x, t) if x < y(t) and G(x, t) = G,(x, t) if x > y(t). Then 
G(x, t) is a Lipschitz continuous function. Using Theorem 3.2 and 
Eq. (4.8), it is easy to see that u(x, t) = aG(x, t)/ax is a weak solution of 
(1.1) in the sense of (1.2). But u(x, t) is not necessarily a generalized 
solution of ( 1.1) in the sense of Definition 2.1. The reason is that u(x, t) 
may be discontinuous across the curve y(t). In that case, (4.8) assures us 
that this discontinuity line y(t) satisfies the Rankine-Hugoniot condition 
(R-H). But y(t) may not satisfy the entropy condition (E). In Cheng [S], 
we give a detailed method to modify y(t) in order to obtain a generalized 
solution in the sense of Definition 2.1. We write the result into the follow- 
ing theorem. 

THEOREM 4.2. Let u,,( .) be bounded and piecewise monotone and 
u,(x)<0 for x<O and u,(x)>0 for x>O. Then we can construct a 
Lipschitz continuous function G(x, t) and a curve x = y(t), such that u(x, t) 3 



90 KUO-SHUNGCHENG 

~G(x, t)/ax is a generalized solution of (1.1) and u(x, t) < 0 for x < y(t), 
u(x, t) > 0 for x > r(t). Furthermore, zf {y(t): a < t < b } is a discontinuity line 
of u(x, t), then it satisfie the entropy condition (E) and it is a type-1 shock 
or type-11 shock (Definition 4.1). 

Now assume that uO(. ) is bounded and piecewise monotone. Then there 
exist y, < yZ< ... <yN, such that u,,(x)E(--,O] for x~(y,, y,+r) if iis 
even and u,,(x)E [0, co) for XE (yi, y,,,) if i is odd. We already set 
y,= --co and yN+,= cc for convenience in the above expression. Of 
course it is equally possible that uO(x) E [0, cc) for x E (y,, yi+ 1) if i is even. 
But we consider only the first case. To construct the solution, we first use 
Theorem 4.2 to construct a Gr,(x, t) for the initial data u;‘(x), where 
uh’( x) = uO( x) for x < y2 and uA*( X) = 0 for y, -C x. Now let U:(X) = Q(X) for 
y, <x < y3 and u:(x) = 0 otherwise. Define 

F,(x, t;u)=t(uf’(u)-f(u))+ j;-i’(U”u;(y) dy (4.9) 

and 

G,(x, t) = y:; F,(x, t; u). (4.10) 

Now set G&x, t) = G,(x, t) +j;; u,(y) dy to determine a Lipschitz con- 
tinuous curve x=y2(t) with y*(O) = y,, modifying y*(t) if y*(f) does not 
satisfy the entropy condition (E). Thus we can find a Lipschitz continuous 
G&x, t) such that ~r*~(x, t) = aG,,,(x, t)/ax is a generalized solution for 
(1.1) with initial data Undo, where Undo = uO(x) for x < y, and 
u;“(x) =0 otherwise. Repeating this process, we finally can construct 
WG t)=Gn...(N+1) (x, t) such that BG(x, t)/ax= u(x, t) is the unique 
generalized solution of ( 1.1). 

4.2. Properties of Solutions for Piecewise Monotone Initial Data 

From the construction method of subsection 4.1, we have 

THEOREM 4.3. Assume that f satisfies assumptions (i)-(iii) at the begin- 
ning of subsection 4.1 and u,J. ) is bounded and piecewise monotone. Then the 
generalized solution of (l.l), u(x, t), has the following properties: 

(i) Regions ((x, 6): u(x, t)>O) are separated from regions ((x, t): 
u(x, t) < 0} by a finite number of Lipschitz continuous curves which are 
genuine characteristics, type-1 shocks, or type-II shocks. 

(ii) u(x + 0, t) exists for all t > 0 and for all x E ( - w, w ) and 

f ‘(u(x - 0, t)) 2 f ‘(u(x + 0, t)). 
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(iii) u(x, t) is continuous except on the union of an at most countable 
set of Lipschitz continuous curves. 

(iv) For every fixed (z, z) with t > 0, there exists a backward 
generalized characteristic which is the union of a finite number of genuine 
characteristics, that is, there exist a nonnegative integer n, times t,, t2,,,., t,, 
o<t,< . . . < t, < z, uO, u, ,..., u,, and x,(t), x,(t) ,..., x,(t) such that 

(a) x,(t)=z+f’(u,)(t-z), t, < t < z, xk(f)=xk+I(tk+l)+ 
f’(~~)(t-t~+~), tk<t<tk+,, k=O, l,..., (n-1); 

(b) u(~~(t)~O,t)=u(x,Jt),t)=u~for tk<t<tk+,, k=O, l,..., n; 

(cl u, = u(z - 0, t) and uk, k = 0, l,..., (n - 1 ), satisfy 

that is, using (4.1) and (4.2) 

U k+l =uk* or uk + I = tUk), ; 

(d) there is a type-11 shock passing through (xk(tk), tk) for each 
k = 1, 2 ,..., n with shock speed f ‘(u,). 

Proof: Parts (i), (ii), (iii) are easy consequences of the construction 
method. To prove (iv), consider (z, r) fixed with r >O. If u(z + 0, r) = 
u(z - 0, t), then u is continuous at (z, r) and there exists a genuine charac- 
teristic (backward) passing through (z, z) with speed f’(u(z, r)). This 
backward genuine characteristic can terminate only at the line t = 0 or at a 
type-II shock x = y(t). If it terminates at the line t = 0, then we are done. If 
it terminates at a type-II shock x = y(t) at t’ < r, then u(y(t’) + 0, t’) = 
u(z, t) and (u(y(t’)-0, I’))*= ( , ) u z T or (u(y(t’) -0, t’))* = u(z, z). Now 
from (y(t’), t’) we draw a backward genuine characteristic with speed 
f ‘( u(y( t’) - 0, t’)). Continuing this process, taking into consideration the 
piecewise monotonicity of uO(. ), we prove (iv). If u(z + 0, t) # u(z - 0, r) 
and the shock passing through (z, r) is a type-1 shock, then we can draw 
two backward genuine characteristics from (z, t) with speeds f ‘(u(z + 0, z)) 
and f ‘(u(z - 0, z)), respectively. If u(z + 0, r) # u(z - 0, r) and the shock 
passing through (z, r) is a type-II shock, then we can draw only a 
backward characteristic from (z, z) with speed f’(u(z - 0, 7)). This com- 
pletes the proof of this theorem. Q.E.D. 

Of these properties, the last one is the most important one. We shall call 
this backward generalized characteristic C,(z, z). It is easy to see that 
Cb(z, z) is not uniquely determined by (z, r) in general. But CJz, r) and 
Cb(z’, t) never intersect each other except at t = 0 for z # z’. 
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4.3. Estimates of Total Variation off ‘(u( -, t)) 
Now assume that uO( .) is piecewise monotone and luO(x)I <A4 for 

almost all XE (-co, 00). Let u(x, t) be the generalized solution 
corresponding to the initial data u,-,(. ). We have the following fundamental 
theorem. 

THEOREM 4.4. There exist constants C, and C2 depending only on f and 
M, such thatfor all -oo<a<b<co and T>O, 

v+(f’(u(*, T)); [a, b]) < cl(bF a) + C2, (4.11) 

where V’(g(.); [a, b]) is the increasing variation offunction g on [a, b]. 

To prove this theorem we need some lemmas. 

LEMMA 4.5. Zf x(. ): (tl, t2) + R is a type-II shock for u(x, t), then 

(i) U(t)=u(x(t)-0, t) exists for tE(tl, tz) and f’(U(t)) is a 
monotone decreasing function, 

(ii) u(x(t)+O, t)=(u(x(t)-0, t))* or (u(x(t)-0, t))*, 

(iii) x,(t) = f ‘(4x(t) - 03 t)) -f ‘(4x(t) + 03 t)) 
24(x(t)-0, t)-u(x(t)+O, t) 

=f ‘(4x(t) + 0, t)), 

(iv) x’(t) is Lipschitz continuous on (tl, tz) and x”(t) < 0. 

Proof: This is a basic property for type-II shock. For a detailed proof, 
see Ballou [ 11. We omit it. Q.E.D. 

LEMMA 4.6. Let z(.): [tl, t,] + R be a type-II shock for u(x, t). Let 
(y, z) be the intersection point of tangent lines of z( t) from points (z(tl), t,) 
and (z(t*), t2), where t, < t2, Then there exists a constant 6 > 0 depending 
only on f and M, such that 

(t2 - z) 2 $(tz - t1) (4.12) 

for allO<(t,-t,)<& 

Proof The number y and z satisfy the following equations: 

Y = z(t1) + z’(t,)(r - t1), 

y = z( t2) + z’( t*)(T - t*). 
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Hence we have 

z = Z(h) - dt1) + z’(t1) t1 - Z’(f2) t2 

z’(t,) - z’(f*) 
if z’(tl) #z’(t,). 

A simple calculation gives us 

~=z’Zl(tl)(f2-tl)-(Z(f2)-Z(tl))~F(f2 t,) 

t2 - 11 (z’(t1) - z’(f2))(t2 - t1) ’ . 

From Lemma 4.5, we have 

z”(t) < 0. 

Thus F(t2, t,)>O for all t,> tl. Now 

lim F(t2, t,) = 4 
12 - 1, + 

uniformly in t r. Hence we can choose 6 > 0, depending only on f and M, 
suffkiently small such that 

flt2, t1,2+ 

for all (t2 - tl) < 6. This completes the proof of Lemma 4.6. Q.E.D. 

LEMMA 4.7. Let (ui}E 1 and { ui}z 1 be two sequences which satisfy: 

(i) ui and vi have the same sign, i = 0, 1, 2 ,..., 

(ii) luol GM, boI GM, 
(iii) ui+, = (ui)* or ui+ r = (ui)*, vi+ r = (vi)* or ui+ 1 = (vi)* for all 

i= 0, 1, 2 ,... . Let 

l =f’(L1)-f’(Ll) 
n 

S’(%J -f’(u,) . 

(4.13) 

Then 

lim 1,=(1+8)(k-‘) (4.14) 
n-m 

where k is the k in assumption (iii) of the function f and 6> 0 is a constant 
depending only on k. 

Proof: From assumption (iii) of the function f, if < is sufficiently small, 
we can approximate the function f by f ‘(0) u + KU“ for IuI Q 5, where K is a 
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positive constant and k 2 3 is an odd integer. Now let q < 0 and (q I< 5 be 
given. q* satisfies 

(4.15) 

Or approximately 

k(~*)k-1~(~*)k--+((yl*)k-2q+ *.. +(v)~-‘. (4.16) 

Let (q*/q) = p and (4.16) becomes 

(k-l)pk-‘-pk--- . . . -1~0, (4.17) 

Dividing the obvious factor (p - 1) we have 

G(p)=(k-1)pk-2+(k-2)pk-3+ ... +2p+l=O. (4.18) 

It is easy to see that G(p) < G( - 1) = -(k - 1)/2 < 0 for all p 6 -1 and 
G(p) > G( -4) > 0 for all p > -i. Hence the only real root p,, of G(p) = 0 is 
between - 1 and -4. Now for n 3 N and N sufficiently large we have 
Ju,J < 5 and Jv,( < 5. Thus for n > N 

Hence 

lim A, = I 
0 

k-m 1 

. (4.19) 
“-CC PO 

This completes the proof. Q.E.D. 

LEMMA 4.8. Assume that f’(u( *, T)) is increasing in the interval [c, d]. 
Let C,(c, T) and C,(d, T) be two generalized backward characteristics from 
(c + 0, T) and (d - 0, T). Assume that (d - c) is sufficiently small so that 
C,(c, T) consists of x,(t), x1(t),..., x,(t) and C,(d, T) consists of ye(t), 
yl(t),..., y,(t), where x,(t) is defined between T,6 t d Ti+ 1 with speed f'(ui) 
and y,(t) is de$ned between ti < t < ti+ 1 with speed f  ‘(vi), i = 0, 1, 2,..., n. 
Here for convenience we let T,, = to = 0 and T,, 1 = t, + , = T. Furthermore 
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assume that (d- c) is sufficiently small such that there is a type-II shock 
zk(t) passing through points ( yk(tk), tk) and (x,(T,), Tk) and 

tk> Tk--l, k = 1, 2 ,..., n, (4.20) 

0 < Tk - tk < 6, k = 1, 2 ,..., n, (4.21) 

where 6 is the 6 in Lemma 4.6. Then there exists a constant C depending only 
on f and M, such that 

O~f’(v.)-ff(u.)~~A(r, d; T), (4.22) 

where A(c, d, T) is the area of region bounded by C,(c, T), C,(d, T), t = 0 
and t=T. 

ProoJ We extend xk(t) (below Tk) to intersect yk(t) at time t;. Let A, 
be the area of triangle bounded by the following three lines: 

{(x, t): x = c +f’(u,)(t - T), t d T}, 

{(x, t):x=d+f’(o,)(t-T), t<T}, 

((x, t): t = T}, 

(4.23) 

A,, k = 1,2,..., (n - 1 ), be the area of triangle bounded by the three lines 

(6% t):x=xk+l (Tk+1)+f’(Uk)(t-Tkcl),t~Tk+,}, 

{(x, t):x=yk+,(fk+,)+f’(Uk)(f-tk+I),t~tk+l}, (4.24) 

{(x, t): t=tk+,}, 

and A, be the area of region bounded by the lines 

{(x, t): x=xl(T,)+f’(u,)(t- T,), t< T,}, 

u4 t):x=Yl(t,)+f’(uo)(t-tl), tdtl}, 

((4 t): t = t,}, 

{(x, t): t=O}. 

(4.25) 

It is easy to see that 

An = $(f’(u,) -f’(u,))(T- U2, (4.26) 

A, = ftf’(“k, -.f’(Uk))(tk+ I - tic)‘, k= 1, 2 ,..., (n- 1) (4.27) 
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and 

& = fu-‘bd --f’w)ul)’ + hd0) - %(O)) t,. (4.28) 

From the concavity of zk( .) (Lemma 4.5), 

A(c,d; T)>Lld,+Ll,+ ... +A,. (4.29) 

Letz,=t,,z,=t,+,-t;fork=1,2,...,(n-l)andz,=(T-t~)and 

~k=f’(~k-lw(Uk&t) 
f’(Uk) -f’(Uk) ’ 

k = 1, 2 )...) n. (4.30) 

From (4.21) and Lemma 4.6, we have 

and 

=k 2 ttfk+ 1 - ?k), k = 1, 2,..., (n - 1) (4.31) 

z,>f(T- t,). (4.32) 

Lf,+Lf,-,+ ... +d,~l(f’(u,)-f’(u,))z~+ ... 

+ lu-‘(GJ -f’(ud) 6. (4.33) 

Hence 

(f’(42) -f’(%)) 6 
2(4,+4,-,+ ... +A,) 

z~+~,zt,_,+n,n,_,~~_,+ ... +I,l,-,‘-R,zg’ 

(4.34) 

Let 

mm 4; r,, . . . . %I) 

=Z~+~,T~~,+;In~n~IZ~-2+ ... +&J,-,...A,r& (4.35) 

From (4.31), (4.32) we have 

z,+7,-, + ’ . . + z. 2 T/4. (4.36) 

Hence we have 

w,,..., 4 ; in,-, 70) 

a- (7 
2 

L 1+++ 
1 -1 

... 4 
n 

+R 
n /z n-l”’ 4 

1 . (4.37) 
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Now we take 

C=32 max max 1 &I ’ 
(4.38) 

where the max, in (4.38) exists from Lemma 4.7. 
Combining (4.29), (4.34), (4.37), and (4.38), we have 

0 < (f’(u,) -f’(kl)) + A(c, 4 T). (4.39) 

This completes the proof of this lemma. 

Now we are in a position to prove Theorem 4.4. 

Q.E.D. 

Proof of Theorem 4.4. Assume that f’(u( . , T)) is monotonically increas- 
ing in the interval (c, d) c [a, 61. If necessary we can divide (c, d) into 
small intervals. Hence we can assume that C,(c, T) and C,(d, T) are of the 
type in Lemma 4.8. Across a discontinuity f’(u( ., T)) is decreasing. Hence 
from Lemma 4.8, we have 

v+(f’(u(., T)); [a, bl)= c Cf’(4~-0, T))-f’(u(c+O, T))l 
CC%4 

where the sum C in (4.40) is summing over all disjoint small open intervals 
(c, d) such that f’(u(., T)) is increasing in (c, d). This sum is at most a 
countable sum. 

As in the proof of Theorem 3.5, we have 

,c,, A(c, d; T) 6 T(b - a) + VT*, 
c. 

(4.41) 

where V=maxf If’(u)l: Ju[ GM}. Combining (4.40) and (4.41) we finally 
have 

V’(f’(u(., T)); [a, 61) < cJ-Q)+C T 2, (4.42) 

where C, = C and C2 = CV. This completes the proof of Theorem 4.4. 
Q.E.D. 

Now we can state our main results. 
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THEOREM 4.9. Assume that u,,(x) is a measurable function satisfying 
luO(x)l <M. Let u(x, t) be the generalized solution of (1.1) with these initial 
data. Then 

(i) for all -oo<a<b<oo and T>O, 

V(f'(u(., T)), Ca, bl) 6 “(bT-a)+ cZ, (4.43) 

where C1 and C2 are two constants depending only on f and M, in particular 
for all t>O f’(u(., t))EBV. 

(ii) u(xfO,t)existsforallx~(-a~~,c~)andallt>O. 

(iii) The set {(x, t): u( ., t) is discontinuous at x} is a countable set for 
every t > 0. 

In order to prove these main results, we need more lemmas. 

LEMMA 4.10. If u(x, t) is a generalized solution of (1.1) satisfying 
lu(x, t)l d M, then there exists a constant C depending only on f and M, such 
thatforall --oOaabb<, t,>t,>O, 

ji If’(u(x, tz))-f’(u(x, tl))l dx6C It,--t,I.total 
variation of f’(u(., tl) between (a- V(t2- tI)) and 

(b + Vtz - tl)). (444) 

Proof: This is an easy consequence of the proof of Theorem 4.4. We 
omit the details. 

LEMMA 4.11. Let u(x, t) be a generalized solution of (1.1) satisfying 
Iu(x, t)l < M with piecewise monotone initial data uO(x). rffor a given t > 0, 
(1) u( ., t) is continuous on the interval [c, d], (2) f’(u( ., t)) is monotonically 
increasing on [c, d], and (3) u(d - 0, t) = ii, u(c + 0, t) = V are fixed num- 
bers, then there exists a constant /? depending only on f, M, ii, and U, such 
that 

(d - c) 2 pt. (4.45) 

Proof If the backward characteristics drawing from (c + 0, t) and 
(d- 0, t) with speed f’(G) and f’(ii), respectively, terminate at t = 0, then 

d-f’(ii)t>c-f’(G)t. (4.46) 

Hence we can choose /I = f ‘(U) -f ‘(6). So, in general, there are type-II 
shocks crossing the two generalized backward characteristics C,(c, t) and 
C,(d, t). Assume that the number of type-II shocks crossing these two 
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characteristics is n. From Theorem 4.3(iv) and lu(x, t)l < M, we know that 
n is bounded by N which is a constant depending only on f, M, ii, and 6. 
Using the notations of Theorem 4.3(iv), we have 

d=dlJ+f’(u(J t, +f’(u,)(t2-?l)+ ... +f’(u,)(t-t,), (4.47) 

c=co+f’(uo) T, +f’(ul)(T*- T,)+ ... +f’(u,)(t- T,), (4.48) 

where u, = U and v, = 6. Since U and V are fixed, uk and vk, k = 0, 1,2 ,..., n, 
are also fixed. The variable t 1 can vary from 0 to a time t”; < t. T, is a con- 
tinuous function of t,. t, can vary from tr to t;, t: is a continuous function 
of t,. Continuing this processes, we know that T, is a continuous function 
of t, , t2 ,.,,, t, for k = 1, 2 ,..., n and 

tk*-*<tk<t;:, k = 1, 2 ,..., n, (4.49) 

where to* = 0 and tjj- 1 is a continuous function of t, ,..., t,- I for k > 2. 
Actually, t;: is the number corresponding to 

Tk=Tk+,= ... =T,=t (4.50) 

and tz-, is the number corresponding to Tk = Tk ~, . Hence from (4.47), 
(4.48), and the fact that d, - c0 > 0 we have 

(d-c)> [f’(q)) t, + ..’ +f’(uJf - fJ1 - Cf’(d T, 
+ ... +f’(u,)(t- T,,)] =H(t,, t, ,..., t,). (4.51) 

But from the above consideration we know that H is a positive continuous 
function on a compact set. Hence H has a positive minimum. Now 
Eq. (1.1) is invariant under the dilation x + CIX, t -+ at for a > 0. Thus we 
have a factor t in (4.45). We can choose /?t = min,., min H(t, ,..., t,). Of 
course, there may be some type-II shocks which cross C,(c, t) but not 
C,(d, t). These cases are similar to the case we just discussed. We omit the 
details. This completes the proof. Q.E.D. 

LEMMA 4.12. Let u(x, t) be a generalized solution of (1.1) satisfying 
lu(x, t)l < A4 with piecewise monotone initial data u,,(x). Iffor a given t > 0, 
d > c, u(c f 0, t) = u1 and u(d f 0, t) = u2 are two different fixed numbers 
such that u1 at left cannot be connected to u2 at right to form a shock satisfy- 
ing (E), then there exists a constant y depending only on f, A4, ul, and u2, 
such that 

(d-c) B it. (4.52) 

ProoJ: Without loss of generality, we assume that u1 < 0 and u2 > 0. 
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Since uO(x) is piecewise monotone, f’(u( . , t)) is also piecewise monotone. 
Because u1 cannot be connected to ua to form a shock satisfying the 
entropy condition (E), there must be increasing variation of f’(u( ., t)) in 
the interval (c, d). From the entropy condition, this increasing variation of 
f’(u( *, t)) in (c, d) is at least 

u-‘(o)-f’(u,)l + Cf’(4 -f’(o*)l, 

where U2 < u d u1 and U: = u2. Using Lemma 4.11, we can obtain (4.52). 
This completes the proof. Q.E.D. 

Now we are in a position to prove Theorem 4.9. 

Proof of Theorem 4.9. Assume that uO(x) is bounded by M. We can find 
a sequence of piecewise monotone functions {u;;} which are also bounded 
by M, such that for all -co<a<b<co, 

nl\mm s” u;(x) dx = j* u,,(x) dx. 
a n 

(4.53) 

Now for the given u;(x) we can construct a generalized solution zP(x, t) 
of (1.1) with initial data u;(x). u”(x, t) is also bounded by M. Furthermore 
from Theorem 4.4, the total variation off ‘(zP(x, t)) on [a, b] is bounded 
for t > 0, that is, 

Vf’(u”(., t)); [a, bl) G w-a)+t. t 29 

where c, and c;z are constants depending only on f and M. Using Helly’s 
theorem and Lemma 4.10, we can find a subsequence of {u”(x, t)}, also 
denoted by {zP(x, t)}, such that f’(u”(x, t)) converges almost everywhere 
on {(x, t): l/N $ t < N, -N < x < N) as n + co. Using diagonal process, 
we can find another subsequence of {zP(x, t)}, also denoted by {zP(x, t)}, 
such that f’(u”(x, t)) converges almost everywhere in t > 0 to a bounded 
measurable function g(x, t). From (4.54) it is easy to see that 

VA., t); C4 bl) G 
G(w+e 

t 2 

for all -co<u<b<cc and t>O. Thus for a given t>O, g(., t) is con- 
tinuous except on a countable set. We claim that iP(x, t) also converges for 
those x at which g( ., t) is continuous. Suppose that g( *, t) is continuous at 
x0. If g(x,, t)= f’(O), then f’(u”(x,, t)) -f’(O) as n + co. Hence from 
assumption (iii) off, 

Kk(Un(Xg, t))k-’ + 0, as ~t--+co, 
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or 

Ufl(XO, t) --, 0, as n+co. 

Now assume that g(x,, t) #f’(O). Let u1 < 0 and u2 > 0 be such that 

f’(u,) =f’(uz) = dx,, t). (4.56) 

Choose E < 4min( - ul, u2} suffkiently small such that, if 

Jdyc fr. 0, t) - 24, I <e and lu”(d+O, t)-#2( <&, 

we have 

Id-cl >qt>o, (4.57) 

where v] is a number depending only on f, M, and E. Equation (4.57) is 
possible from Lemmas 4.11 and 4.12. Now since g( ., t) is continuous at x0, 
we can find a number 5, 0 < l< jqt, such that 

Id4 f) - id%, t)l < 6 (4.58) 

for all /x - x0/ < 5, where 

6 = min{ sup If'(u)-f'(%)l, sup lf'b+f'(%)l). (4.59) 
IU-UII <E/2 It4 - 4 < 4 

In the interval (x0 - 5, x,, + ?j), f ‘(u”(x, t)) converges everywhere. Hence 
there exists a measurable set E c (x0 - 5, x0 + [) with measure m(E) < tj 
such that f ‘(U”(x, t)) converges uniformly for all x E (x0 - 5, x,, + r) - E. 
Thus there exists a number N sufficiently large such that 

If'(u"(x, t))- g(x, t)l <6 (4.60) 

for all ~12 iV and all XE (x0 - 5, x,, + 0 -E. Now assume that u”(xO, t) 
does not converge. Since f (nn(x,,, t)) converges to g(x,, tj, there exists a 
subsequence of uI1(xO, t), denoted by unl(xO, t), such that 

and 

zP(x(j, t) + u, for iodd (4.61) 

zP(X& t) + u2 for ieven. (4.62) 

Using (4.57), (4.58), (4.59), (4.60), (4.61), and (4.62) we have for ni Z N, 
xE(xo-5,Xo+t)--% 

(U”‘(X, t)-uu,( <& for iodd (4.63) 
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and 

(d’(X, t) - u*I < & for ieven. (4.64) 

Hence for ni, nj> N, i odd, j even, 

s Ju”‘(x, t) - U”J(X, t)l dx 
(~0-5,xo+5) 

2 s IzP(x, t) - u”‘(x, t)l dx 
(xo-Lxo+e)bE 

2 2t;E. (4.65) 

But from Theorem 2.2 and (4.53) we have 

s x;:; Ju”‘(x, t)-&(x, t)l dx<{4+‘+V’ 1$(x)-u$(x)l dx 
x0-<- VI 

+O as i, j-+co. (4.66) 

Thus we have a contradiction. This proves that u”(x,,, t) converges. 
Hence we prove that u~(x, t) converges almost everywhere to a function 

6(x, t) and g(x, t) = f’(ii(x, t)). It is easy to see that ii(x, t) is a generalized 
solution of (1.1) with initial value uO(. ). From Theorem 2.3, u(x, t) and 
fi(x, t) are equal almost everywhere. Hence we prove (i). Parts (ii) and (iii) 
are easy consequences of the above proof. This completes the proof. 

Q.E.D. 

From Theorem 4.9, we have the following compactness results. The 
strictly convex counterpart was obtained by Lax in [12]. 

THEOREM 4.13. Let {u;;} be a sequence of bounded measurable functions 
with uniform bound M, which converges to u,, in the sense 

n’irnW i” u;(x) dx = J” uO(x) dx 
n a 

(4.67) 

for all - co <a < b < og. Let un(x, t) be the generalized solution of (1.1) with 
initial data u;;(x) and let u(x, t) be the generalized solution of (1.1) 
corresponding to the initial data u,,(x). Then the sequence u” converges 
almost everywhere to u. 

Proof. From the results and the proof of Theorem 4.9, we know that 
Lemmas 4.11 and 4.12 are still valid for general bounded and measurable 
initial data. Again, using the same arguments as in the proof of 
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Theorem 4.9, we can find a subsequence (u”‘} of (u”} such that zP con- 
verges to u almost everywhere. If the whole sequence {u”} does not con- 
verge to u almost everywhere, then we can find an E >O, a set E with 
positive measure in (- 00, co) x (0, co), and a subsequence {u”} of {u”}, 
such that 

Idyx, t) - u(x, t)l 3 & 

for all (x, t) E E. But from the subsequence { 0}, using the same arguments 
as above, we can find another subsequence (~‘5 } of {PI} such that u’; con- 
verges to u almost everywhere. This is a contradiction. This completes the 
proof of this theorem. Q.E.D. 

5. THE CASE WHEN~“(U) VANISHES AND CHANGES SIGN 
AT EXACTLY Two POINTS 

5.1. Construction of Solutions for Piecewise Monotone Initial Data 

We assume that f”(u) has exactly two zero points a, and a2. For 
definiteness, we assume that 

(A): f”(u) < 0 for u>a2 and u<a,, 

f”(U) > 0 for a,<u<a,, 

f(al+v)~f(a,)+f’(a,)rl+GP, lvll small, 

f(az + rl)gf(aJ +f’(ad v - KZqk2, 144 small, 

where K, and K, are two positive constants and k, and k, are two odd 
integers which are greater than three. 

In order to consider the most complete case, we also assume that 

(B): ,‘\rnm f(u)= lim f(u)= --CO. 
U’ -cc 

We need some properties off: 

LEMMA 5.1. Assume that f satisfies assumptions (A) and (B). Then there 
exist 6, and 6, such that 

f’(b )=f(b1)-f(b2)=f~(b ) I 
b, -6, 

2 (5.1) 

where b, < a, and a2 < b,. Furthermore, 6, and b2 are uniquely determined. 
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ProoJ Let 

Since f is convex on ul, a2, it is easy to see that 

Hence a, ES. Now let 6, = inf 5’. From assumption (B), we know that h, is 
finite. Let {c,};= , be a sequence of S such that 

lim c,=bl. (5.3) n-a2 

Let {d,);=,, &>a, for n= 1, 2,..., be a sequence corresponding to the 
sequence {c, ),“= 1 satisfying 

f’(c 
n 

) <f(CJ -f(dn)<f’(d 

cn - 4 
) 

n 9 n = 1, 2,... . 

From assumption (B), {d,}, = I is a bounded sequence. Hence, by passing 
to a subsequence if necessary, we can assume that 

Iim d,,=b,. 
n-30 (5.5) 

We shall prove that 

f’(b )=f(b+f(b2)=yb ), 
1 

61-h 
2 (5.6) 

Assume that 

(5.7) 

Then from the assumption (A), there exists a sufficiently small E > 0, such 
that 

f’@,) <f’(b, - &I< 
I-V, -E) -f(U 

b,-E-bb3 

<fWf(W<f,(b ) 
b,-b, ’ 2’ 

(5.8) 
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This contradicts the definition 6, = inf S. Hence 

f,(b ) Jv,) -f(b) 
1 b,-bz ’ 

Now assume that 

f(bl)-f(bJ <f,(b2) 

b, - 6, 

105 

(5.9) 

(5.10) 

Then there exists a sufficiently small E < 0, such that 

f’(b )<f(b,)-f’(bz)<f’(bl)-f’(b,+&) 
I -. 

b, -b2 b, - (b, + E) 

<f’(b,+~)<f’(bz). (5.11) 

But in this case there still exists a sulliciently small 6 > 0, such that 

(5.12) 

This means that (6, -6)~ S, which is a contradiction to b, =inf S. Thus 

(5.13) 

It is not difficult to see that b, and b, are uniquely determined. This 
completes the proof of this lemma. Q.E.D. 

LEMMA 5.2. For b, < u < a,, there exists unique u*, u* > a,, such that 

f’(U) J-(u) -f(u*) <f’(u*) 
U-Mu* 

(5.14) 

Proof The line passing through (u, f(u)) with slopef’(u) must intersect 
the graph off at exactly two points (u*,j(u*)) and (U*,f(ii*)), where 
a, <u* < 6, and U* > b,. It is easy to see that 

f(u) -f(u*) <f’(u*) 
u-u* 

and “f(u) -Au*) >s,(il*). 
u--ii* 

This completes the proof of this lemma. Q.E.D. 
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LEMMA 5.3. For a, -C u < bZ, there exists unique u*, u* -C aI, such that 

f(u*)<f(u)-f(u*Lj-‘(u). 
u-u* 

(5.15) 

Proof: The proof is similar to that of Lemma 5.2. We omit it. Q.E.D. 

LEMMA 5.4. For a, <u < a,, there exist unique u* and u* such that 
u* <a, and u* > a,, and 

f’(u,) >f(u*)-f(u)=f’(u) =f(u)-f(u*) >f’(u*) (5 16) . . 
u*-u U-U* 

ProoJ The proof is also similar to that of Lemma 5.2. We omit it. 
Q.E.D. 

We need some definitions. 

DEFINITION 5.5. Let x( .): (a, b) + R be a shock of a generalized 
solution u(x, t) of (l.l), that is, u(x(t) + 0, t) # u(x(t) - 0, t) for all t E (a, b) 
and x( . ) is Lipschitz continuous on (a, b). We call this shock 

(i) a type-1 shock, if 

.7(4x(t) - 0, t)) > x’(t) >f’(u(x(t) + 0, t)) 

for almost all t E (a, b). 

(ii) a type-II-f. shock, if 

f’(u(x(t) - 0, t)) > x’(t) =f’(u(x(t) + 0, t)) 

for almost all t E (a, b) and f’(u(x(t)-0, t)) is a monotone decreasing 
function of t. 

(iii) a type-II-R shock, if 

f’(u(x(t)-0, t))=x’(t)>f’(u(x(t)+O, t)) 

for almost all t E (a, b) and f’(u(x(t) + 0, t)) is a monotone increasing 
function of t. 

(iv) a type-III-L shock, if 

j-‘(u(x(t)-0, t))>x’(t)=f’(u(x(t)+O, t)) 

for almost all t E (a, 6) and f’(u(x(t) -0, t)) is a monotone increasing 
function of t. 
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(v) a type-III-R shock, if 

f’(u(x(t)-0, t))=x’(t)>f’(u(x(t)+O, t)) 

for almost all t E (a, b) and S’(u(x(t) + 0, t)) is a monotone decreasing 
function of t. 

(vi) a type-IV shock, if 

f’(u(x(t) + 0, t)) =x’(t) =f’(u(x(t) - 0, t)) 

for all t E (a, b). 

We give some examples of these shocks. 

EXAMPLE 5.6. Let U,,(X) = U, for x<O and U,(X)= U, for x>O, where 
b, < U, < u, < 6,. Then the function u defined by 

24(x, t) = ll/ if x < dt, 

= u, if x > bt, 
(5.17) 

is a generalized solution of (1.1) with these initial data, where CJ = (f(u,) - 
f(u,))/(u, - u,) and x(t) = at is a type-1 shock. 

Proof: It is easy to see that u is a weak solution. From the definition of 
b, and b2, we easily obtain that 

f(u) -f(4) po -“our) ,s(uc) -f(u) (5.18) 
u - 24, UI - ur u,-u 

for all UE [u,, u,]. Hence u satisfies the entropy condition E and u is a 
generalized solution of (1.1). Taking the. limits u + uI and u + U, in (5.18), 
we obtain 

f’(# ) <f(“+f’(ur),f’(u,). r \ 
u/--u, 

(5.19) 

Since b, -c u, < u, < b2, we have 

f’(u 
r 
) <f(u() -f(h) <f’(u,) 

u/--u, 

Thus x(t) = at is a type-1 shock. Q.E.D. 

For type-II-L shock (type-II-R shock is similar), there is already an 
example in Section 4. So we give a type-III-L shock in the following exam- 
ple. 
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EXAMPLE 5.7. Let u,,(. ) be monotonically increasing for x < 0, 
a,du,(x)< b2 for X-CO, and q,(x)=u, for x>O, where 6, <u,<al and 
(u,)* = u,(O - 0) (recall the definition for (u,)* in Lemma 5.2). We shall 
briefly describe the construction process of the generalized solution of ( 1.1) 
with these initial data. 

Let ui(x, t) be the generalized solution of (1.1) with the initial data 
4(X)> 

d(x) = kl(x) if x < 0, 

=a2 if x> 0. 

Since ub(x) E [a,, bJ, ur(x, t) can be obtained from the method in Sec- 
tion 3. We can divide the x - t half plane t > 0 into three regions D, , D2, 
and D,, 

D, = {(x, t): x < y(t), 0 < t}, 

D2=((x,t):y(t)<x<f’(a,)t,0<f}, 

D3= {(x, t):f’(a,)t<x,O<t}, 

where r(t) is a type-I shock. u,(., t) is monotonically increasing in 
(- co, y(t)), ur(x, t) = h3(x/t) for (x, t) E D,, and u,(x, t) = a, for 
(x, t) E: D3, where h3 is the inverse function off’ restricted in [a,, co). Now 
consider +(x, t) which is defined in DI by 

(%(X, t))* =%(x, t), (x, ~)EDI. 

Let x = x(t) be a Lipschitz continuous curve satisfying 

y =fT(u*(x(t), t)) 

x(0) = 0. 

for almost all 2 E (0, 00 ), 

It is easy to see that x(t) is a concave Lipschitz continuous curve in D, and 
dx( t)/dr is monotonically decreasing. From every point of (x(t), t), we draw 
all lines L,(U) with speed v between x’(t + 0) and x’(t - 0) in the positive 
time direction. It is easy to see that all these lines L,(v) cover a fan-like 
region H without intersection with each other, where 

H= {(x’, t’): x(f) <x’<f’(u,) t’, 0< t’}. 



CONSERVATION LAWS 109 

Let u(x, t) be defined by 

u(x’, t’) = 24*(x’, t’) if x’ < x( t’), 

= h,(u) if (x’, t’) E L,(u) c H, (5.20) 

= 24, if f’(u,) t’ < x’, 

where h, is the inverse function off’ restricted in (-co, a,]. Now the 
function u defined in (5.20) is a generalized solution of (1.1) and x = x(t) is 
a type-III-L shock. 

EXAMPLE 5.8. Let uO( + ) be a monotonically decreasing function in 
(- co, co) with u,(O + 0) = b, and ~(0 - 0) = b,. For every ,v < 0, we draw 
all lines L,(u) from (y, 0) with speed v between f’(uo(y - 0)) and 
f’(u,(y + 0)). Along the line L,(u) we assign u = h3(o). For every y > 0, we 
draw all lines L,(u) from (y, 0) with speed between f’(u,(y - 0)) and 
f’(u,( y + 0)). Along this line L,(u) we assign u = h,(u). Here h, and h, are 
inverse functions of j”’ restricted in regions ( - co, ai] and (a,, co ), respec- 
tively. It is easy to see that these lines L,(u) cover the upper x - t plane 
except the line x = ot, where r~ = (f(b*)-f(b,))/(b* - b,). The function u 
defined by the above arguments is continuous except on line x = at. It is 
easy to see that this u is a generalized solution for (1.1) and x = at is a 
type-IV shock. 

For piecewise monotone and bounded initial data uO(. ), we shall briefly 
describe the method of construction of the generalized solution for (1.1). 
For details we refer to Cheng [5]. For convenience we let a, = -co and 
a3=oo. 

Assume that uO( .) is bounded and piecewise monotone. Furthermore 

%(X)E(-% a,1 for x<O 

and 

for x>O. (5.21) 

First we use the construction method of Section 4 to construct the 
generalized solution of (1.1) with the initial data 

&l(x) = %(X) if x CO, 

= u2 if x > 0. 
(5.22) 

We obtain a G(x, t) which is Lipschitz continuous and aG(x, t)/dx = ii(x, t) 
is a generalized solution with initial data (5.22). It is easy to see that ii may 
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contain type-II-L shocks and type-1 shocks only. Now consider the initial 
data 

24,“(x) = a2 

= %(X) 

if x < 0, 

if x > 0. 
(5.23) 

We can obtain a Lipschitz continuous GR(x, t) such that 8GR(x, t)/&x = 
u~(x, t) is a generalized solution of (1.1) with initial data (5.23). Now let 

G(x, t) = GR(x, t) (5.24) 

to determine a curve x = y(t), y(O) = 0. Let G(x, t) be 

qx, t) = G(x, t) if x<y(t), 

= GR(x, t) if x>y(t). 

Then %(x, t)/ax = ii(x, t) is a weak solution of (1.1) in the sense of (1.2). 
U(x, t) is not a generalized solution of ( 1.1) in general. This is because 
x = y(t) need not satisfy the entropy condition (E). We can introduce 
type-II-R shocks to modify y(t). Finally, we can obtain a G(x, t) such that 
~G(x, t)/ax = u(x, t) is the generalized solution of (1.1) with the correct 
initial data uO(. ) of (5.21). We note that the generalized solution u(x, t) 
may contain only type-I, type-II-R, and type-II-L shocks. 

Now consider the following initial data (bounded and piecewise 
monotone): 

WAX) E [a,, a) if x < 0, 

kAx)E(--cO,aIl if x > 0. 
(5.25) 

First, as in the above case, we use the construction method of Section 4 to 
construct the generalized solution of (1.1) with the initial data 

&(x) = h(X) if x CO, 

=a1 if x >O. 
(5.26) 

We obtain a Lipschitz continuous function 6(x, t) such that aG(x, t)/ax = 
ii(x, t) is a generalized solution of (1.1) with initial data (5.26). Now con- 
sider the initial data 

u,“(x) = a, 

= WI(x) 

if x < 0, 

if x > 0. 
(5.27) 

Using the method in Section 3, we can obtain a GR(x, t) such that 
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8GR(x, t)/dx z u~(x, t) is a generalized solution of (1.1) with initial data 
(5.27). Now we let 

G(x, t) = GR(x, t) 

to determine a curve x = y(t) and to modify it if it does not satisfy the 
entropy condition (E). Finally, we obtain a G(x, t) such that aG(x, t)/ax = 
u(x, t) is a generalized solution of (1.1) with initial data (5.25). We have to 
stress here that u(x, t) may contain type-III shocks now. 

For more general bounded and piecewise monotone initial data, we refer 
to Cheng [S] for details of construction of generalized solution. 

5.2. Properties of Solutions for Piecewise Monotone Initial Data 

From the construction of generalized solutions for ( 1.1) we have 

THEOREM 5.9. Let f( ) satisfy the assumptions (A) and (B) and u,,( . ) he 
piecewise monotone. Let u(x, t) be the generalized solution of (1.1) with these 
initial data. Then 

(i) Regions {(x, t): 4x, t) E (- ~0, a,]}, {(A f): 4~ t) E [aI, a,] >, 
and ((x, t): u(x, t)~ [a,, a)} are separated by Lipschitz continuous curves 
which are genuine characteristics, type-1 shocks, type-II-L shocks, type-II-R 
shocks, type-III-L shocks, type-III-R shocks, or t+vpe-IV shocks. 

(ii) u( ., t) is piecewise monotone, especially u(x * 0, t) = u k exists for 
all t>O, for xE(--CO, co), and 

f,(u~)>f(U+)-f(U-)>ff(u ) 
, , 

U+ --urn 
+ 3 

f(u)-f(u~)~f(u+)-f(u~) 
u-u_ u, --u 

for all u’s between u and u+ . 

(iii) u(x, t) is continuous except on the union of an at most countable 
set of Lipschitz continuous curves (shocks). 

ProoJ: These are easy consequences of the construction method. We 
omit the details. Q.E.D. 

THEOREM 5.10. Let u(x, t) be the solution in Theorem 5.9. Then 

(i) Zf x(. ): (a, b) -+ R is a type-II-R shock, then x’(. ) is Lipschitz 
continuous, x”(t) > 0 for almost all t E (a, b), and 

4x(t) + 0, 1) = (4x(t) - 0, t)), 
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u(x(t) + 0, t) = (u(x(t) - 0, t))*. 

(ii) Zf x(.): (a, b) + R 1s a type-II-L shock, then x’( .) is Lipschitz 
continuous, x”(t) < 0 for almost all t E (a, b), and 

u(x(t) - 0, t) = (u(x(t) + 0, t))* 

u(x(t) - 0, t) = (24(x(t) + 0, t))*. 

(iii) If x( .): (a, 6) + R is a type-III-L shock, then x( .) is Lipschitz 
continuous, x’(t) is a decreasing function of t. Furthermore, for fixed 
toEta, b), 

x’(t,+ 0) = lim f’(u(x(t) + 0, t)), 
t-to+ 

x’(tO-0)= lim f’(u(x(t)+O, t)), 
, - to- 

b,> @(to) - 0, toI > a,, 

a, > Wto) + 0, to) 2 b,, 

lim u(x(t) - 0, t) = ( lim u(x( t) + 0, t))*, 
, + to+ r + to+ 

and 

lim u(x(t)-0, t)=( lim u(x(t)+O, t))*. 
f + *o- r - to- 

(iv) If x(. ): (a, 6) + R is a type-III-R shock, then x(.) is Lipschitz 
continuous, x’(t) is an increasing function of t. Furthermore, for fixed 
to 6 (a, b), 

x’(to + 0) = ,lJT+ f’(u(x(t) -0, t)), 

x’(to - 0) = pm f’(u(x(t) - 0, t)), 

6, < u(x(t,) + 0, to) <a,, 

a2 < u(x(t,) - 0, to) < bz, 

lim u(x(t)+O, t)=( lim u(x(t)-0, t)),, 
t+,0+ t--r@+ 
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and 

lim u(x(t) + 0, t) = ( lim 24(x(t) - 0, t))*. 
I - 10- r-to- 

Proof: (i) From the definition of type-II-R shock, we have 

f’(u(x(t)-0, t))=x’(t)>f’(u(x(t)+O, t)) (5.28) 

for almost all t E (a, 6) and f’(u(x(t) + 0, t)) is monotone increasing. From 
conditions (R-H) and (E) of Section 1, we have 

(5.29) x,(t) JIW~) + 02 t)) -.f(u(x(t) -09 t)) 
u(x(t)+O, t)-u(x(t)-0, t) ’ 

J-(4x(t) +o> cl) -f(u(x(t) - 0, t)) $4 --f(u(x(t) -07 cl) 
u(x(t)+O, t)-u(x(t)-0, t) 

(5 30) 
u-u(x(t)-0, t) . 

for all U’S between u(x(t) + 0, t) and u(x(t) - 0, t). From (5.28) and (5.29) 
we have 

4x(t) + 0, f) = (4x(t) - 0, f)), (5.31) 

if U(X( t) + 0, t) E [a,, a2] and 

u(x(t) + 0, 2) = (u(x(t) - 0, I))* (5.32) 

if U(X( t) + 0, t) E [a,, co). Furthermore, since f’(u(x(t) + 0, t)) is monotone 
increasing, u(x(t) + 0, t) is Lipschitz continuous. From (5.31) and (5.32), 
we can regard u(x(t) - 0, t) as a differentiable function of u(x(t) + 0, t). 
Hence from (5.29), x’(t) is a Lipschitz continuous function and 

x”( 2) = 
d f(u(x(t) + 0, t)) --f(WU - 0, t)) 

44x(f) + 0, t)) u(x(t)+O, t)-24(x(t)-0, t) 1 
du(x( t) + 0, I) 

dt ’ 

For either case (5.31) or (5.32) it is easy to see that x”(r) 20 and x”(t) = 0 
only if du(x(r) +O, l)/dt =O. This proves (i). Case (ii) can be similarly 
proved. 

Cases (iii) and (iv) can also be similarly proved. The only difference is 
that u(x(t) - 0, t) can be discontinuous in case (iii) and u(x(t) + 0, t) can be 
discontinuous in case (iv). See also Example 5.7 to get a feeling of type-III 
shocks. This completes the proof. Q.E.D. 
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THEOREM 5.11. Let u(x, t) be the generalized solution in Theorem 5.9. If 
f’(u( ., to)) is monotonically decreasing or is a constant in the interval (a, b), 
then 

L,={(x,t):x=a+f’(u(a+O,t,))(t-t,),O<t<t,} 

and 

L2 = {(x, t): x = b + f ‘(u(b - 0, to))( t - to), 0 < t < to} 

are two genuine characteristics, that is, 

u(x + 0, t) = u(x - 0, t) = u(a + 0, to) for all (x, t)E L, 

and 

u(x + 0, t) = u(x - 0, t) = u(b - 0, to) for all (x, t) E Lz. 

Proof. From our construction of solution U(X, t), each type-II or 
type-III shock generates a fan with monotonically increasing f’(u( ., t)). 
Hence the backward genuine characteristics from (a + 0, to) and (b - 0, to) 
cannot terminate at a type-II or type-III shock. Obviously they also cannot 
terminate to a type-1 or type-IV shock (entropy condition (E)). Hence they 
must extend to t = 0. This completes the proof. Q.E.D. 

THEOREM 5.12. Let u(x, t) be the generalized solution in Theorem 5.9. 
Let (x0, to) be a point with to > 0. Zf u(x, - 0, to) = b, and u(xO + 0, to) = b,, 
then u(x - 0, t) = b, and u(x + 0, t) = b, for ah (x, t) E L, where 

L = ((x, t): x = x0 + f’(b,)(t - to), 0 < t < to}. 

Proof It is obvious that the backward genuine characteristics from 
(x,-O, to) and (x0 +O, to) are the line L. This line L is a type-IV shock 
which cannot terminate to any type-II or type-III shock. This completes 
the proof. Q.E.D. 

THEOREM 5.13. Let u(x, t) be the generalized solution in Theorem 5.9. If 
f’(u( ., to)) is increasing in the interval (x1, x,), then f’(u( ., t)) is continuous 
in (x1, x2), where t, > 0. Furthermore, zf there is no type-IV shock passing 
through the line segment {(x, t,): x1 <x < x2}, then u( ., to) is also con- 
tinuous in (x1, x2) and 

{u(x, t,):x,<x<x,}c(--,a,] or [a,,a,] or [a,, co). (5.33) 

Proof: Assume that f’(u( ., to) has a jump discontinuity at X~E (xi, x,), 
then since f’(u( ., to)) is increasing in (x,, x,), we have f’(u(x,- 0, to)) < 
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f’(u(x, + 0, to)), which contradicts Theorem 5.9(ii). Hence f’(u( ., to)) is 
continuous in (xi, x1). Now assume that u( -, to) is discontinuous at 
X~E (xi, x2), then f’(u(x, - 0, to)) =f’(u(x, + 0, to)). But in this case, 
f’(4xo - 0, to)) = (f(@o + 0, to)) -f(dxo - 03 to)M4xo + 03 to) - 
u(x,, - 0, to)). Hence from Lemma 5.1, entropy condition (E), and the 
assumptions (A) and (B) of f, we have u(xO - 0, to) = 6, and 
u(xO + 0, to) = b,. From Theorem 5.12, there is a type-IV shock passing 
through (x,, to). Thus if there is no type-IV shock passing through the 
segment (xi, x,), then u( ., to) is also continuous on (xi, x2). Finally, (5.33) 
is an easy consequence of the continuity of u( ., to) and the monotonicity of 
f ‘(u( ., to)), This completes the proof. Q.E.D. 

THEOREM 5.14. Let u(x, t) be the generalized solution in Theorem 5.9. 
Let (x,, T) be a point in Rx R+ with T > 0. Then there exists a backward 
generalized characteristic from (x,, T) which is the union of a finite number 
of genuine characteristics, that is, there exist a nonnegative integer n, times 
to, t, ,.*., t,, O< to< t, < ... < t,d T, uo, u1 ,..., u,, and x,(t), x1(t) ,..., x,(t), 
such that 

(a) x,(t)=xo+f’(u,)(t-T)for t,<t<T, 
Xk(t)=Xk+I(tk+l)+f’(Uk)(t-tk+I)for tk<t<fk+lr 

k = 0, l,..., (n - 1 ). 

(b) t&+(t)*& t)=u,for tk<t<tk+l, k=O, I,..., n. 

(c) u,=u(x,+O, T) or u,=u(xO-0, T) and uk=(ukfl)* or 
uk = (++ I).+, k = 0, 1, 2 ,..., (n - 1). 

(d) There is a type-II-R of type-II-L shock z,Jt) passing through 
(xk(tk), tk) for each k = 1, 2,..., n, with shock speed 

(e) Zf u,E(a,, a,), then t,=O. 

(f) Zf u. E (- co, a,), then to can be greater than zero. In that case, 
either there is a type-III-L shock passing through (xo(to), to) or (x,,(tO), to) is 
an interaction point of two shocks. 

(g) Zf u. E (a*, co), then to can be greater than zero. In that case, 
either there is a type-III-R shock passing through (x0( t,), to) or (x,,( to), to) is 
an interaction point of two shocks. 

Proof If u(x, + 0, t) = u(x,-0, T), we draw a genuine backward 
characteristic from (x0, T) with speed f’(u(x, + 0, t)). This backward 
characteristic can be extended to t = 0 or must terminate to a type-II or a 
type-III shock or terminate at points of shock interactions. If it extends to 
t = 0, then we are done. If it terminates at a type-III shock or at points of 
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shock interactions, then we are also done. If it terminates to a type-II 
shock, we can again draw another backward genuine characteristic from 
the point of termination. Continuing this process, we can find all these 
genuine characteristics. Now if u0 E (a,, a,), to > 0, then there must be a 
type-II shock passing through (xo(to), to). We can draw still another 
backward genuine characteristic. Hence t, = 0. The only mechanism to 
generate new genuine characteristics in the positive time direction besides 
type-II and type-III shocks is the interactions of different types of shocks. 
Thus (f) and (g) are proved. If u(xO + 0, t) # u(x,, - 0, t), then we may draw 
two backward genuine characteristics from (x0, T) with speed 
f’(u(x, + 0, T)) andf’(u(x, - 0, T)). The conclusion is the same. This com- 
pletes the proof. Q.E.D. 

We call this generalized backward characteristic C,(x,, T). In general, 
&(x0, T) is not uniquely determined by (x,, 2”). C,(x,, T) and Cb(yO, T) 
cannot intersect each other except at end point, if x0 # y,. 

5.3. Estimates of Total Variation off ‘(u( ., T)) 

Now assume that uO(. ) is piecewise monotone and lu,,(x)l 6 M for 
almost all x E ( - cc, co ). Let u(x, t) be the generalized solution of (1.1) 
corresponding to these initial data. We still have the fundamental theorem. 

THEOREM 5.15. There exist constants C, and Cz depending only on f and 
M, such thatforall -co<a<b<co and T>O, 

V+(f’(u(., T)); [a, b])<C1(bT-a)+C,. (5.34) 

To prove this theorem we need some lemmas. We wish to point out that 
Lemma 4.6 is still valid for type-II-L and type-II-R shocks. Lemma 4.7 is 
also valid except that 6 depends on k, and k2 of assumption (A). 
Lemma 4.8 has to be modified. 

LEMMA 5.16. Assume that f’(u( ., T)) is increasing in the interval [c, d]. 
Let C,,(c, T) and C,(d, T) be two generalized backward characteristics from 
(c + 0, T) and (d- 0, T), respectively. Assume that (d- c) is sufficiently 
small so that Cb(c, T) consists of x,(t),..., x,,(t) and C,(d, T) consists of 
ye(t), yl(t),..., y,,(t), where x,(t) is defined between Ti< t < Ti, 1 with speed 
f'(ui) and y,(t) is defined between ti< t < ti+ 1 with speed f’(vi), i= 0, 1, 
2,..., n. Assume that t,, = T, = 0. Furthermore assume that (d - c) is suf- 
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ficiently small such that there is a type-II-L shock or type-II-R shock .zR(t) 
passing through points ( yk( tk), tk) and (x,J Tk), Tk) and 

It, - Tkl d 6, k = 1, 2 ,..., n, 

Tkafk-1, tkb Tk-,, k = 1, 2 ,..., n, 

where 6 is the constant in Lemma 4.6 which is still valid in thisf. Then there 
exists a constant C depending only on f and M, such that 

04f’(v,)-f’(u,)~~A(c,d; T), (5.35) 

where A(c, d; T) is the area of region bounded by C,(c, T) and C,(d, T), 
t=O and t=T. 

Proof The proof is similar to the proof of Lemma 4.7 or the proof of 
the following Lemma, Lemma 5.17. Since we will give a complete proof for 
Lemma 5.17, we just omit the proof of this one. Q.E.D. 

LEMMA 5.17. The same assumptions as in Lemma 5.16 except that t, > 0 
and T, > 0. Assume that (d-c) is sufficiently small such that there is a 
type-III-L shock or a type-III-R shock passing through (x,(TO), T,,) and 
(y,,( to), to). We extend C,(c, T) and C,( y, T) to t = 0 by fines 

x-l(t)=x,,(To)+f’(u-,)(t- T,), O<t<T,,, 

Y-l(t)=Yo(to)+f’(v-,)(t-to), o<t<t,, 

where 

u_, = (uo)* or u-1 = (%A 

V -, = (vo)* or v1 = (v0)*. 

Then the conclusion of Lemma 5.16 in (5.35) is still valid except now 
A(c, d; T) is the area of the region bounded by Cb(c, T), C,(d, T), x-,(t), 
y,(t), t=O and t= T. 

Proof: From the properties of type-III shock, Theorem 5.10, it is easy 
to see that f’(u-,) >f’(v-r). It is to be noted that x-,(t) and yeI need 
not be true backward genuine characteristics from points (xO(TO), T,,) and 
( yo(to), to). But A(c, d; T) and A(c’, d’; T) do not have any overlapping if 
(c, d) and (c’, d) do not overlap. Now if zk(t) is a type-II-L shock, then 
Tk > t,. We extend xk(t) backward to intersect yk(t) at time t;. If zk(t) is a 
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type-II-R shock, then tk > Tk. We extend yk(t) backward to intersect xk(t) 
at time T;. It is easy to see that 

A,+d,-,+ ... +A,+A-,<A(c,d; T), (5.36) 

where A, is the area of triangle bounded by the three lines 

{(x,t):x=c+f’(u,)(t-T),t<T}, 

{(x, t):x=d+f’(u,)(t- T), td T}, 

{(x, t): t= T, cdx<d}, 

A,, k = l,..., (n - l), is the area of triangle bounded by the three lines 

((4 t): x=xk+l (Tk+l)+f’(~k)(t-Tk+,), fGc+d, 

{(X,t):X=Yk+I(fk+l)+f’(Uk)(t-tk+I),t~tk+l}, 

{(x, t): t=min{tk+ly Tk+l)), 

A, is the area of region bounded by the lines 

{(x, t):x=x,(T1)+f’(uo)(t- T,), t< T,}, 

{(X,t):X=Yl(tl)+f’(uo)(t--t,),t~t,}, 

{(x, t): t=min(t,, T,}}, 

{(x, t): t=max{h,, To}}, 

and A -i is the area of triangle bounded by the lines 

{(x, t):x=s()+f’(u-I)(t-ql), ta,}, 

{(x, t):x=s,+f’(u_,)(t--to), t<z,}, 

{(x, t): t=O}. 

Here 

r,=max{T,, to) 

and 

Thus we have 

so = xo(tO) or Yd%). 

A, = f(f’(u,) -f’(d)(T- G)* (5.37) 
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or 

A, = fcf’c~n, -f’(%J)(T- KY? 

Ak=i(f’(uk)-f’(u,))Cmin{T,+,, fk+lI-G12 

or 

A,= 4(f’(uk)-f’(Uk))Cmin(T,+ 1, h+ 1> - Gl’, 

AoZ~(f’(~o)-S(~o))Cmin{Tl, tll -d* 

and 

A -,=tcf’c~~,,-f(u-,))z~. 

Let 

119 

(5.37)’ 

(5.38) 

k= 1, 2 ,..., (n- l), 

(5.38)’ 

(5.39) 

(5.40) 

Cmin{Tk+I,tk+,)-Gl or Cmin{Tk+l,tk+I)-Tbl=Zk+I, 

k = 2,..., (n - 1 ), 

T,+~=(T-~;) or (T- ZJ 

z,=min{T,,t,}-z,. 

and 

Let 

A J’(~n-I)-f’(~n-I) 
n 

f’(%) -S’(wJ ’ 

A _ /ml-*)-m-*) n l-f’(u,-l)-f’(u,-l)‘“’ 

f(uo) -f’(uo) 
Izl =s’M -f’(U1) 

and 

1 J’(Q)-m-1) 
O f’(uo) -f’bo) . 

(5.41) 

Then from the assumption ) tk - Tkl < 6 and Lemma 4.6, we have 

z,+T,+ ... +T~+,>+T. 

505 61 l-9 
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Furthermore, from Lemma 4.7, we have 

lim A., = (1 + 8,)k1P’ or (1 + SJ+l. (5.42) 
n+cx 

From (5.36k(5.41), we have 

0 <f’(u,) -f’(u,) < 
2A(c, & T) 

B(Ao, ~1,...~ A,; 705 ~lY.9 z,+1) 
(5.43) 

where 

2 

a- 0 [ 4 
l+++ . . . +I ~ -l 

-1 

n 1 nnl...~O . 
(5.44) 

From (5.42), the sum in (5.44) is bounded for all n. Now take 

C=32 max max l+k+ ... +A ~ 
1 

(5.45) 
luo GM ” Iv0 GM n n n-l”’ 1 Lo . 

We have from (5.43), (5.44), and (5.45) 

OGf’(&J -f’(%) +, d; T). 

This completes the proof of this lemma. Q.E.D. 

Remark. If to = To > 0, x0( To) = yo(to), and there is no type-III shock 
passing through (x0( To), To), from the construction method, we know that 
(x0( To), To) is a point of interaction of two shocks. In this case, if u _ I and 
u-r are both belonging to [a2, co) or (-co, a,] (actually, [a,, b,] or 
[b,,a,]), then we can still extend CJc, T) and C,(d, T) by x-i(t) and 
y-i(t). It is easy to see that the above lemma still holds. The point 
(xo(To), To) can be regarded as a limiting type-III shock. 

LEMMA 5.18. Let u(cf0, T)=u,, u(dkO, T)=u2, d>c, and C,(c, T) 
and C,(d, T) are two backward genuine characteristics, that is, 

C,(c, T)= {(x, t):x=c+f’(u,)(t- T), O< t< T), 

Cd4 T) = ((x, t): x=d+f’(u,)(t-T),O<t<T}. 
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Assume that u1 E [b,, a,] and u2 E [a,, b,]; then there exists a constant p 
depending only on f and M, such that 

(d- c) z PT. 

Proof. From the assumptions, it is easy to see that 

Let 

co-c-f’(ul) T<d-f’(u,) T=d,. 

qx, t)=u, if xdc,+ f’(u,) t, 

= u(x, t) if co+f’(ul) t<x<do+f’(u,) t, 

= u2 if dO+f’(uZ) t<x. 

(5.46) 

Then it is easy to see that fi(x, t) is a generalized solution of (1.1) in the 
strip rcT. Now assume that 0 E (a,, a2). Consider the generalized solution 
u,(x, t) corresponding to the initial data u,(x, 0), 

u,k 0) = Ul if x<cO, 

=-M-m if c,<x<dO, 

= 242 if do < x. 

This solution u,(x, t) can be easily constructed. We just write down 
explicitly u,(x, t). For details of construction, see Cheng [S] and Ballou 
Cll. 

We have for O<t<t, 

%n(-% t) = u1 if x<x,(t), 

=h,((x-co)lt) if xl(t)<x<x2(t), 

=m if xZ(t)<xXxXj(t), 

= Mb - doWI if x,(t)<x<x4(t), 

= u2 if x4(t)<x, 

where 
x1(t)=co+f’(u,) 4 

x2(t) = co +f’(m) 4 

x 

3 
( t )  = do + f ( * )  - f ( m )  t  

+2-m ( ( f i t ) ,  = ml, 

x 
4 
(t)=do+f(wf(u2) t 

ii, -  242 

( ( G ) *  = u*) ,  
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and t1 is the time when x*(t) and x,(t) meet, that is, 

co +f’(m) ?I = do + 
f(e) -f(m) t, 

G--m ’ 

For tl<t<tz, 

%n(x, t) = Ul if x<x,(t), 

= h,((x - co)lt) if xl(t)<x<x,(t), 

= F(x, t) if x,(t)<x<x3(f), 

= h((x - do)lt) if x3(t)<x<x4(f), 

= u* if x4(t) <x, 

where x,(t) is a type-II-L shock satisfying 

x*(t)--0 

)) t ’ 
t, < t, 

x,(t,) = x,(t,) = xdt,) 

and 

(s, (y-j)*&, (y), 

For t,< t, 

%(X, t) = Ul if x<xJt), 

= F(x, t) if x6(f)<x<x3(t), 

= M(x - do)lt) if x3(t) <x <x4(t), 

= u* if x4(t) < x, 

where 

X6(f) = Xl(b) +f’(h)(t- f2)? (zl)*=ul. 

Now comparing the initial data of the two generalized solutions u,(x, t) 
and 5(x, t), we have 

L&(x, 0) < qx, 0) 
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for all x E ( - co, co ). Hence from the ordering principle, Theorem 2.4, we 
have for all (x, t) E z T 

u,(x, t) < qx, t). 

Hence from the explicit solution u,(x, t), and (5.47) we have 

(5.47) 

t,> T. (5.48) 

Now from our construction of solution u,(x, t), or from the invariance 
property of (1.1) under similarity transformation x -+ c(x, t -+ at, there is a 
constant p depending only on f and A& such that 

From our assumptions off, we also have 

(5.49) 

(5.50) 

Combining (5.46) (5.48), (5.49), and (5.50), we obtain 

(d- cl = (4 - co) + (f ‘(u,) -f ‘(u,)) T 

=Bb+(f’(d-f’(~1)) T 

>PT. 

This completes the proof of Lemma 5.18. Q.E.D. 

LEMMA 5.19. Let (c, t) be an interaction point of shocks (u,, u,} and 
,u,, u,} and (4 T) b e also a interaction point of shocks {U,, ii,,,} and 

f??l, iir}, where c < d and t > 0. Assume that 

0) 4, &E (b, 4, 
(ii) u,, 11, E (a,, &I, 
(iii) u,, U,E Lb,, a,), 

or 

(i)’ u/, 4~ (a,, &I, 
(ii)’ a,, 2, E (h, a,], 
(iii)’ 4, K E (a,, 5, I, 

where (F,), = b1 and (&)* = b,. Then there exists a constant j? depending 
only on f and M, such that 

(d-c) > fiT. 



124 KUO-SHUNG CHENG 

Remark. We say that shock {u,, u,} interacts shock {u,, u,} at (c, T). 
We mean that there are two shocks x(t), y(t) satisfying 

(i) x(T)=y(T)=c, 

(ii) -44 < ~(0 for t < T, 

(iii) lim u(x(t)-0, t)=u,, 
I-T-O 

lim u(x(t)+O, t)=r>Tm_ou(y(t)-O, t)=z4,, 
f-T-0 

lim u(y(t)+O, t)=u,. 
t-T-0 

Proof of Lemma 5.19. We only consider the first case. The second case 
can be similarly treated. From our construction, we can draw a genuine 
characteristic L, from d with speed f’(ti,), that is, 

L,={(x,t):x=d+f’(ii,)(t-T),O<t<T} (5.51) 

is a generalized backward characteristic from (d, T). Let 

A = {x0: u(x, T) E ( - co, a,] for all xE (c, x0)}. (5.52) 

Set sup A = e. From our construction method, we can draw a genuine 
characteristic L, from (e, T) with speed f’(u(e - 0, T)), 

L,= {(x, t): x=e+f’(u(e-0, T))(t- T), 0-c t < T}. 

If u(e - 0, T) E [b, , a, ), then from Lemma 5.18, we have 

(d-c)>(d-e)>,flT. (5.53) 

If u(e - 0, T) q! [b,, a,), then u(e - 0, T) < 6,. From our construction 
method, we can find a point (e’, T), c < e’ < e, such that u(e’ + 0, T) = bl or 
u(e’-0, T) = b,. It is easy to see that we can draw a genuine backward 
characteristic L,, from (e’, T) with speedf’(b,). That is, 

L,,= {(x, t):x=e’+f(b,)(t- T),O< t< T}. (5.54) 

Again, using Lemma 5.18, we have 

(d-c) 2 (d-e’) 2 PT. 

This completes the proof. 

Now we are in a position to prove Theorem 5.15. 

Q.E.D. 



CONSERVATION LAWS 125 

Proof of Theorem 5.15. Let - 00 <a< b< co be fixed. Assume that 
f’(u(., T)) is monotonically increasing in the interval (c, d) c [a, b]. If 
necessary we can divide (c, d) into small intervals. Hence we can assume 
that C,(c, T) and C,(d, T) are of the type in Lemma 5.16 and Lemma 5.17. 
There are several cases that we have to consider. 

Case A. t, = T, = 0. Lemma 5.16 can be applied. 

Case B. t, > 0, To > 0, To # t,. There must be a type-III shock passing 
through (x9( T,,), T,) and ( yo(to), to). Lemma 5.17 can be applied. 

Case C. to = To > 0. In this case, (x0( T,), T,) = (y,,(t,), to) is an 
interaction point of two shocks {u,, u,} and {u,, u,}. But either uI, U, E 
[a,, b2] or u,, U,E [b,, a,]. As remarked after the proof of Lemma 5.17, 
Lemma 5.17 can be applied. 

Case D. to = T,, > 0. In this case, (x0( T,,), T,) = (yo(ro), to) is an 
interaction point of two shocks {ZQ, u,} and {u,, u,}. But U[E (a,, az) or 
u,E h a*). 

Let 

I=((c,d)c(a,b):f’(u(.T))isincreasingin(c,d),(d-c) 
is sufficiently small, and (c, d)‘s are disjoint}, 

II = { (c, d) E I: (c, d) E Case A, Case B, or Case C, 
(c, d) E Case D with t, = T,, < T/2}, 

III = {(c, d) E I: (c, d) E Case D with &, = T,, > T/2}. 

Now across a discontinuity of f’(u( ., T)), f’(u( ., T)) is decreasing. Hence 
we have 

v+(f’(4., T)); [a, 61) 

= ,c.;EI Cf’(u(d- 0, T)) -f’(u(c + 0, T))l 

= c+c ( ) 
[f’(u(d-0, T))-f’(u(c+O, T))]. (5.55) 

(c,d)E II (c,d) E III 

Now we can apply Lemmas 5.16 and 5.17 to the sum (c, d) E II but from 
t = T/2 to t = T. This gives us 

,c;;E,I [f’(u(d-0, T)) -f’(u(c + o, t))] 

G$[:(b-a)+ ~(“1. (5.56) 
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For the sum (c, d) E III, we first note that we can combine those (c, d)‘s 
such that they have the same termination point. Hence we can assume that 
for (c, d)‘s in III, they have different termination points. From Lemmas 
5.18 and 5.19, we know that the total number of (c, d)‘s in III is bounded 
by 

i[ (b-a)+ V.(g.2]/b.($)}.z 
4[(b - a) + VT] 

= 
PT ’ 

(5.57) 

It is also easy to see that for (c, d)~I11, [f’(u(d-0, t))-f’(u(c +O, T))] 
is bounded by 

max{Cf’(bl)-f’(b)l, Cf’(~l)-f’(b2)11 (5.58) 

where 6, E [b,, a,], 6, E [a*, b2], ((6J*)* = b,, and ((6,),), = b,. 
Combining (5.55), (5.56) (5.57), and (5.58) we finally have (5.34). This 

completes the proof of Theorem 5.15. Q.E.D. 

Finally, we point out that Theorems 4.9 and 4.13 with the f satisfying 
assumptions (A) and (B) are still valid. The proofs are similar to those of 
Theorems 4.9 and 4.13. We omit all the statements and details of proofs. 

6. DISCUSSION 

For general totally nonlinear f, the solutions can be much more com- 
plicated. But from our analysis, we can see that Theorems 4.9 and 4.13 are 
still valid. 
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