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An Efficient Timing Model for CMOS Combinational
Logic Gates

CHUNG-YU WU, JEN-SHENG HWANG, CHIH CHANG,

Abstract—A new general timing model for CMOS combinational logic
gates is proposed. In this model, the linearized large-signal equivalent
circuit of a gate is first constructed. Then applying the dominant-pole-
dominant-zero (DPDZ) method, the dominant pole of the equivalent
circuit is calculated. Using this pole, the signal timing can be explicitly
expressed. Comparisons between calculation results and simulation re-
sults are made and error analyses are performed. The worst-case error
in characteristic-waveform timing can be confined to be within 35 per-
cent for CMOS inverters, multi-input NOR gates or multi-input NAND
gates with different device dimensions, capacitive loads, and device pa-
rameters. Better accuracy can be obtained for logic gates with com-
monly-used channel dimension or large capacitive load. For internal
waveforms not deviating much from the characteristic waveforms, the
worst-case error in signal timing is not substantially increased. Apply-~
ing the proposed timing model in an experimental timing simulator, the
signal timing can be analyzed accurately and efficiently with reduced
CPU time and memory.
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B Mobility correction parameter (SPICE
device parameter).

Bulk-drain p-n junction capacitance of an
n-channel (p-channel) MOSFET.
Bulk-source p-n junction capacitance of
an n-channel (p-channel) MOSFET.
Gate—drain overlap capacitance of an n-
channel (p-channel) MOSFET.
Gate-source overlap capacitance of an n-
channel (p-channel) MOSFET.

C, Fixed load capacitance of a logic gate.
Conpy Channel oxide capacitance of an n-chan-
nel (p-channel) MOSFET.

Channel width factor (SPICE device pa-
rameter).

Bulk threshold parameter in SPICE,
which represents the proportionality fac-
tor relating the change in threshold volt-
age to backgate bias.

Drain current of an n-channel (p-channel)
MOSFET in large-signal model.
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DC drain current of an MOSFET.
Effective channel length of an MOSFET.
Substrate Doping.

Effective dominant pole in the fall (rise)
characteristic waveform case.

Dominant pole (zero) in the fall charac-
teristic waveform case.

Dominant pole (zero) in the rise charac-
teristic waveform case.

Magnitude of electronic charge.

Initial fall (rise) delay time.

Fall (rise) time which is the time interval
within which the output voltage lowers
(raises) from 0.9 Vpp, (0.1 Vpp) to 0.1 Vpp
(0.9 Vpp).

Channel oxide thickness.

Pair delay time which is the sum of fall
delay time and rise delay time.

Fall (rise) delay time which is the time in-
terval between v; = 3 Vpp to vy = 3 Vpp.
Critical field for mobility degradation
(SPICE device parameter).

Critical field exponent in mobility degra-
dation (SPICE device parameter).
Correction factor of UEXP for short
channel (narrow channel) case (SPICE
device parameter).

Surface mobility (SPICE device parame-
ter).

Correction factor of UO for short channel
(narrow channel) case (SPICE device pa-
rameter).

Input (output) large-signal voltage of a
logic gate.

Large-signal voltage at internal nodes of
a 3-input CMOS NoOR gate.

Bulk-source (drain) reverse bias of an
MOSFET.

Power supply voltage.

Drain (gate) source voltage of an MOS-
FET.

Maximum drift velocity of carriers.
Threshold voltage of an MOSFET under
backgate bias.

Zero-bias threshold voltage of the MOS-
FET (SPICE device parameter).
Effective channel width of an MOSFET.
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Wy Channel width (as drawn) of an n-channel
(p-channel) MOSFET.
XJ Metallurgical junction depth of an MOS-
FET (SPICE device parameter).
€sisioy Permittivity of Si semiconductor (silicon

dioxide).
us Surface mobility of carriers.
¢r Fermi potential.
®rnpy Fermi potential of an n-type (p-type) sil-
icon.

I. INTRODUCTION

ITH THE enhanced demands for chip performance

and complexity in MOS LSI/VLSI design, signal
timing correctness has become more and more important
in order to avoid speed degradation, signal glitches, or
logic faults. Therefore, new circuit simulators or timing
simulators such as MOTIS [1], SPLICE [2], and RELAX
[3] have been constructed to analyze a complex VLSI cir-
cuit efficiently with acceptable accuracy and less CPU time
and storage.

Meanwhile, increasing efforts have concentrated on
the constructions of analytic and efficient timing models
or calculation methods for logic gate delay [4]-[9] and
wiring delay [10], [11]. Generally, the purposes of such
models or methods are:

(1) to implement timing simulators [12] or logic simu-
lators [9] to efficiently analyze or verify the signal timing
of LSI/VLSI chips;

(2) to obtain a deeper physical insight into the speed
characteristics of digital IC’s and to optimize their perfor-
mance [8], [13];

(3) to quickly perform the so-called ““timing synthesis”
[14] which determines optimum MOSFET channel dimen-
sions from given timing specifications through the use of
analytic timing equations.

Thus it will be quite useful in VLSI design if an accu-
rate and analytic timing model can be developed.

Among all the timing models [4]-[9] explored so far,
Glasser [7] developed closed form expressions for the up-
per and lower bounds on propagation delay of a logic gate.
In his model, Thevenin equivalent circuits and RC ladder
networks were adopted to replace logic gates and inter-
connection lines, respectively. Thus digital circuits can be
treated as analog circuits. All other models [4]-]6], [8],
[9] constructed timing models for inverters [4]-[6], [8],
[9] or transmission gates [9] based upon the concept of
charging and discharging the capacitive load.

In this paper, a new general timing model for CMOS
combinational logic gates is proposed. In this model, the
logic gate under consideration is first replaced by its large-
signal equivalent circuit. Then nonlinear currents and ca-
pacitances in the equivalent circuit are linearized and the
resultant equivalent circuit becomes an analog one. After
the dominant pole is found, a closed-form expression for
the rise or fall times can be obtained. Based upon the de-
rived rise and fall times, the gate delay can be explicitly
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expressed. Applying these model formulation procedures,
signal timing for CMOS inverters, multi-input NOR gates,
and multi-input NAND gates have been characterized. As
an illustrating example in model formulation, only a 3-
input CMOS Nor gate is considered in Section II of this
paper.

Comparisons between exact computer simulation re-
sults and theoretical calculation results have been exten-
sively made. Based on these comparisons, error analysis
is performed and the versatility of the proposed timing
model is investigated in Section III. It is found that for
logic gates with voltage waveforms not severely different
from characteristic waveforms [4], [8], and for logic gates
with different MOS channel dimensions, different capa-
citive loads and different device parameters, the general
agreement between calculation results and simulation re-
sults is satisfactory.

As a preliminary observation, the derived timing equa-
tions have also been used in experimental timing simula-
tor. Simulation results of some circuit examples are inves-
tigated and analyzed. It is found that the CPU time and
storage requirement in timing simulations using the de-
veloped timing model is quite small.

II. MobEL FORMULATION

It is found in the design of CMOS multi-stage tapered
buffer that the minimum total delay time can be achieved
when the delay time in each stage is forced to be the same
[8]. In this optimized case, the waveforms at the output
nodes of all the intermediate stages are the same, being
independent of the input excitation [8]. Such waveforms
are called the characteristic waveforms [4].

Based upon this concept, it is expected that the total
delay time of a complex IC can be reduced if the deviations
of waveforms at internal nodes are minimized despite of
different capacitive loads at these nodes. Using this design
technique, the internal waveforms within that IC will be
very close to the characteristic waveforms.

Therefore, in the proposed new timing model for CMOS
logic gates, the case of characteristic waveform is consid-
ered. However, as will be shown later, the results of our
timing model can be applied for waveforms not deviating
much from characteristic waveforms, as in some actual
design cases. This versatility increases the applicability of
our timing model.

The first step in the model formulation is to determine
the operating region of each MOSFET in the logic gate
under consideration from its characteristic waveform. As
a demonstrating example, consider a CMOS 3-input NOR
gate in the worst-case timing condition in which only the
input farthest from the output node is excited, as shown
in Fig. 1. Its typical fall characteristic waveforms are
shown in Fig. 2. Such waveforms can be obtained from
the output node of an intermediate stage in a string of NOR
gates with the same capacitive load C; and fanout number
N as shown in Fig. 1.

To determine the operating region of an MOSFET, the
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Fig. 1. A chain of identical CMOS 3-input NOR gates.
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Fig. 2. Typical fall characteristic waveforms of a CMOS 3-input NOR gate.

drain-source saturation voltage Vpgar of the device under
various values of Vgg and Vpg as determined from the
waveforms in Fig. 2, are calculated by computer simula-
tions which consider the velocity saturation effect. Typical
Vpsar curve for the MOSFET M,, with effect channel
length 1.9 um has been plotted along with the falling wave-
forms in Fig. 2. It can be seen that during nearly half of
the fall-time period defined as the time interval within
which the output voltage vy lowers from 0.9 V5 to 0.1
Vpp, the MOSFET M,,; is operated in the linear region.
For simplicity, the MOSFET is considered to be operated
in the linear region during the fall-time period. This as-
sumption does not introduce large error in the timing cal-
culations as will be shown later. However, when the device
channel length is further scaled down, the MOSFET M,,
will mostly be operated in the saturation region during the
fall-time period due to the substantially reduced saturation
voltage. In this case, the above assumption will cause a
larger error.

Based upon the similar consideration, the MOSFET’s
M,, and M,; are found to be operated in their linear re-
gions. The MOSFET M, is mostly operated in the off
region since its gate~source voltage (Vpp-V,) mostly re-
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Fig. 3. Four-terminal large-signal equivalent circuit of an MOSFET.

mains below its threshold voltage. In the load stage, the
MOSFET M,, is operated in the linear region during the
fall-time period whereas the MOSFET M, in the load
stage is found to be operated in its saturation region.
After the operating region of each MOSFET has been
determined, the second step is to find the large-signal
equivalent circuit of the logic gate. In general, the large-
signal equivalent circuit of an MOSFET can be drawn as
in Fig. 3 where reverse currents across the drain-bulk and
source-bulk junctions have been neglected. The capaci-
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tance values of the four capacitors in this circuit are all
voltage-dependent [15], whereas the expressions of the
drain current Ipg are different for different operating re-
gions. In order to conveniently perform comparisons to
computer simulation results obtained from the modified
SPICE 2 Program called ESPICE, the current model
adopted here is the same as that used in ESPICE. There-
fore, in the linear region, Ipg can be expressed as [16].

Ing = 5{(‘/(;3 - Vain — 127“ VDS) Vbs

2
3 Vs [QRer + Vpg — Vig)*?

- Q¢r - VBSW]}. M
All the parameters involved in (1) are described in Table
I

Note that any fixed voltage (e.g., Vpp) at the node of
the equivalent circuit only affects the drain current and has
no effect on the capacitor transient currents. Therefore, it
can be grounded without affecting the nodal current equa-
tions of the equivalent circuit. Based upon this concept,
power supply Vpp can be grounded. Furthermore, since
the output voltage of the load stage remains nearly un-
changed during the fall-time period, it can also be effec-
tively grounded. Thus all the output stages of the load
stage are shielded out. This characteristic has been found
in all the CMOS logic gates.

Directly replacing each MOSFET in the logic gate by
its equivalent circuit and grounding the fixed voltages, the
resultant large-signal equivalent circuit of the CMOS 3-
input NOR gate during the fall-time period is shown in Fig.
4. Since the output node of the load stage has been
grounded, it only contributes capacitive load to the driver
stage. This capacitive load has been included in C;.

Because the transistors M,,,, M,;,, and M,; are operated
in the linear region during the fall-time period, their drain
currents Iy, Iy, and I3 in the equivalent circuit of Fig.
4 can be formulated from (1) with suitable expressions for
Vgs and Vg, All the constant terms involved in these drain
currents must be discarded. The reason will be described
later. On the other hand, I, is set to zero since the tran-
sistor M,,; is off. Note that all the currents and capaci-
tances in the equivalent circuit are all voltage-dependent.
Therefore, this circuit is a highly nonlinear one and v, can
not be analytically solved without any linearizations and
approximations.

The third step in the model formulation is to linearize
the nonlinear capacitances and currents so that the equiv-
alent circuit becomes a linear one and can be treated as
an analog circuit. First, using the commonly known ap-
proximations [15], the gate—source and gate—drain capac-
itances are fixed according to the operating region of the
MOSFET. Furthermore, all the voltage-dependent drain-
bulk and source~bulk junction capacitances are evaluated
at fixed biases obtained at the logic crossover point of the
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TABLE I
MOSFET CURRENT EQUATION USED IN THE MODIFIED SPICE2 PROGRAM
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logic gate. This approximation on the junction capaci-
tance is just the same as that adopted in MOTIS [1}. Dur-
ing the fall-time period of CMOS 3-input NOR gate con-
sidered above, the logic crossover point is defined as the
point at which the output voltage falls to. Vpp/2. At this
point, the input voltage is nearly equal to 4V,5/5 as may
be seen from the waveforms shown in Fig. 2. The voltages
Vo, and Vi; at node 2 and node 3, respectively, are ap-
proximately 3Vpp/5. Therefore the reverse bias across the
capacitances Cpyy and Cpgy3 is Vpp/2 whereas the biases
across depz (Cbsp3) and depl (Cb5p2) are 2VDD'{5 In eval-
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Fig. 4. Large-signal equivalent circuit of a CMOS 3-input NOR gate during
the fall-time period.

vating the capacitance value, the formula of junction ca-
pacitance used in the SPICE 2 Program [16] is applied.

After the linearization cited above, the capacitances in
the equivalent circuit of Fig. 4 becomes voltage-indepen-
dent and can be expressed in terms of various junction
capacitances and MOS capacitances.

To linearize the drain current in (1), first the Vpg- and
Vss-dependent carrier mobility p, as expressed in Table 1
is evaluated at the logic crossover point. In the case of
CMOS 3-input NOR gate, the mobilities p,,; and pg,, are
evaluated at Vg = Vpp/2, Vgs = 4Vpp/5 and Vg = Vipp/
6, Vos = 3Vpp/S, respectively. The mobility p,; is eval-
uated at Vpg = Vpp/6 and Vgg = 3Vpp/S.

Further linearization of the drain current can be per-
formed by first determining the time-domain function of
each node voltage from the characteristic waveforms. Here
we approximate the node voltage function by a single-pole
response. This approximation will simplify the calcula-
tions and will lead to a closed-form expression for signal
timing. Moreover, the error of this approximation is small
as compared with the simulated waveforms, as will be
justified in the next section. For the 3-input NoR gate, each
node voltage as a function of time 7 has been determined
from Fig. 2 as

vi() = [Vpp — Vop exp (—p, D) uly (2)
vo(t) = Vppu ) — Vppu(t — t4)
+ Vop exp [—pst — tppl u® — 19 (3)

vo3(®) = Vppu(®) — (Vpp — Vi

“ut = tg3) + (Vop — Vipp

cexp [—pp(t — tgr)l ut — t43) “4)
Va(t) = Vppi(®) — (Vop — Vi

“ut = ty) + (Vop — Vi

" exp [=pp(t — ty)] u(t — typ) )

where the initial delay times 4, t,3 and t,, which are
defined in Fig. 2 have the relation 1, < t43 < 4. The
voltage V7, is the minimum residual voltage at the source
node of a PMOS after complete discharging. The voltage
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Vs can be solved as
Vig = = {2075Q0m" = Vil + v5,}12
+ {27, 2rn)'* = 2Vy, + v3 )
+ 4[2'YspVTp(2¢Fn)”2

+ v Vop — V31312 (6a)

where
VTp = VBINp + 75p(2¢Fn)”2-

Since it has been found that the approximation ps; =
Pr2 = py introduces small error, this approximation will
be used thereafter. The unique pole p; is the one to be
calculated from the equivalent circuit.

Further linearization of the drain current in (1) starts
from the linearization of the terms 2¢r + Vps — Vas)*?
and 2¢F — Vps)*?. The linearization can be described by
the following equation:

(6b)

Qor + Vps — Vas)* = Qor + Vos — Vas)

(2¢F + VDS|I=Ie - VBSll=te)l/2

where t = ¢, is the time at the logic crossover point. Using
(3) and the relation vyt = ¢t,) = Vpp/2, the time ¢, can be
solved as

t, =ty + (In 2)/pf. @)

Finally, there are nonlinear voltage terms in the drain
current equations to be linearized. Applying the lineari-
zation procedures as described in Appendix, the resultant
expressions for those nonlinear terms after discarding the
constant terms are

0;U(t) = Foue(D) )]
U(z)(t) = % Vopo(®) C))
v = Boves(d) (10)
Vi) = Covpa(d). (11)

The constants Fy, By, and C, have already been expressed
in Appendix.

Using (8)-(11), the linearized drain currents can be
written as

Lim = Buipvo (12)
L3 = BrapUo — Bpsslos (13)
Lys = BoapUos — BrasVor (14)
where
Bup = Bnll:FO = Veinm — yf Voo
- %%m(zd’w + % VDD)‘”} (15a)
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Np3

5p3D = p3{?

5 [ 1”2
~3 ’Ysp3<2¢rn + 3 VDD> }

Vop — Véles - (TIpa = 1) Vop

(15b)
’7,;3 ,
.3,;3s = Bp3|:7 By — VBINp3 - (ﬂp3 = 1) Vpp
2 _ 1”2
3 Ysp3(20p, + Vop — Fr2) (15¢)
T'p2 ,
Bpap = Bp2[7 By — Vamnpz — (12 — 1) Vpp
2
- §7sp2(2¢Fn + Vpp — sz)m} (15d)
1
Vir = Ugsli=r, = Vipr + 2 (Vop — Vi
“exp [—pr(ty — ty3)] (15¢)
Mp2 P
Bpzs = 5;;2[7 Co— Vampz — 2 — D) Voo
2
~3 Ysp2(20p, + Vop — VF1)1/2} (151)
1
Vel = Vgali=y, = Vi + 5 (Vop — Vipp
- exp [—prty — 14 (15g)

Note that the surface mobilities in the above expressions
have been evaluated at the logic crossover point. Now,
since the nonlinear capacitances and currents have been
linearized, the whole equivalent circuit, as shown in Fig.
4, has become a linear circuit.

After detailed investigations on the characteristic wave-
forms of various CMOS logic gates, it has been found
that generally during the fall- or rise-time periods, the in-
put voltage has entered its tail region with small variation
or nearly constant voltage level. Therefore, the input ex-
citation has only negligible effect on the output response.
Similar conclusion can be drawn for those waveforms not
severely deviating from characteristic waveforms. In these
cases, the output waveform can be well characterized by
the poles and zeros of the linearized equivalent circuit,
which are affected by the input voltage. Here, in order to
obtain the closed-form expression for signal timing, the
modified dominant-pole approximation is adopted. This
approximation is in consistence with the above approxi-
mation of single-pole response. Under this approximation,
the constant terms in drain currents may be discarded since
they do not affect the poles and zeros of the linearized
equivalent circuit.

According to our observations, simply considering the
dominant pole is not accurate enough when there exists a
zero sufficiently close to the poles of interest. This can be
demonstrated by a simple example. Consider a stable cir-
cuit with two poles and one zero. Its transfer function H(s)
can be expressed as
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s+ c

Hs) Crac D)

Using the conventional dominant pole calculation method
[17], the dominant pole P * can be determined despite of

the zero c. The resultant expression of 1/p* is

— ==+ . 17
T ats an
However, if the zero ¢ is sufficiently close to one of the
two poles, say b, the transfer function can be simplified
as
1

H(s) ——(s T

~ H, (18)
Thus the dominant pole is a rather than that in (17).
Here, a new calculation method called the dominant-
pole-dominant-zero (DPDZ) method is proposed in our
modified dominant-pole approximation. In this method,

the effective dominant pole P, is calculated by

1 1 1 1

— ==+ - =, (19)

p. a b ¢
Evidently, (19) reduces to p, = a when b = c. Therefore,
the DPDZ method is more adequate than the conventional
method. If there exists more than one zero, the dominant
zero must be used in (19).

Another modification proposed in the DPDZ method is
for the case of closely spaced poles without any actual
dominant pole. In this case, using the effective dominant
pole of (19) to calculate the rise or fall time leads to a
worst-case error greater than 20 percent [17] which occurs
when two poles overlap (i.e., 1/a = 1/b — 1/¢). To com-
pletely reduce this error, the value of 1/p, must be equal
to (2/a)/(1 + 1/5). If a factor of 1/2 is multiplied to all
the terms in (19) concerning the larger poles, the resultant
value of 1/p, will be 3/2a which will have an error of 10
percent. In other cases with nonoverlapping poles, the er-
ror was found to be smaller than 10 percent with the cor-
rection factor of 1/2. Therefore, the effective dominant
pole now can be expressed generally as

Lol t(zl ]

p. a 2\ib ¢
where b; represents any pole larger than the pole a. This
final form of p, will be used in timing models of all CMOS
combinational logic gates. Then the resultant error due to
the modified dominant pole approximation will be within
10 percent.

Now, the fourth step in the model formulation is to cal-
culate the effective dominate pole from the linearized
equivalent circuit using the DPDZ method. In the case of
3-input Nor gates, applying the Kirchhoft’s current law
(KCL) to the circuit shown in Fig. 3 leads to the KCL
equations.

Taking the Laplace transformation and discarding the
constant terms, the resultant equations in matrix form can
be written as

(20)
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S(Cy + Cy) + Bup + Brap —Bp3s 0 Ug S$C,
—Bwp SCy + Bpp + Bps —Bpas Vgs | = 0 v;
0 —Bpp S(Cs + Co) + Bpos 1) SCs 2D

The transfer function V,/V; can be calculated from (21)
and the inverse of the dominant pole can be calculated. In
the expression of the dominant pole, the terms concerning
both C4 and (Cs + Cg) are the terms corresponding to the
nondominant poles larger in magnitude than the pole gen-
erated by (C; + ;). Therefore, according to the DPDZ
method, these terms must be multiplied by 1/2. The re-
sultant expression is

1 1y /1 1 53D>
— = (Cy + C)IBup + = | Co| = + —— =2
Py « a0 2{ 4<BpSS+BnID Bpas
1 1 Bop
+ (Cs + Cp) |— + — =22 22
(Cs 6) <szs Bas B (22)

+iﬁ@&%}
Bump Bpss Bpas/ J

Similarly, the inverse of the dominant zero can be calcu-
lated. After multiplying the factor 1/2, the resultant
expression is

1 G 1
= 2 2 CBas + (Cs + C
Za G+ C62li +/Bpzs + (Cs 6)

«if@+J§}
Bpas Bpas  Bpas
Finally, the effective dominant pole can be written as

1 1 1

P Py Zy

(23)

(24)

The fifth step is to calculate the fall or rise times from
the corresponding effective dominant pole. In the case of
NOR gate considered above, since the output voltage is of
single-pole response with the fall pole p,expressed in (24),
its fall time Tr can be easily expressed as

Ty = (In 9)/P; 25)

Based upon the five model formulation steps described
above, the rise time of the characteristic waveform in a
CMOS 3-input NOR gate can be characterized. The re-
sultant expression is

Tp = (In 9)/P, = (In 9) <i - L) (26a)

Prd Zrd
1 1
—“Z(Cé‘FCé) ,—+—

rd p3D

. 1 [CA <_,1__ + ’L 61:’25>
2 BpZD piD Mp2D

Bras

+L£ﬁ£%

Buap Bosp  Bpip Brap Brap

1
+ (Cg + Cyp) ,—}

piD

(26b)

1 1
=3 {CalBhap + Blas) + (Cs + CO/Bpip + Bpos)

Zrd
— Gi/BuVop — Cg Bras Bras/l(Brap + Bpas)
* Boip + Bpas) BuVool}- (26¢)

In (26), the capacitance Ci’ can be similarly expressed
as Ci in the case of fall time.

The conductance parameters in (26) can be expressed
as

, 3 ,
3,;31) = 5,;3 |:—4L3 Vop — VBINp3 - (77p3 - 1) Vpp

) i 12
T3 Vs 208, + 5 Voo

(27a)
' 1’p2 !
szu = sz [‘2“ X — VBIsz - (ﬂpz - 1) Voo
_ g 12
3 Yoz Qe + Voo — Vi) (27b)
! n 4
Boip = Bp1 l:‘épl Xt — Vgt — 1y — D Vop
2 12
- §7Sp1 Q2ép: + Vop — Vri)
— Vop 27" exp (—pfrd»} 7¢)
' TIP3 !
Bp3s = 6;)3 {7 X — VBINp3 - (77,73 - 1) Voo
2
~ 3 Y53 (2éen + Vop — Vm)m} (274d)
’ 1’?2 !
szs = sz ['2“ Xint — VBINp2 - (ﬂpz — 1) Vop
2
=3 Y2 (2¢p + Vop — VRI)1/2} (27¢)
where
X = 2Vpp — $(Vpp — Vi) exp [—p Aty — t43)]
X = 2Vpp — §(Vpp — Vi) exp [—p, (s — 140)]
Vee = Vpp — 3(Vpp — Vipe) exp [—ptar — 143)]
Ve = Vop — %(VDD — Vi) exp [—p,(ta — 140)].

The mobility ug,, in the parameter (3, is evaluated at Vas
= VDD and VDS = VDD/6'
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So far, the rise and fall times expressions have been ex-
plicitly formulated. The sixth step in the model formula-
tion is to calculate the propagation delay time of the logic
gate. Generally, the rise (fall) propagation delay Ty y
(Tpuo) is defined as the time interval from the point the
input voltage lowers (raises) to V,p/2 to the point the out-
put voltage raises (lowers) to Vpp/2, as indicated in Fig.
2 for Tpyy - Based upon this definition, the delay times Tp g4
and Tpy; can be expressed as

Touws = 1y + 227, 102 1 28
= o + g T = g Ty (28)
Tow =ty + ST, — 22, 29
L = Ly + g T = g T 29)

where 7, and 7, are the initial delay as indicated in Fig.
2, and Tr and Ty have been expressed in (25) and (26),
respectively.

The pair delay of characteristic waveforms defined as
the delay of two successive stages, can be expressed as

T, = Tory + Tpu, =ty + ty (30
III. CoMPARISONS TO COMPUTER SIMULATION
RESULTS AND ERROR ANALYSES

According to our observations, the initial delay at the
output node denoted by #,, or 74, is mainly due to the volt-
age overshoot or undershoot caused by the capacitance
feedthrough effect. For a better understanding, consider
the equivalent circuit of Fig. 4. When the input voltage is
raised from 0 V, this input voltage change is fed forward
to the output node by the capacitance feedthrough path
formed by the capacitance C, and the capacitance at the
output node. At this time, the output voltage has an
overshoot from its initial value V. Therefore, the output
voltage can not be lowered instantly when the input volt-
age is applied. This results in the initial delay time which
is defined as the time the output voltage lowers back from
its overshoot to Vp. The above concept has been con-
firmed in modeling the initial delay of CMOS inverters
under step inputs [18].

Based on the above mentioned concept, it is possible to
develop models for all the initial delay times, namely, #,,
tir2s tap 3> Lars tar2s tars, €tc. Then all the timing formulas
derived in the previous section can be directly solved. We
shall study this approach in the future.

Here, the initial delay times are determined semi-em-
pirically. Thus the resultant timing formula can be more
easily solved but still with reasonable accuracy.

Consider a logic gate driven by a slower rising input volt-
age which has a smaller rise pole P,. In this case, the
overshoot due to the capacitance feedthrough effect be-
comes larger. This leads to a larger z,. Therefore the
product p, 1, is expected to be nearly constant. So is the
product pyt,. These predictions have been verified for
logic gates with a wide range of device channel dimen-
sions, device parameter values, or load capacitances. In
the case of CMOS 3-input NOR gates, the constant values
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of P,t, and p,t, have been determined from the simula-
tion results as p,t, = p,t,, = 0.5. These universal values
have also been used for NoR gates with different fan-in
number from 2 to 4.

The difference of delay times, such as (z;; — 14,) and
Prltsr — 143) have been found to be strongly related to the
fall waveform of the output voltage v,. If the fall pole py
is smaller, i.e., the falling speed is slower, the voltage at
the internal node vy, or vy; will be lowered more slowly.
Thus the delay time difference (t;r — t42) OF (tyr ~ t43)
will be larger. Therefore, the products py(ry — t4,) or
(tzr — t43) can be set to some universal constants. In the
case of CMOS Nor gates, these constants are pp(t, —
Lipa) = —0.134, petyy — tyrs) = — 0.113, p,(2y, — 14) =
0.094, and p (1, — t;3) = 0.059. These constants are uni-
versal for NOR gates with two to four inputs and different
device channel dimensions, device parameters, or capac-
itive loads.

Now, the expression of T, contains only a variable T,/
Tr whereas the expression of Ty contains a variable Tg/T.
Therefore, a nonlinear equation of the variable T7/Tx or
T/ Ty can be obtained by dividing one of these two expres-
sions by the other. After a few number of iterations, T/
Ty or Tp/Tr can be solved. Using the calculated Tx/7x or
Tx/Ty, Ty and Ty can be quickly calculated from their re-
spective expressions.

Using the calculated values of T and Ty, the initial de-
lay time of 3-input NOR gates can be calculated by using
the following empirical laws:

ty, = 0.07 T + 0.58 Tp.

(31a)
(31b)

Note that the above laws are universal for all types of
CMOS nNor gates. Therefore, they can be determined
either from computer simulations or actual experimental
measurements.

Substituting (31) into (28)-(30), we can obtain the uni-
versal semi-empirical formulas for delay times. These for-
mulas can be used in the calculations of delay times for
various CMOS Nor gates with satisfactory accuracy, as
will be seen later.

Before the comparisons between theoretical calculation
and ESPICE simulations are made, the error sources of
the proposed timing models are first investigated. Gener-
ally, there are three kinds of error sources. The first is the
capacitance estimation error introduced in evaluating var-
ious voltage-dependent MOSFET channel capacitances
and p-n junction capacitances by fixed values. The second
is the drain current estimation error introduced from fixed
mobilities, operating region determinations, and drain
current linearization techniques. The last is the dominant-
pole approximation error introduced from the calculation
of dominant pole and the assumption of single-pole re-
sponse.

In the case of large fixed capacitance load C,, all the
internal device capacitances become negligibly small as
compared with C,. Thus the error from the capacitance
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estimation and the dominant-pole approximation is quite
small. The only error source is the current estimation. For
the 3-input NOR gate with a large C;, the capacitances Cj
and C; become the most dominant capacitances. From (22)
to (26) the expressions for 7 and Ty become

Tr = (In9) C//Bup (32a)
1 1 ! 1 ' '
TR=(1n9)CL[——,—+_,—_6{;3§ _&égﬁ}
BP3D BzﬁD Bp3D BplD szu p3D

(32b)

The error in T and T thus represents the error due to
various approximations made on various conductance fac-
tors. Fig. 5(a) shows the comparisons between calcula-
tions and ESPICE simulations for the characteristic wave-
form timing of 3-input NOR gates with effective channel
length L g, = 1.9 um, L.g, = 2.26 pum and C; = 0.5 PF.
The maximum error in Tr and Ty is limited to be below
15 percent for W,/ Wy = 4 um/40 pm to Wp/Wy = 50 um/
3.5 pm, or equivalently for Tx/Ty = 10 to TR/Tr = 0.5.
Outside this range, the characteristic waveforms severely
deviate from those shown in Fig. 2. Thus the timing error
will be increased. For larger C; or larger channel width,
similar error characteristics have also been found in the
same range of W, /Wy or Tx/Tg. Generally, the values of
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Tr and Ty are found to be increased linearly with C;, as
predicted in (32).

For the rise delay time Tpp i and the fall delay time Tpy;,
the maximum error exceeds 15 percent when the time is
small, as may be seen from Fig. 5(b). However, this larger
error will be diminished in the multi-stage delay time
which is the sum of several rise and fall delay times, sim-
ply because the smaller delay times have only smaller con-
tributions in the whole multi-stage delay time. This pre-
diction has been confirmed by error characteristics of the
pair delay time 7, shown in Fig. 5(b) for 3-input NOR gates
with C; = 0.5 PF. In that figure, maximum error of 10
percent is found between simulation results and calcula-
tion results from a simple universal equations.

The same error characteristics have also been observed
in the cases of 2- and 4-input CMOS Nor gates. Fig. 6(a)
and (b) show the comparisons for four-input NOR gates
with C; = 1 PF.

We had also derived the timing models for CMOS in-
verters and CMOS NAND gates with fan-in numbers up to
4. According to our observations on the comparisons be-
tween the calculations and computer simulations, similar
error characteristics described above have also been found.
Typical comparisons are shown in Fig. 7(a) and (b) for 4-
input NAND gates with C; = 1 PF.

From the above error analyses, it is concluded that the
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error introduced by the drain current approximations used
in our timing model is below 15 percent. Therefore, under
these approximations, the timing error for CMOS combi-
national gates with large C; can be limited to be below 15
percent.

In the case of large fan-out number N such that the load
capacitance is larger than internal capacitances, the dom-
inant pole exists and the error sources are the current es-
timation and the capacitance estimation. It is found that
the timing error in this case is limited to be under 25 per-
cent. Therefore, the maximum error due to the capaci-
tance estimation error is about 10 percent.

The worst-case error occurs when the capacitive load is
not larger than internal gate capacitances such that the
dominant pole does not exist. This is because that three
error sources appear in these worst cases. Since the error
due to the modified dominant-pole approximation is below
10 percent, the worse-case error in the proposed timing
model can be confined to be below 35 percent.

One of these worst cases is that of the multi-input logic
with no fixed capacitance load and with one fan-out gate.
Fig. 8(a) and (b) show the calculated and the simulated
signal timings of 3-input NOR gates whereas Fig. 9(a) and
(b) show those of 2-input NOR gates. The maximum error
is about 30 percent for the rise or fall times and is about
25 percent for the pair delay time. Similar error charac-
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teristics are also found in multi-input NAND gates with
N = 1and C; = 0. Typical results are shown in Fig. 10(a)
and (b) for CMOS 4-input NAND gates.

In the CMOS inverter case, the error is quite small be-
cause the dominant pole always exists as may be seen from
its equivalent circuit. Typical inverter timing characteris-
tics are shown in Fig. 11(a) and (b).

Under device parameter variations, the error character-
istics of the timing model are found to be the same, being
below 35 percent. As an example, the signal timing of
CMOS 3-input NorR gates with increased Vp and de-
creased mobility is shown in Fig. 12(a), (b), and Fig. 13(a)
and (b), respectively.

In actual IC’s, internal waveforms may not be charac-
teristic waveforms. In these cases, the timing model can
also be applied to characterize the signal timing with rea-
sonable error if the waveforms do not deviate much from
the characteristic waveforms. For example, under step in-
put excitations, the worst-case error of the rise and fall
times for the 3-input NoR gates with C; = 0 is nearly 40
percent, as may be seen from Table II. Since the delay
time in this case is very small, its error is larger. But for
multi-stage delay, this large error will be diminished, as
mentioned before. On the other hand, under slow expo-
nential input excitation with time constant 5 ns, the max-
imum error of the rise and fall times is nearly 23 percent
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and that of the delay time is larger, as may be seen from To study the actual application of our timing model in
Table II1. Note that the error characteristic described above timing analysis, an experimental program called TISA [14]
is the worst-case one with C; = 0. If C, is added, better has been written to analyze the signal timing of CMOS
accuracy can be obtained. Thus the proposed timing model combinational logic gates. Running TISA and ESPICE on
is versatile and is applicable in circuit timing analysis. a VAX-11/780 computer, the results are listed in Tables IV
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TABLE II
Risi TIME, FALL TIME, RiSE DELAY AND FALL DELAY OF A CMOS 3-INPUT
NOR GATE WiTH C; = 0 AND DRIVEN BY STEP INPUT
Wp (pm) 4.0 4.0 4.0 4.0 4.0 7.0 17.5 31.5 50.0
W, (um) 40.0 20.0 12.0 8.0 3.5 3.5 3.5 3.5 3.5
Rise THEORY 29,59 16.76 11.65 9.122 6.314 4,311 2,839 2.422 2,232
Time ESPICE 30.41 | 17.36 ( 11.97 9.352| 6.402] 4.418] 2.908 { 2.481 | 2.303
(ns) ERROR(%) 2.69 3.46 2.67 2.46 1.37 4.42 2.37 2,37 3.08
Fall THEORY 0.291 0.376] 0.486| 0.618] 1.095{ 1.322] 1.960 { 2.671 | 3.508
Time ESPICE 0,376 0.399 0.457 0.515 0.877 1.249 2.521 4.008 5.932
(ns) ERROR(%) 22.61 5.76 | ~6.35 {-20.00 [-24.86 [ -5.84 | 21.94 }33.36 [40.86
Rise THEORY 14.80 8.378( 5.827| 4.561| 3.157| 2.155| 1.419 | 1.211 | 1.116
Delay ESPICE 18.37 10.37 7.278 5.662 3.840 2,567 1.653 1.396 1.279
Tpm(ns) ERROR(%) 19.43 19.21 19.94 19.44 17.79 16.05 14.16 13.25 12.74
Fall THEORY 0.2621 0.339] 0.437] 0.565| 0.985| 1.19 1.771 | 2.403 | 3.157
Delay | ESPICE 0.169| 0.185| 0.206| 0.235| 0.362| 0.52 1.232 | 2.278 | 3.610
h‘PHL(ns) ERROR(%) | -55.03 [-83.24 [-112.14 |-136.60 [-172.10 |-128.41 [-43.75 -5.49 |12.55
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TABLE I
Rise TiME, FALL TIME, RiSE DELAY AND FALL DELAY OF A 3-INpUT CMOS
NOR GATE WITH C; = 0 AND DRIVEN BY EXPONENTIAL INPUT EXCITATION
wiTH TIME CONSTANT 5 n$

wp(um) 4.0 4.0 4.0 4.0 4.0 7.0 17.5 31.5 50.0
uun(um) 40.0 20.0 12.0 8.0 3.5 3.5 3.5 3.5 3.5

Rise THEORY 30.18 17.98 13.21 10.84 8.017 6.150 | 4.569 | 4.097{ 3.879

Time | ESPICE 30.70 17.63 | 12.48 | 10.04 7.523 | 5.936 | 4.703| 4.237} 3.957
(ns) ERFOR (%) | 1.69 -1.99 -5.85 -7.97 -6.57 -3.61 2.85 3.30 1.97
Fall | THEORY 1.835 1.986 2.176 | 2.410 3.253 3.608 1 4.593| 5.629 | 6.776
Time | ESPICE 1.939 1.951) 2.116 | 2.460 3.433 | 3.807| 5.753| 7.072 | 8.753

(ns) ERROR(%) 5.36 -1.79 -2.84 2.03 5.24 5.23 |20.16 |20.40 |22.59

Rise | THEORY 13.99 7.891| 5.507 4.321 | 2.987 | 1.977 | 1.187} 0.951 | 0.841
Delay | ESPICE 21.31 13.67 10.33 8.434 | 5.882 4,161 | 2.443 | 1.829'| 1.532
Tyy(ns) | ERFOR(Y) | 34.35 42,28 46.69 48.77 | 49.22 52.49 |51.41 |48.00 |45.10
Fall | THEORY -1.093 | -0.956 | ~0.787 | -0.576 0.183 | 0.503 | 1.389 { 2.231 | 3.353
Delay | ESPICE ~1.140 | -0.990 | -0.791 | -0.565 | 0.317 | 0.979 | 2.833 | 4.690 | 6.517
Tpyy(ns) | ERROR(Y) 4.12 3.43 0.50 -1.95 42.71 48,62 {50.97 |[50.51 [48.55
TABLE 1V TABLE V
TIMING DATE OBTAINED FROM TISA AND ESPICE FOR A CHAIN OF 5-STAGE ~ TIMING DATA OBTAINED FROM TISA AND ESPICE FOR A CHAIN OF 12-STAGE
CMOS INVERTERS WITH DIFFERENT CAPACITIVE LOADS AND DRIVEN CMOS 3-INPUT NOR GATES WITH DIFFERENT CAPACITIVE LOADS AND
BY STEP INPUT DRIVEN BY STEP INPUT
ESPICE TISA ERROR ESPICE TISA ERROR
(ns) (ns) (%) (rs) (ns) (*)
B 4.74 3.14 33.7
T 3.42 2.55 25.4 0.2 PF
0.2PF F TPT 4.26 2.82 33.8
Tpr 2.16 1.61 25.5 T 50.9 50.0 1.8
R
0.4 F 255 27.7 3
T 5.94 5.89 0.8 PT : . -1
0.4pF = T 28.7 22.2 22.6
T 5.72 4.50 21.3 F ' . .
PT 0.6 PF
TP’I‘ 40.0 34.9 12.8
T 11.05 10.04 9.1 T 5.8 9.9 2.0
0.8pPF 0.8 PF R
Top 12.40 11.20 9.6 T 87.0 20.2 .8
PT
To 21.44 21.60 -0.7 e 49.9 38.3 23.2
1.6PF 1.0 PF
T, | 25.08 21.79 13.1 Tpr | 1028 90.9 11.6
& 231.1 226.9 1.8
T 42.02 37.93 9.7 2.0 PF
3.2pF F ot 215.8 200.5 7.1
Too 50.12 47.08 6.1 78.8 506 231
F
1.0 pF T 217.4 198.3 8.8
Cp?sz;’)“e 60.11 1.32 Licd
T 105.8 100.8 4.7
0.8 PF TR 266.4 242.7 )
Wy = 12um; mN=3.5 um; step input excitation PT ) ) 8.
) r 41.5 31.4 24.3
Tpp: Total delay time 0.6 pF Tor 272.0 245.8 9.6
T, : Rise time T 56.2 53.7 4.4
R 0.4 pr =2
- TPT 298.0 269.4 9.6
TF : Fall time
T 19.3 14.6 24.4
0.2 PF
TPT 298.5 269.2 9.8
and V. In Table IV, the analyzed circuit is a chain of 5- T %50 516 s
. . . . . ... Y : - .
stage identical inverters with different capacitive loads and 08 BF Ty T sasn 314.5 8.9
under step-input excitation. In this case, internal wave- o0 Tine
forms are not characteristic waveforms. However, the er- (sec) 604.66 2.3

ror in the rise or fall time is below 25 percent whereas the
error in the total delay time is reduced from 25.5 percent
in the first stage to 6.1 percent in the last stage. The anal- Tpp: Total delay time; Tp: Rise time; Tp: Fall time

WP:A‘..O um; wN=3.S um; step input excitation
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ysis time in CPU seconds of TISA is 45 times less that
that of ESPICE.

In Table V, the signal timing of a chain of 12-stage iden-
tical 3-input NOR gates with different capacitive loads and
under step-input excitation is listed. The device channel
dimensions and capacitive load of each NOR gate in the
chain are also listed in the table. Although the internal
waveforms are not characteristic waveforms, the general
error is below 34 percent whereas the error in the total
delay time is reduced from 33.8 percent in the first stage
to 9 percent in the last stage. The analysis time of TISA
is about 250 times less than that of ESPICE.

From the above analyses, it is clear that the required
CPU time and memory in the new timing analysis pro-
gram is small because the signal timing is characterized
by direct calculation rather than by point-by-point calcu-
lation in the time domain. Moreover, the error of the total
delay time in an IC is reasonably small.

IV. CoNncLusION AND DISCUSSION

Based upon the s-domain analysis using the modified
dominant-pole calculation method on the linearized equiv-
alent circuit, the signal timing of a complex CMOS com-
binational logic gate has been explicitly expressed. Error
analysis has shown that maximum error can be confined
to 35 percent for inverters, multi-input NOR gates or multi-
input NAND gates with effective channel length down to
1.9 um and with different capacitive loads. Under consid-
erable device parameter variations or waveform devia-
tions, the timing model can also be applied with reason-
able error characteristics. Applying the timing model in
an experimental CAD program leads to faster timing anal-
ysis with CPU time being over an order of magnitude less
than ESPICE for complex circuits.

From this work, it is felt that direct modeling a gate
rather than modeling a device will be very helpful both in
speed performance optimization and in circuit analysis of
a digital IC. Using such models in a CAD program, the
required CPU time and memory will be greatly de-
creased. Therefore, the approach of modeling a gate is
worth developing especially in the VLSI era.

Further extension of the timing model will be done in
three major areas. First, the signal timing of the CMOS
gates with very short channel devices will be character-
ized by considering the velocity saturation effect. Second,
the signal timing in non-worst-case timing case in which
the input excitation does not enter the gate from the input
node farthest to the output node will be modeled. Finally,
the signal timing of NMOS gates and other CMOS gates
will be characterized. Continuing efforts to improve the
accuracy of the timing model will also be made.

APPENDIX

Using the expressions of v;(¢) and vy () in (2) and (3),
the voltage quadratic terms v; vy (¥) and v3(f) can be ex-
pressed as

649
v;Uo(f) = Vppuo(t) — Vpp exp (—p,9)

“ [u(®) — u@t — t)] — [Vbp exp

[Pt — 1)) ut — t14p)

- exp (—p,t) (A1)
vg(t) = Vipu(t) — Vipu(t — 1) + {Vip

- exp [—ppt — 1)1} u(t — 14)

- exp [—ppt — t4)]. (A2)

In the above equations, the terms containing the product
of two exponential functions must be linearized to elimi-
nate one of the two exponential functions. The lineariza-
tion technique adopted here is to evaluate one of the ex-
ponential functions at the output voltage crossover point,
i.e., at t = 1, where vy (¢) is equal to Vpp/2. From (3), ¢,
may be solved as in (7) in the text.

Substituting (7) into the expression of exp (—pyt) in the
last term of (A1), v;vo(f) when ¢ > t, can be linearized
as

vivg(?) = Vppvo® — [Vop2 P + exp (—p,t4)] vo(0)
= [Vpp — Vop2 7" exp (—p,t4)] o). (A3)

It is found that if the constant 2 in (A3) is replaced by 2.8,
the error can be reduced. Thus we have

vive(t) = Foup()
= [Vop — Vpp(2.8) ™
© exp (—prlap)] Vo). (A4)

Substituting (7) into the expression of exp [—p,(t — 14)]
in the last term of (A2), v3(y) after r > 14 becomes

v3(0) = $Vppuo(t) (A5)

Using vgs(f) in (4), the term vj,;(#) can be explicitly ex-
pressed as
Ugs(t) = Vipu® + [Viy — Vol u(t — ty73)
+ 2V (Vop — Vipp) exp [—ps(t — t43)]
“u(t — tg3) +{(Vpp — Vi)® exp [—pr(t — t43)]
cut — ty3)} exp [—pt — ty3)]. (A6)

Substituting (7) into the expression of exp [—ps(t — 143)]
in the last term of (A6), v(2)3(t) is linearized as

Vos(®) = Bugs(®) + Vipu(®) + [V — Vil ut — t4)
(A7)

where the constant B, can be written as

B, = 2V7"pf + 3(Vop — Vi) exp [—psty — ty3)] (A8)
After discarding the two constant terms in (AS8), the

expression of v3;(¢) is just as (10) in the text.
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Similarly, v3,(r) can be linearlized as

U(2>2(l‘) = {2VTpf + 3 (Vpp — Vi) exp
" =Pty — 141} voa() (A9)
= Coup(n)
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